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COMPRESS AND FORWARD BASED COOPERATION

STRATEGIES IN WIRELESS NETWORKS

Abstract

Cooperative communications are emerging as an alternative technology to MIMO

communications. In this thesis, we first summarize information theoretical anal-

ysis of known channel types and also consider three fundamental relaying tech-

niques known as Amplify and Forward, Decode and Forward and Compress and

Forward. We propose two compress-and forward based cooperation protocols for

a two-user multiple access channel, and obtain their achievable rate regions. The

performance of the proposed models are is compared with the performance of

other two-user cooperative protocols proposed in literature.
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SIKIŞTIR İLET YÖNTEMİNE DAYALI İSBİRLİKLİ

HABERLEŞME STRATEJİLERİ

Özet

İşbirlikli haberleşme, çok girişli çok çıkışlı sistemlere alternatif gelişmekte olan bir

teknolojidir. Öncelikle bu çalışmada bilgi kuramsal kanal tipleri özetlenecek olup

bilinen röle protokollerine; Yükselt-İlet, Çöz-İlet ve Sıkıstır-İlet değinilecektir.

Sıkıştır-İlet tekniğini kullanan iki kullanıcılı işbirlikli ağ modeli için erişilebilir hız

bölgesi türetilecektir. Ayrıca önerilen ağ modelinin başarımı, literatürde önerilmiş

diğer iki kullanıcılı sistemlerin başarımları ile kıyaslanmıştır.
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Chapter 1

Introduction

While wireless communication was not more than a dream before the last quarter

of the 20th century, there are more than three billion mobile phone subscribers

worldwide, according to 2007 ICT statistics. The demand for a variety of appli-

cations are growing everyday including, smart phone applications, high quality

video streaming, smart home applications etc., which also forces hardware in-

dustry to design new backbone technologies which supports higher data rates

and compatible end-user devices. However, wireless communication is the fastest

growing branch of telecommunication industry; and technical problems remain in

designing wireless network infrastructure, which is necessary to support emerging

applications. In this introductory chapter, a brief history of wireless communica-

tion, motivation of this thesis, a detailed literature survey and on outline of this

thesis are provided.

Wireless communication systems and devices were introduced in the early 1980s.

First generation wireless devices were based on analog FM modulation technique

and used narrow band circuit switched voice services. In the beginning of 1990s,

with the introduction of digital modulation schemes second generation mobile

devices were introduced and offered higher spectral efficiency with higher voice

quality. Today, second generation mobile phones are still in use in least developed

and developing countries for voice communications. The third generation wireless

systems, which support higher data rates for voice, video-telephony and data
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communication were launched in early 2000s. Fourth generation wireless systems,

currently under development, aim to offer high mobility with higher data rates

for mobile users and also higher data rates for stationary users.

In the presence of interference, transmission path loss, shadowing, delay spread

and doppler spread, signal transmission in wireless channel become a challeng-

ing task. Achieving higher data rates in such channel is possible by increasing

transmission bandwidth or transmission power. However, in most of the commu-

nication systems consuming these resources is not a clever idea because of the

need of battery power and large frequency band requirement. One appealing idea

is to use multiple input multiple output technology (MIMO) in order to combat

detrimental effects of the wireless channel. MIMO technologies improve received

signal quality by combining signals received from multi-path wireless channels cre-

ated by using multiple antennas in a device. Nevertheless, assembling multiple

antennas should not be a practical idea, because of mobile device size limitations.

Development of ad-hoc and sensor network applications bring the idea of cooper-

ation in wireless communication systems. In such applications, information sent

to the destination passes through other nodes, or information is shared among

all nodes. The simplest and oldest form of cooperation is perhaps multi-hopping,

which consist of point-to-point links between source and destination. Apart from

any adverse effect of the environment, signal transmitted from source attenuates

over long ranges which makes point-to-point links impractical. The problem is

solved by one strong link with intermediate nodes including repeaters in each

node. Wireless channel has a broadcast nature itself; other nodes (users) re-

ceive the end-user’s signals, for a long time this was thought as interference and

waste of energy, because nodes were not allowed to process end-user’s information.

However, in cooperative communication, nodes are able to process and forward

end-user’s information to an ultimate receiver which makes wireless channel more

robust to rapid changes of the channel states and also increases achievable data

rates. By using cooperative communication, transmitter can be considered as

multiple virtual antenna transmitter which also allows single antenna mobiles to
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reap some benefits of MIMO systems.

Cooperative communication became more popular in the last decade. In the

past years, in wireless network and communication standards like IEEE802.11,

IEEE802.16 Coded OFDM (COFDM) using Adaptive modulation and Coding

Schemes and multiple antennas are used, and also relaying protocols are dis-

cussed for IEEE802.16 both for Physical Layer and MAC Layer. Since limited

number of antennas on mobile communication hardware can not satisfy grow-

ing service demands and make use of communication networks more efficiently

network coding techniques, particularly relaying become an emerging solution.

1.0.1 Related Works

First idea about relaying was introduced by Van Der Meulen [1]. Van der Meulen

derived upper and lower bounds on the capacity of relay channel. The capacity

of relay channel is still unknown, but Cover and El-Gamal improved the bounds

significiantly by developing two fundamental coding techniques called , Decode

and Forward (DF) and Compress and Forward (CF) and also combination of

these two in [2, Theorem 7]. Capacity theorems for both degraded and reversely

degraded relay channels and relay channel with feedback are also included in [2].

In [3], Kramer et al. generalized DF and CF protocols suggested in [2]. Although

the capacity of relay channel is unknown, it can be shown that, the DF and CF

protocols can be capacity achieving under certain relay position(s). In addition

to these coding schemes, other relaying strategies such as, Amplify and Forward

(AF), Partial Decoding (PD), Linear Relaying (LR) is proposed in literature.

There are numerous works on these coding strategies under different channel

topologies in literature. No one can say one of the strategies always outperforms,

but each of the strategies has own potential strengths and weaknesses under

different network topologies and various channel conditions.

In [4], a fundamental three node-network consisting of a source, a relay and a

destination, is analyzed. The relay is assumed to operate in half duplex mode
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and time sharing is employed for simplicity in calculations. Under a practical sce-

nario of Gaussian Vector Channels [4] (similar to uplink channel of IEEE802.16),

CF strategy always outperforms direct-link and AF strategy, since time sharing

parameter can be optimized and particularly, while AF protocol amplifies the

message it also amplifies noise component. On the other hand, CF strategy has

approximately same performance with DF strategy. Three node fundamental

wireless relay network in Rayleigh fading environment is considered in [5]. Under

this model, an upper bound, achievable rate region for DF and CF are evaluated.

Furthermore, bounds on outage and ergodic capacity are studied in certain con-

ditions. It is also found, relaying outperforms with compared direct transmission

(without relay), in terms of ergodic and outage capacity. In [6], bi-directional

relay channel model where, two nodes exchange independent messages with help

of a relay is studied. Relay uses one of four transmission strategies, such as, AF,

DF, CF and a mixed strategy where relay does CF in one way and DF in another

way. Achievable rate regions for bi-directional relay channel under time division

broadcast protocol (TDBC) and multiple access broadcast protocol (MABC) are

calculated and results extended to the Gaussian Case. With numerical results it

can be shown that, while MABC outperforms in Low SNR regime, at high SNR

regime TDBC gave better performance. Gaussian Relay Channels in Half-Duplex

assumption is studied in [7]. In [7], noises at relay and destination are assumed

to be arbitrarily correlated, which is a reasonable model for sensor networks.

Achievable rates are evaluated for DF, AF and CF strategy for various channel

settings and comprehensive numerical results are presented to highlight while DF

disregards noise correlation CF and AF could exploit extra information. In [8],

separated two way relay channel in which users do not receive each other’s signal

is studied. Achievable rate regions are characterized for DF, a combination of

partial DF and CF strategy with single layer and two layer quantization (one

of the user receives a better description of relay’s received signal). Extension of

these achievable schemes to Gaussian Case is also presented. Main result of [8]

shows two layered quantization could enhance one of the user’s rate region with

using combination of partial DF and CF transmission strategy. Several protocols
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are analyzed for Gaussian Half Duplex Multiple Relay networks in [9]. The au-

thors calculated an upper bound and present achievable rate regions forDF, CF,

a multilevel partial DF strategy and multihopping. There also a CF strategy and

a mixed strategy for two relays in which relay nodes either do DF or CF with

regular encoding, are proposed. In addition, numerical calculations are done for

both random and fixed transmission strategies. Among all, mixed strategy seems

to have rate improvement under certain parameters and conditions. Delay lim-

ited capacity of half duplex relay channel is investigated for various cooperative

protocols in [10]. Non-orthogonal Amplify and Forward (NAF), CF, a simpler

version Estimate and Forward (EF), and Hybrid Relaying schemes was chosen

and performance analysis has been done under fundamental three-node network

model. Under long term average power constraint, Hybrid Relaying which uses

either CF or DF gave best results in terms of delay limited capacity. In other

comparison without optimal time allocation, CF strategy was found to always

outperform than EF and NAF. In [11], a novel encoding strategy is proposed for

fundamental three node network and corresponding achievable rate region for user

cooperation channel is calculated. The results are also extended to the Gaussian

Case. The fundamental ideas of Khojastepour et al. are decoding each codeword

completely and discarding residuals after decoding limits relay channel capacity

to the capacity between source and the relay. Results show that, an improvement

is obtained with respect to the results of Cover and El-Gamal. Compress and

Forward and other three coding strategies for fundamental three node network

are investigated in [12]. Achievable rate regions are presented for symmetric and

asymmetric three node network topologies. Mainly, effect of node position and

data correlation is studied. It is shown that, while Compress and Forward Strat-

egy gave best performance in asymmetric geometrical topologies, in symmetric

topologies other coding strategies gave better performance under certain condi-

tions. Xie [13] suggest an improvement on [2, Theorem 7], by stating decoding

of compressed version of message is not necessary at decoder, although joint de-

coding is easier than successive decoding under fundamental three node network.

Decoding strategies are investigated in [14]. The authors proposes two novel
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decoding strategies under fundamental three node network, called ”Sequential

Backward Decoding” (SeqBack) and ”Simultaneous Backward Decoding” (Sim-

Back).It is found that, achievable rate region for SimBack Decoding Strategy

includes Cover and El Gamal rate region and generalizes a lower bound, and also

under the assumption of zero-mean, jointly Gaussian distribution these strate-

gies outperform the Cover and El Gamal’s generalized strategy. In [15], authors

found the equivalence of rates achieved by SeqBack decoding and SimBack decod-

ing strategies. It is shown that, jointly decoding of all parameters simultaneously

does not improve the rate. In [16], an achievable rate region for a two-user coop-

erative multiple access channel, where one user performs DF and the other user

performs Wyner-Ziv-type CF is derived. It is shown that, hybrid cooperation

scheme extends the rate region with respect to rate achieved by the pure DF

cooperation where the channel link between a user and the destination is poor.

Although there are extensive works in literature, there remain open problems re-

lated to cooperative relay networks in general. Particularly, there is no practical

channel code design for CF strategy, which precludes the implementation of a

communication protocol. On the other hand, CF strategy requires channel state

information at relay, which makes relay position more significant and in some

cases makes using CF strategy unfeasible. To understand cooperative networks

in deep and elaboration of suggested solutions will help us to understand the

performance limits of future communication networks.

In this thesis, we will consider a mutual cooperation scheme for a two user co-

operative network, for which we will characterize an achievable rate region using

CF relaying protocol in Chapter 3. We will also consider a mutual cooperation

scheme based on [2, Theorem 7] for the same system model. The results obtained

in Chapter 3 and Chapter 4 compared with the benchmark system provided [17]

which uses pure DF system for same network structure and also a hybrid coop-

eration scheme provided by [16]. In addition, we will analyze and discuss the

performance of CF relaying protocol considering different channel conditions. In

the results section we will highlight the strengths and weaknesses of the protocol
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supported by the results in chapter 3 and Chapter 4.
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Chapter 2

Background Theory

In telecommunications, an information bearing signal is transferred between nodes

via a communication channel. A communication channel is a physical transmis-

sion medium such as, copper wire, an underwater channel, an optical wire, free

space etc...However, in information theory, a channel refers to a theoretical model

which has certain parameters and error characteristics. In a wireless channel, a

transmitted signal encounters some detrimental effects such as, noise, attenuation,

distortion and interference.

Path loss is one of the adverse effects in wireless environment. It models the

loss in transmitted power at receiver. Path loss depends on many factors related

whole communication setup between transmitter and receiver. Generally, path

loss measured in dB scale and corresponds to a nonnegative number. Since the

channel does not contain any active nodes, path gain is defined as the negative

of path loss which corresponds a negative number. Shadow fading is another

detrimental effect presented by channel, which is caused by obstacles in physical

environment. Considering one transmitter and two receivers at same distance,

but in different locations received signal power at both transmitters are not the

same. Since we cannot know the exact locations of the obstacles, shadow fad-

ing modeled as a random variable and added to path loss component. It has

been found experimentally, when shadow fading measured in dB it follows zero-

mean Gaussian distribution with standard deviation σ also measured in dB. The
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shadow fading measured in dB follows log-normal distribution and for this reason,

shadow fading is also called ”log-normal fading”.

Since shadow fading and path loss models the long distance effects of wireless

environment, we also need to define small distance effects of the channel. In

wireless medium, when a single transmitted signal arrived to a receiver, probably

have multiple copies caused by reflective, refractive and absorbing properties of

physical channel. This type of channel is called multipath channel as shown in

figure 2.1, since transmitted signal have multiple copies come from different paths.

Figure 2.1: Multipath Channel

In addition, the presence of motion at transmitter,receiver or obstacle objects, the

transmitted signal copies may received in different time instants each having a

different amplitude and phase.

The channel delay spread refers to the time difference between first arrived signal

and last arrived signal to the receiver. It is important to note that, symbol

duration should be chosen smaller than delay spread to mitigate inter symbol

interference in multipath channels.

The channel coherence bandwidth defined as the frequency spectrum in which

channel response have same amplitude and linear phase change for all frequen-

cies.If the transmitted signal’s bandwidth exceeds the coherence bandwidth, the

signal sees different attenuation levels. This type of channel considered as a fre-

quency selective channel, and also called a broadband channel. On the other hand,
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if the transmitted signal’s bandwidth less than the coherence bandwidth, channel

can be considered as flat fading channel and also called narrowband channel.

The motion of the transmitter, the receiver, or the obstacles changes channel

transfer characteristics with introducing frequency shifts called Doppler shift.

The channel transfer characteristics generally modeled as a random variable if

the channel is time invariant, and as a random process with each realization a

different random variable for time varying channels. Fourier transform of the cor-

relation function between the channel coefficient realizations is known as doppler

spectrum. In addition, doppler spread is the measure that doppler spectrum is

nonzero over frequency. Since the channel coherence time refers to time period

that makes correlation between two realizations of channel’s response zero, we can

think doppler spread can be considered as inverse of channel coherence time. It

is important to note that, doppler spread gives us the rate of change of fading. If

the doppler spread is smaller than the transmitted signal bandwidth, the channel

introduces slow fading, and if the doppler spread is larger than the transmitted

signal’s bandwidth channel is said to be fast fading.

Likewise in an information theoretical channel model, these effects are considered

in statistical sense.Information theoretical channel models are used to find the

bounds on channel capacity; the coding mechanisms and the entire transmission

schemes are different than the practical scenarios. In this chapter, we will give a

detailed information on channel models including, Single user Gaussian Channel,

Gaussian Broadcast Channel, Gaussian Multiple Access Channel, Relay Channel

and Multiple Access Channel with Generalized Feedback. We will also mention

coding strategies, Amplify and Forward, Decode and Forward and Compress and

Forward for relay channel.

2.1 Channel Models

In order to understand cooperative communications, we need to clarify informa-

tion theoretical channel models and its properties.
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2.1.1 Single User Gaussian Channel

Gaussian channel is a very useful model to characterize many practical channels

like, satellite and radio links. By the central limit theorem, summation of random

effects converges to normal distribution, which proves its practicality. Gaussian

channel is a continuous alphabet channel as shown in figure 2.2

Figure 2.2: Single user Gaussian Channel

and can be modelled by 2.1,

Yi = Xi + Zi Zi ∼ N (0, N) (2.1)

where Xi is the channel input, Zi is i.i.d Gaussian distributed noise component

with variance N. Although Gaussian channel is a continuous alphabet channel, in

practical cases Gaussian channel converted to a discrete channel which is easier to

process with compared to a continuous channel. Information capacity of Gaussian

channel with power constraint is given by,

C = max
E[X2]6P

I(X;Y ) (2.2)

11



We can expand 2.2 as follows,

I(X;Y ) = h(Y )− h(Y | X)

= h(Y )− h(X + Z | X)

= h(Y )− h(Z | X)

= h(Y )− h(Z)

(2.3)

where,

E[Y 2] = E[X + Z]2

= E[X2] + 2E[X]E[Z]︸ ︷︷ ︸
from independence

+E[Z2]

= E[Z2]

= P +N

(2.4)

h(Y ) =
1

2
log2(2πe(P +N)) (2.5)

and,

h(Z) = E[Z2]

= N
(2.6)

h(Z) =
1

2
log2(2πeN) (2.7)

From the last line of 2.3 the capacity of single user gaussian channel can be found,

I(X;Y ) = h(Y )− h(Z)

=
1

2
log2(1 +

P

N
)

(2.8)

2.1.2 Gaussian Broadcast Channel

A broadcast channel consist of one transmitter and two or more receivers as shown

in figure 2.3. To characterize Gaussian broadcast channel’s capacity region we
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Figure 2.3: Gaussian Broadcast Channel

need to define degraded broadcast channels. A two user broadcast channel is

physically degraded if,

p(y1, y2 | x) = p(y1 | x)p(y2 | y1) (2.9)

and the capacity region for sending independent information over the degraded

broadcast channel X → Y1 → Y2 is the convex hull of the closure of all (R1, R2)

satisfying,

R1 ≤ I(U ;Y2)

R2 ≤ I(X;Y1 | U)
(2.10)

for some joint distribution p(u)p(x|u)p(y1, y2|x) where the auxiliary random vari-

able U has cardinality bounded by | U |≤ min{| X |, | Y1 |, | Y2 |} [Theorem

15.6.2,1]. The capacity region of a broadcast channel depends only on conditional

marginal distributions p(y1 | x) and p(y2 | x).Assuming a transmitter with power

P and two receivers with noise variances N1 and N2 where N1 < N2 capacity

region for Gaussian broadcast channel is given by,

R1 ≤
1

2
log2(1 +

αP

N1

)

R2 ≤
1

2
log2(1 +

(1− α)P

αP +N2

)

(2.11)
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where α parameter chosen arbitrarily to trade off between the rates R1andR2.Two

codebooks are generated one with power αP at a rate R1 and another codebook

with α′P at a rate R2. Transmitter chooses X(w1) from w1ε{1, 2, . . . , 2nR1} and

X(w2) from w2ε{1, 2, . . . , 2nR2}and sends the sum of two codewords X. Receiver 1

with high signal to noise ratio (SNR) starts to decode second receiver’s codeword

X̂2 after decoding subtracts it from its received vector Y1. Second receiver starts

to decode its own message from second codebook with rate R2. It is interesting

to note that; receiver with high SNR always knows the other receiver’s message.

Corresponding proofs of the theorems are stated in Chapter 15.6 in [18].

2.1.3 Gaussian Multiple Access Channel

A multiple access channel consists of m transmitters communicating with a com-

mon receiver as shown in 2.4. Considering two transmitters and one receiver for

Figure 2.4: Gaussian Multiple Access Channel

Gaussian multiple access channel, the received signal at a time instant i can be

given as,

Yi = X1i +X2i + Zi (2.12)

where Zi is i.i.d. zero mean Gaussian random variable with variance N and both

transmitters subject to the power constraint,

E[X2
1 ] ≤ P1

E[X2
2 ] ≤ P2

(2.13)
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the capacity region of two user Gaussian multiple access channel to be the convex

hull of rate pairs satisfying,

R1 ≤ I(X1;Y | X2)

R2 ≤ I(X2;Y | X1)

R1 +R2 ≤ I(X1, X2;Y )

(2.14)

for some input distribution f(x1)f(x2).By expanding 2.14 we can find,

I(X1;Y |X2) = h(Y |X1, X2)

= h(X1 +X2 + Z | X2)− h(X1 +X2 + Z | X1, X2)

= h(X1 + Z | X2)− h(Z | X1, X2)

= h(X1 + Z | X2)− h(Z)

= h(X1 + Z)− h(Z)

= h(X1 + Z)− 1

2
log2(2πeN)

≤ 1

2
log2(2πeP1 +N)

=
1

2
log2(1 +

P1

N
)

(2.15)

and similarly,

R2 =
1

2
log2(1 +

P2

N
) (2.16)
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then from 2.14 sum rate can be calculated as,

R1 +R2 ≤ I(X1, X2;Y )

= h(Y )− h(Y |X1, X2)

= h(X1 +X2 + Z)− h(X1 +X2 + Z|X1, X2)

= h(X1 +X2 + Z)− h(Z|X1, X2)

= h(X1 +X2 + Z)− h(Z)

≤ 1

2
log2((2πe)(P1 + P2 +N))− 1

2
log2(2πeN)

R1 +R2 =
1

2
log2(1 +

P1 + P2

N
)

(2.17)

Two codebooks are generated one having 2nR1 codewords of power P1, another

having codewords 2nR2 of power P2. Each transmitter chooses an arbitrary code-

word from its own codebook and transmits simultaneously. Receiver starts to de-

code from second user’s information considering first user’s information as noise

component so,

R2 ≤
1

2
log2(1 +

P2

P1 +N
) (2.18)

After decoding second user’s codeword successfully, it can be subtracted out and

first user’s codeword can be decoded at a rate of,

R1 ≤
1

2
log2(1 +

P1

N
) (2.19)

It is interesting to note that, if we generalize for m users with equal power P , the

sum rate will be,

RSUM ≤
1

2
log2(1 +

mP

N
) (2.20)

as m→∞ the sum rate also goes infinity. But individual average rate will be,

RIND ≤
1

m
log2(1 +

mP

N
) (2.21)
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2.1.4 Relay Channel

A relay channel consists of either one or more intermediate nodes, helping to

transmit source’s information to an intended receiver. The capacity of relay

channel is still unknown ,but it is derived for particular cases e.g., for physically

degraded channels [2], and asymptotic capacity for Gaussian relay channel in [19].

In this section, we will consider the simplest relay case consisting a transmitter,a

relay and a receiver as shown in figure 2.5.

Figure 2.5: Relay Channel

The relay channel in figure 2.5 consist of four finite sets X1, X2, Y0, Y2 and a

probability distribution p(y0, y2|x1, x2).

An (M,n) code for the relay channel consist of a set of integersM = {1, 2, . . . ,M}

and encoding function X :M→ X n is allowed to depend only on past observa-

tions such that,

X2i = fi(Y21, Y22, . . . , Y2i−1) (2.22)

and a decoding function,

G : Yn →M (2.23)

Hence, for any choice of p(w),wεM, any code choice x : M → X n and relay

functions {fi}ni=1, the joint probability distribution onM×X n
1 ×X n

2 ×Yn2 ×Yn0
is given by,
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p(w, xn1 , x
n
2 , y

n
2 , y

n
0 ) = p(w)

n∏
i=1

p(x1i|w)p(x2i|y21, y22, . . . , y2i−1).p(y2i, y0i|x1i, x2i)

(2.24)

By applying max flow min cut theorem, capacity upper bound can be found as

[2],

C = sup
p(x1,x2)

min{I(X1, X2;Y0), I(X1;Y0, Y2|X2)} (2.25)

The first term in 2.25 bounds the rates of source and relay to destination node

which corresponds to multiple access channel, if the relay knows the complete

message I(X1, X2;Y0) can be achievable. The second term bounds the rate from

source to destination and source to relay channel which corresponds to a broadcast

channel. And the rate I(X1;Y0, Y2|X2) can be achieved if source node knows X2

and the receiver node knows Y2.

The degraded relay channel particularly is in interest, because in degraded relay

channel relay received signal y2 is better than ultimate receiver input y0 which

relay can contribute new information to the receiver. The degradedness is similar

to broadcast channel as in 2.9 which one receiver is degraded version of other

receiver.

The capacity of degraded relay channel can be characterized as,

C ≤ sup
p(x1,x2)

min{I(X1, X2;Y0), I(X1;Y2|X2)} (2.26)

The corresponding proofs can be found in [2], with using superposition coding,

Slepian-Wolf partitioning and coding for cooperative MAC channel.

Reversely degraded channel, is another form of degraded channel which relay

received signal y2 is worse than ultimate receiver’s signal y0 in such scenario, the

relay node can not cooperate to send x1, and just facilitates the transmission of

the best x2.

The capacity of reversely degraded channel can be characterized as,
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C = max
x2εX2

max
p(x2)
{I(X2;Y0|x2)} (2.27)

In next section, we will consider the Gaussian relay channel and discuss encoding

and decoding mechanisms used in Gaussian relay channel.

2.1.4.1 Gaussian Relay Channel

Gaussian relay channel consists of three terminals a transmitter, a relay and

a receiver illustrated in figure 2.6. Transmitter wishes to send information to

receiver aided by the relay, which doesn’t have its own information. Gaussian

Figure 2.6: Gaussian Relay Channel

relay channel is modelled by,

Y2 = X1 + Z2

Y0 = X1 + Z2 +X2 + Z0

(2.28)

where Z2 and Z0 are Gaussian noise with noise variances N2 and N0. The capacity

of Gaussian Relay Channel [3] is given by,

C = max
0≤α≤1

min

{
C

(
P1 + P2 + 2

√
α′P1P2

N2 +N0

)
, C

(
αP1

N2

)}
(2.29)
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where α′ = 1−α.In order to understand the improvement gained by relay channel,

let’s consider the case where, α = 1 and for a large N0 and if we set,(
P2

N0

)
≥

(
P1

N2

)
(2.30)

where relay’s SNR at destination is chosen greater than transmitter’s SNR at

relay node.Since the relay to destination link’s SNR is better than transmitter

to relay’s SNR in this scenario, the bottleneck in this system becomes source to

relay channel, and the capacity,

C =
1

2
log2

(
α
P1

N2

)
(2.31)

can be achieved from the transmitter to relay. In addition, the rate increased from

1/2 log2(1 + (P1/N1 +N2)) to 1/2 log2(1 +P1/N2)by the presence of relay.We will

now describe the coding mechanism to achieve the capacity expression in 2.29. We

will generate two codebooks, the first one with 2nR1 words of power αP1 and the

second with 2nR0 codewords of power α′P1 where R1 < 1/2 log2(1 +αP1/N2). We

will also assume 2.30 holds. In the first block, transmitter sends a codeword from

the first codebook. Relay can decode reliably, because R1 < 1/2 log2(1+αP1/N2).

The intended receiver cannot decode reliably since the capacity between trans-

mitter and relay is greater than the capacity between source and destination, but

receiver constructs a list of all possible codewords of size 2n(R1−1/2log2(αP1/N2+N0))

instead of decoding. In the next block, first codebook is partitioned randomly

into 2nR0 cells to with an equal number of codewords in each cell. The relay and

the transmitter find the cell of the partition in which the codeword from the first

codebook lies, and cooperatively send the codeword from second codebook with

that index. On the other hand, relay scales this codeword to satisfy its power

constraint P2. At receiver side, since the transmission of cooperative information
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takes place coherently,

TotalPoweratReceiver = (
√
α′P1 +

√
P2)

2

CombiningGain = 2
√
α′P1P2

(2.32)

The transmitter finally transmits fresh information from first codebook by adding

it on cooperative signal from second codebook in the second block. Decoding pro-

ceeds as follows. First, receiver finds the cooperative index from second codebook

by looking the closest codeword in the second codebook. After the codeword sub-

tracted from received signal, receiver calculates a list of indices corresponding the

codewords from first codebook that may have been sent in the second block with

size 2nR0 . At last, the receiver compares the list of all possible codewords that

may have been sent in first block with the cell of partition observed from coop-

erative signal in the second block. In the intersection there would be only one

codeword with high probability.

However, the relay node processing capability is an important constraint in relay

channel. The relay node can operate either in half-duplex or full-duplex mode.

While transmission and reception takes place simultaneously in same frequency

band in full duplex mode, in half duplex mode relay transmits and receives in

orthogonal channels. Although full-duplex mode seems unfeasible in practical

cases, it contributes to understand characteristics of relay channel. In order to

study practical cases, half-duplex assumption is required.

2.1.5 Multiple Access Channel With Generalized Feedback

The fundamental three node network consisting one relay is the simplest exam-

ple of cooperative network. In such network, relay node doesn’t have its own

information to send the intended receiver.The idea presented in [20] , the users in

network aims to send information to an ultimate receiver with utilizing feedbacks

received from channel. The general capacity of MAC-GF is still unknown, but in

literature achievable rate regions are derived for specific cases.
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Carleial in [21] and Willems in [22] derived achievable rate regions using super-

position and block Markov coding. Using the results obtained in [21] and [22]

Zeng and Kuhlmann compared the achivable rate regions and showed Willem’s

achievable rate region is larger than Carleial’s for some particular cases in [23].

Another achievable rate region developed by Gastpar in [24] which is the exten-

sion of linear feedback strategy proposed by Ozarow [25]. Furthermore, Gastpar

and Kramer [26] derived the outer bounds for a special case of MAC-GF which

noisy feedback is the degraded version of channel output.

Figure 2.7: User Cooperation Channel

An achievable rate region for a two-user cooperative multiple access channel,

where one user performs DF and the other user performs Wyner-Ziv-type CF

is derived in [16]. It is shown that, hybrid cooperation scheme extends the rate

region with respect to rate achieved by the pure DF cooperation where the channel

link between a user and the destination is poor.

2.2 Cooperation Protocols

In cooperative wireless communication, a source transmits a message to a des-

tination with the assistance of a relay. The relay receives to the signal from

source and may retransmit the signal using one of the fundamental cooperation

protocols; amplify and forward(AF), decode and forward(DF), and compress and

forward(CF) to the destination.There is also another idea called facilitation, is
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mostly of theoretical interest.By combining the source and relay transmissions,

and depending on the relaying protocol used, the destination can achieve diversity

against fading without the use of an antenna array at any terminal. Increasing di-

versity makes the communication channel more robust against the fading[17][27].

Diversity gain is defined as the rate of decrease in probability of error with increas-

ing SNR. It is shown that, using proposed cooperative protocols in [28] higher

diversity gains can be achieved. However, the another term multiplexing gain

describes, how the actual communication rate increases with increasing SNR. Of

course, there is a trade-off between diversity and multiplexing ,because with mul-

tiplexing gain throughput can be maximized and similarly with diversity gain

channel can be considered more robust against the fading.In MIMO systems this

is n important performance criterion ,and the user cooperation can be considered

as substitution to MIMO, diversity multiplexing trade-off becomes an important

problem in cooperative networks.

There is no single cooperation protocol works well for the general relay chan-

nel. Source and relay nodes share their resources in order to achieve highest

throughput via using these well-known protocols. In this section we will explain

amplify-and-forward, decode-and-forward and compress-and-forward and we ex-

clude the most theoretical interest facilitation, and also we will consider three

node fundamental network topology as shown in 2.8 in order to explain coopera-

tive protocols above.

Figure 2.8: Fundamental Relay Channel
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2.2.1 Amplify And Forward

Amplify and forward one of the fundamental transmission techniques used in

cooperative communications. In this scheme, relay node simply amplifies the

received signal and send it to the destination node. However, amplifying the

received signal at relay may also cause the amplification of noise component

which is the main problem of this scheme. Although, the noise component is also

amplified the destination receives two independently faded version of transmitted

signal which increases diversity.

2.2.2 Decode And Forward

The decode and forward coding technique first introduced by Cover and El-Gamal

considering single relay case as illustrated in figure 2.8.

where source node intends to transmit information to the destination node by

using the direct link between source and destination as well as aided by relay

node. In DF protocol, relay node decodes and re-encodes its received signal and

forwards it to the destination node. However, by decoding the received signal at

relay, a hard decision is made by relay node, if the relay channel is not physically

degraded, decoding at relay may limits the channel capacity. This strategy can

achieve rates up to,

R1 ≤ sup{ min
p(x1,x2)

(I(X1X2;Y0), I(X1;Y2|X2))} (2.33)

There have been several methods proposed to achieve R1 in literature. Cover

and El-Gamal used irregular block Markov superposition encoding and succes-

sive decoding in [2]. In [21], Carleial considered block Markov superposition

encoding and backward decoding. Backward decoding strategies are investigated
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in detail in [14]. The authors proposes two novel decoding strategies under fun-

damental three node network, called ”Sequential Backward Decoding” (SeqBack)

and ”Simultaneous Backward Decoding” (SimBack).It is found that, achievable

rate region for SimBack Decoding Strategy includes Cover and El Gamal rate

region and generalizes a lower bound, and also under the assumption of zero-

mean, jointly Gaussian distribution these strategies outperform the Cover and

El Gamal’s generalized strategy. In [15], authors found the equivalence of rates

achieved by SeqBack decoding and SimBack decoding strategies. It is shown that,

jointly decoding of all parameters simultaneously does not improve the rate. If

the relay channel is not physically degraded, partial decode and forward strategy

may outperform than DF strategy. By using partial DF, relay decodes a part

of the source message and remaining part is directly sent to destination without

help of the relay.

2.2.3 Compress and Forward

In the DF protocol, since relay is forced to make a hard decision, it may limit

the achievable rate region in cases where, erroneous blocks received at relay. In

such cases, instead of decoding the received signal, compression based schemes

are preferred. The relay compresses its received signal, maps into a channel

codeword and forwards it to the destination. Depending on operating mode,

compressed signal forward to destination either in same block or in next block.

If relay operates in half duplex mode, message forwarded to the destination in

next block, or operates in full-duplex mode; relay can listen and forward the

compressed signal to the destination simultaneously.

After all B blocks transmitted, receiver starts to decode from relay’s signal X2

considering source signal as noise component. After successfully recovering Ŷ2,

receiver uses both Ŷ2 and Y0 to determine X1 if,

RCF < I(X1; Ŷ2Y0|X2) (2.34)
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subject to the constraint,

I(Ŷ2;Y2|X2) ≤ I(X2;Y0) (2.35)

From 2.35, compression rate is chosen lower than the relay to receiver achievable

rate, which guarantees the reliable decoding of Ŷ2 at receiver. The performance of

CF scheme can be improved by using Wyner-Ziv type compression presented in

[1].An example shown in table 2.1 for two blocks of transmission using Wyner-Ziv

type CF. Transmission of B blocks performed in B + 2 blocks, in the last two

blocks cooperation information sent to the intended receiver. X1 is generated

using Block Markov encoding. Receiver first decodes x2(ŷ2,3), and x2(ŷ2,2) and

recovers ŷ2,3.This can be done reliably if,

R̂ ≤ I(X2;Y0) + I(Ŷ2;Y0|X2) (2.36)

Table 2.1: Example transmission scheme for two blocks Wyner-Ziv Type CF
Cooperation

Block 1 Block 2 Block 3 Block 4
x1(w1,1|1) x1(w1,2|w1,1) x1(1|w1,2) x1(1|1)
x2(1) x2(ŷ2,1) x2(ŷ2,2) x2(ŷ2,3)

Employing received signal from previous block at intended receiver as the side

information instead of noise component allow us to reduce the compression rate

from I(Ŷ2;Y2|X2) to I(Ŷ2;Y2|X2Y0)and compression rate can be chosen,

R̂ = I(Ŷ2;Y2|X2Y0) (2.37)

and achievable rate remains same in equation2.34.

However, CF strategy requires channel state information at relay, which makes

relay position more significant and in some cases makes using CF strategy unfea-

sible.
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Chapter 3

Achievable Rate with Mutual Compress and Forward

In this chapter, we propose a bidirectional cooperation model based on compress

and forward strategy, for a Gaussian multiple access channel. In section 3.1, we

introduce the system model. In section 3.2, we give the details of the codebook

generation, encoding and decoding steps of our compress and forward scheme for

an arbitrary MAC. In section 3.3, we apply our encoding strategy for the Gaussian

MAC, introduced in section 3.1, and derive the resulting achievable rate regions.

3.1 System Model:

We consider a two user MAC where the users can hear each other as shown in

figure 3.1. The received signals are given by,

Figure 3.1: Two User Cooperation Channel
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Y1 = X1 +X2 + Z1 (3.1)

Y2 = X1 +X2 + Z2 (3.2)

Y0 = X1 +X2 + Z0 (3.3)

Noise components are chosen i.i.d Gaussian with variances N0, N1, N2,

Z0 ∼ N (0, N0) (3.4)

Z1 ∼ N (0, N1) (3.5)

Z2 ∼ N (0, N2) (3.6)

(3.7)

3.2 Codebook Generation:

A block Markov encoding similar to the scheme in [2] is used. Outline of the

encoding and decoding procedure is given below:

Random Coding:

1. Choose 2nR1 and 2nR2 i.i.d x10 and x20 with probability p(x10) =
∏n

i=1 p(x10i)

and p(x20) =
∏n

i=1 p(x20i). Label these x10(w1) and x20(w2) respectively.

2. Choose 2nR12 and 2nR21 i.i.d x12 and x21 with probability p(x12) =
∏n

i=1 p(x12i)

and p(x21) =
∏n

i=1 p(x21i). Label these x12(s1) and x21(s2),s1 ∈ [1, 2nR12 ]

and s2ε[1, 2
nR21 ] respectively.

3. Choose for each x12(s1), 2nR̂1 i.i.d. Ŷ1 each with probability p(ŷ1|x12(s1)) =∏n
i=1 p(ŷ1i|x12(s1)) and, x21(s2), 2nR̂2 i.i.d. Ŷ2 each with probability p(ŷ2|x21

(s2)) =
∏n

i=1 p(ŷ2i|x21(s2)) where for x12εX12 and ŷ1 ∈ Ŷ1, x21 ∈ X21 and

ŷ2 ∈ Ŷ2,

we define

p(ŷ1|x12) =
∑

x20,y0,y1
p(x20)p(y0, y1|x20, x12)p(ŷ1|y1, x12)

p(ŷ2|x21) =
∑

x10,y0,y2
p(x10)p(y0, y2|x10, x21)p(ŷ2|y2, x21)
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Label these ŷ1(z1|s1), s1 ∈ [1, 2nR12 ],z1 ∈ [1, 2nR̂1 ] and ŷ2(z2|s2), s2 ∈

[1, 2nR21 ],z2 ∈ [1, 2nR̂2 ].

4. Randomly partition the set {1, 2, . . . , 2nR̂1} into 2nR12 cells, Ss1 ∈ [1, 2nR12 ]

and {1, 2, . . . , 2nR̂2} into 2nR21 cells, Ss2 ∈ [1, 2nR21 ].

Encoding:

Let w1i and w2i be the messages to be sent in block i and assume that the

(ŷ1(z1i−1|s1i−1), y1(i− 1), x12(s1i−1)) and (ŷ2(z2i−1|s2i−1), y2(i− 1), x21(s2i−1))are

jointly ε− typical and that, z1i−1 ∈ Ss1i ,z2i−1 ∈ Ss2i . Then the codeword pairs

(x10, x21) and (x20, x12) will be transmitted in block i.

Remark:

X12 and X21 codewords corresponds to compressed observation of each user and

X10 and X20 corresponds to each user’s own information.

Decoding:

At the end of the block i, The receiver estimates both s1i and s2i by looking

for the unique typical x12(s1) and x21(s2) with y0(i). If R12 < I(X12, Ŷ1;Y0|X21)

and R21 < I(X21, Ŷ2;Y0|X12) and n is sufficiently large, then this decoding op-

eration will incur with small probability of error. The receiver calculates a

set L1 (y(i− 1)) of z1 and L2 (y(i− 1)) of z2 such that z1 ∈ L1 (y(i− 1)) and

z2 ∈ L2 (y(i− 1)) if

(ŷ1(z1|ŝ1i−1), x12(ŝ1i−1), y0(i− 1)) (3.8)

and

(ŷ2(z2|ŝ2i−1), x21(ŝ2i−1), y0(i− 1)) (3.9)

are jointly ε− typical. The receiver then declares that z1i−1 and z2i−1 were sent if

z1i−1 ∈ Sŝ1i ∩ L1(y0(i− 1)) (3.10)
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z2i−1 ∈ Sŝ2i ∩ L2(y0(i− 1)) (3.11)

R̂1 < I(Ŷ1;Y0|X12) +R12 (3.12)

R̂2 < I(Ŷ2;Y0|X21) +R21 (3.13)

Using both (ŷ2(ẑ2i−1|ŝ2i−1)) and y(i − 1), the receiver finally declares that ŵ1i−1

was sent in block i−1 if (x10(ŵ1i−1), (ŷ2(ẑ2i−1|ŝ2i−1), y(i−1), x21(ŝ2i−1)) are jointly

ε− typical. And for the second user, using both (ŷ1(ẑ1i−1|ŝ1i−1) and y(i−1), the re-

ceiver finally declares that ŵ2i−1 was sent in block i−1 if (x20(ŵ2i−1), (ŷ1(ẑ1i−1|ŝ1i−1),

y(i− 1), x12(ŝ1i−1)) are jointly ε− typical. Thus ŵ1i−1 = w1i−1 and ŵ2i−1 = w2i−1

if

R1 ≤ I(X1;Y0, Ŷ1, Ŷ2|X12, X21, X2) (3.14)

R2 ≤ I(X2;Y0, Ŷ2, Ŷ1|X21, X12, X1) (3.15)

After receiving y1(i) first user decides that z1 is received if (ŷ1(z1|s1i), y1(i), x12(s1i))

are jointly ε−typical.And for the second user,after receiving y2(i) second user de-

cides that z2 is received if (ŷ2(z2|s2i), y2(i), x21(s2i)) are jointly ε−typical. There

will exist such a z1 and z2 with high probability if,

R̂1 > I(Ŷ1;Y1|X12) (3.16)

R̂2 > I(Ŷ2;Y2|X21) (3.17)

And let,
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R12 = I(X12;Y0)− ε (3.18)

R̂1 = I(Ŷ1;Y1|X12) + ε (3.19)

R21 = I(X21;Y0)− ε (3.20)

R̂2 = I(Ŷ2;Y2|X21) + ε (3.21)

And these with (3.12) and (3.13) will yield,

I(Ŷ1;Y1|X12, X1) ≤ I(X12, Ŷ1;Y0|X21) (3.22)

I(Ŷ2;Y2|X21, X2) ≤ I(X21, Ŷ2;Y0|X12) (3.23)

I(Ŷ1;Y1|X12, X1) + I(Ŷ2;Y2|X21, X2) ≤ I(X12, X21;Y0)+

I(Ŷ1;Y0|X12, X21) + I(Ŷ2;Y0|X12, X21) (3.24)

the rates satisfying,

R1 ≤ I(X1;Y0, Ŷ1, Ŷ2|X12, X21, X2) (3.25)

R2 ≤ I(X2;Y0, Ŷ1, Ŷ2|X12, X21, X1) (3.26)

R1 +R2 ≤ I(X1, X2;Y0, Ŷ1, Ŷ2|X12, X21) (3.27)

are achievable for any distribution of the from

p(x12)p(x1|x12)p(ŷ1|x12, x1, y1)p(x21)p(x2|x21)p(ŷ2|x21, x2, y2)p(y0, y1, y2|x1, x2)

(3.28)

subject to the constraints (3.22) - (3.24).
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3.3 Compress and Forward Cooperation for Gaussian MAC:

In [29] the effects of user cooperation on secrecy is investigated. The rate expres-

sions in [29, Theorem 2], can be used in order to characterize an achievable rate

region for proposed two-user cooperative network as shown in figure 3.1.

Our proposed achievable rate region depends on compress and forward relaying

protocol mentioned in Chapter 2. We used a block Markov encoding in order to

characterize achievable rate region expressions.The channel input for each users

can be expressed as,

X1 = X10 +X12 (3.29)

X2 = X20 +X21 (3.30)

where, X10, X20, X12, X21 are i.i.d. Gaussian distributed random variables with

powers P10, P20, P12 and P21 respectively as,

X10 ∼ N (0, P10) (3.31)

X20 ∼ N (0, P20) (3.32)

X12 ∼ N (0, P12) (3.33)

X21 ∼ N (0, P21) (3.34)

where P1 = P10 + P12 and P2 = P20 + P21 and power is splitted among X10 and

X12 and X20 and X21 respectively.

Each user divided its power in order to cooperate and also send its own infor-

mation. The power is not allocated adaptively. The user 1 transmits its own

information with power P10 and sends its compressed observation about user 2

with power P12. Same power allocation applies for the second user.
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Compression noise components are chosen zero-mean Gaussian with noise vari-

ances Nc1 , Nc2 respectively.

Zc1 ∼ N (0, Nc1) (3.35)

Zc2 ∼ N (0, Nc2) (3.36)

With the conditioning of X1 to Ŷ1 and X2 to Ŷ2 in (3.22) it is assumed that each

user can cancel out its own information from the channel feedback. This is also

discussed both in [29] Remark 3 and Remark 2 in [30].

and Ŷ1 and Ŷ2 can be expressed as,

Ŷ1 = Y1 −X1 + Zc1 (3.37)

Ŷ1 = X2 + Z1 + Zc1 (3.38)

Ŷ2 = Y2 −X2 + Zc2 (3.39)

Ŷ2 = X1 + Z2 + Zc2 (3.40)

At the end of any block i, X12 and X21 codewords are used in order to resolve

the uncertainity of the receiver about the previously sent source messages X1 and

X2.

The rate expressions can be calculated as follows,

R1 ≤ I(X1;Y0, Ŷ1, Ŷ2|X12, X21, X2)

= h(Y0, Ŷ1, Ŷ2|X12, X21, X2)− h(Y0, Ŷ1, Ŷ2|X12, X21, X2, X1)

= h(X10 + Z0, Z1 + Zc1 , X10 + Z2 + Zc2)− h(Z0, Z1 + Zc1 , Z2 + Zc2)

=
1

2
log2


(2πe)

∣∣∣∣ P10+N0 0 P10
0 N1+Nc1 0
P10 0 P10+N2+Nc2

∣∣∣∣
(2πe)N0(N2 +Nc2)(N1 +Nc1)


=

1

2
log2

(
1 + P10

N0 +N2 +Nc2

N0(N2 +Nc2)

)
(3.41)
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R2 ≤ I(X2;Y0, Ŷ1, Ŷ2|X12, X21, X1)

= h(Y0, Ŷ1, Ŷ2|X12, X21, X1)− h(Y0, Ŷ1, Ŷ2|X12, X21, X1, X2)

= h(X20 + Z0, X20 + Z1 + Zc1 , Z2 + Zc2)− h(Z0, Z1 + Zc1 , Z2 + Zc2)

=
1

2
log2


(2πe)

∣∣∣∣ P20+N0 P20 0
P20 P20+N1+Nc1 0
0 0 N2+Nc2

∣∣∣∣
(2πe)N0(N2 +Nc2)(N1 +Nc1)


=

1

2
log2

(
1 + P20

N0 +N1 +Nc1

N0(N1 +Nc1)

)
(3.42)

R1 +R2 ≤ I(X1, X2;Y0, Ŷ1, Ŷ2|X12, X21)

= h(Y0, Ŷ1, Ŷ2|X12, X21)− h(Y0, Ŷ1, Ŷ2|X12, X21, X1, X2)

= h(X10 +X20 + Z0, X20 + Z1 + Zc1 , X10 + Z2 + Zc2) (3.43)

− h(Z0, Z1 + Zc1 , Z2 + Zc2)

=
1

2
log2


(2πe)

∣∣∣∣ P10+P20+N0 P20 P10
P20 P20+N1+Nc1 0
P10 0 P10+N2+Nc2

∣∣∣∣
(2πe)N0(N2 +Nc2)(N1 +Nc1)


=

1

2
log2

(
1 + P10

N0 +N2 +Nc2

N0(N2 +Nc2)
+ P20

N0 +N1 +Nc1

N0(N1 +Nc1)

+ P10P20
N0 +N1 +Nc1 +N2 +Nc2

N0(N1 +Nc1)(N2 +Nc2)

)
(3.44)

subject to the constraints,

I(Ŷ1;Y1|X12, X1) ≤ I(X12, Ŷ1;Y0|X21) (3.45)

I(Ŷ2;Y2|X21, X2) ≤ I(X21, Ŷ2;Y0|X12) (3.46)

I(Ŷ1;Y1|X12, X1) + I(Ŷ2;Y2|X21, X2) ≤ I(X12, X21;Y0)+ (3.47)

I(Ŷ1;Y0|X12, X21) + I(Ŷ2;Y0|X12, X21)
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Chapter 4

Achievable Rates with Mutual Compress/Decode and

Forward

In this chapter, we propose a bidirectional cooperation model based on joint

decode/compress forward strategy for a Gaussian multiple access channel. In

section 4.1, we introduce the system model. In section 4.2, we give the details

of the codebook generation, encoding and decoding steps of our partial decode

compress forward scheme for an arbitrary MAC. In section 4.3, we apply our

encoding strategy for the Gaussian MAC, introduced in section 4.1, and derive the

resulting achievable rates. In section 4.4, we provide simulation results, comparing

our achievable rate region to those of known cooperation strategies.

4.1 System Model:

We consider a two user MAC where the users can hear each other as shown in

figure 4.1. The received signals are given by,

Y1 = X1 +X2 + Z1 (4.1)

Y2 = X1 +X2 + Z2 (4.2)

Y0 = X1 +X2 + Z0 (4.3)
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Figure 4.1: Two User Cooperation Channel

Noise components are chosen i.i.d Gaussian with variances σ2
0, σ2

1, σ2
2,

Z0 ∼ N (0, σ2
0) (4.4)

Z1 ∼ N (0, σ2
1) (4.5)

Z2 ∼ N (0, σ2
2) (4.6)

(4.7)

4.2 Codebook Generation:

A regular block Markov superposition encoding and backward decoding employed.

Outline of the encoding and decoding procedure is given below:

• Generate 2n(R1d+R2d) sequences un. Label these un(w′1d, w
′
2d), for each w′1d ∈{

1, . . . , 2nR1d
}

, w′2d ∈
{

1, . . . , 2nR2d
}

• For each un, generate 2nR1d sequences xn1d. Label these xn1d {w1d, u
n(w′1d, w

′
2d)}

for each w1d ∈
{

1, . . . , 2nR1d
}

.

• For each un, generate 2nR2d sequences xn2d. Label these xn2d {w2d, u
n(w′1d, w

′
2d)}

for each w2d ∈
{

1, . . . , 2nR2d
}

.

• For each un, generate 2nR10 sequences xn10. Label these xn10 {w10, u
n(w′1d, w

′
2d)}

for each w10 ∈
{

1, . . . , 2nR10
}

.
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• For each un, generate 2nR20 sequences xn20. Label these xn20 {w20, u
n(w′1d, w

′
2d)}

for each w20 ∈
{

1, . . . , 2nR20
}

.

• For each un, generate 2nR12 sequences xn12. Label these xn12 {z′12, un(w′1d, w
′
2d)}

for each z′12 ∈
{

1, . . . , 2nR12
}

.

• For each un, generate 2nR21 sequences xn21. Label these xn21 {z′21, un(w′1d, w
′
2d)}

for each z′21 ∈
{

1, . . . , 2nR21
}

.

• For each unand xn12, generate 2nR1c sequences Xn
1c. Label these

Xn
1c {w1c, u

n(w′1d, w
′
2d)} for each, w1c ∈

{
1, . . . , 2nR1c

}
• For each un and xn21, generate 2nR2c sequences Xn

2c. Label these

Xn
2c {w2c, u

n(w′1d, w
′
2d)} for each, w2c ∈

{
1, . . . , 2nR2c

}
• For each un, xn1d, x

n
2d, x

n
21, x

n
2c x

n
20 generate 2nR21 sequences ŷn

2
. Label these

ŷn
2

(z21,x
n
21{z′21, un(w′1d, w

′
2d)}, xn1d{w1d, u

n(w′1d, w
′
2d)}, xn20{w20, u

n(w′1d, w
′
2d)},

xn2d{w2d, u
n(w′1d, w

′
2d)}) for each z21 ∈

{
1, . . . , 2nR21

}
.

• For each un, xn1d, x
n
2d, x

n
12, x

n
1c x

n
10 generate 2nR12 sequences ŷn

1
. Label these

ŷn
1

(z12,x
n
12{z′12, un(w′1d, w

′
2d)}, xn2d{w2d, u

n(w′1d, w
′
2d)}, xn10{w10, u

n(w′1d, w
′
2d)},

xn1d{w1d, u
n(w′1d, w

′
2d)}) for each z12 ∈

{
1, . . . , 2nR12

}
.

Encoding and Decoding at each User

Supposse user 1 knows z′12, w
′
2d from previous block. User 1 decodes w2d by finding

ŵ2d such that, (u(w′1d, w
′
2d), x2d(ŵ2d), x1, y1) are jointly ε− typical. For decoding

with arbitrarily low Pr(e), we need

R2d < I(X2d;Y1|U,X1d, X12, X1c) (4.8)
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then user 1 estimates ẑ12 such that,

(un(w′1d, w
′
2d), x2d(w2d), x12(z

′
12, u

n(w′1d, w
′
2d)), (4.9)

x1c(w1c), x1d(w1d), ŷ1(ẑ12, x12(z
′
12, u

n(w′1d, w
′
2d)), x2d(w2d), u

n(w′1d, w
′
2d)), y1)

(4.10)

are jointly typical. For this we need,

R12 > I(Y1; Ŷ1|U,X1d, X2dX12, X1c) (4.11)

Similarly, for second user we need,

R21 > I(Y2; Ŷ2|U,X1d, X2dX21, X2c) (4.12)

and,

R1d < I(X1d;Y2|U,X2d, X21, X2c) (4.13)

Decoding at Receiver

The receiver starts decoding only after receiving the last block yn0 (B+2) . Assume

that w1d, z21, w2d, z12 have been decoded accurately from block i+1 . The receiver

determines the unique ŵ′1dand ŵ′2d such that (un(ŵ′1d, ŵ
′
2d), x2d(ŵ

′
2d, w2d), x1d(ŵ

′
1d,

w1d), y0) are jointly ε− typical. For sufficiently large n, ŵ′1d = w′1d, ŵ
′
2d = w′2d

with high probability if

R1d +R2d < I(Y0;U,X1d, X2d) (4.14)

Then, the receiver searches for the unique w10 and w20 such that,(un(w′1d, w
′
2d),

xn1d(w
′
1d, w1d), x

n
2d(w

′
2d, w2d), x

n
10(w1d, u

n(w′1d, w
′
2d)), x

n
20(w2d, u

n(w′1d, w
′
2d)ŵ1c), y0)

are jointly ε− typical.It is well known that (un(w′1d, w
′
2d), x2d(w

′
2d, w2d), x1d(w

′
1d,

w1d), x
n
10(w1d, u

n(w′1d, w
′
2d)), y0) and(un(w′1d, w

′
2d), x2d(w

′
2d, w2d), x1d(w

′
1d, w1d),

xn20(w2d, u
n(w′1d, w

′
2d)), y0) also has to be jointly ε− typical. For sufficiently large
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n ŵ10 = w10 and ŵ20 = w20 if

R10 < I(X10;Y0|U,X20, X1d, X2d) (4.15)

R20 < I(X20;Y0|U,X10, X1d, X2d) (4.16)

R10 +R20 < I(X10, X20;Y0|U,X1d, X2d) (4.17)

Next, it searches for the unique ẑ′21 such that (un(ŵ′1d, ŵ
′
2d), x2d(ŵ

′
2d, w2d), x1d(ŵ

′
1d

, w1d), ŷ
n
2 (w′1d, w1d, ẑ

′
21, z21), x

n
21(w

′
1d, ẑ

′
21), y0) are jointly ε− typical. For sufficiently

large n ẑ′21 = z′21 with high probability if

R21 < I(X21, Ŷ2;Y0|U,X1d, X2d, X12) (4.18)

And similarly, for the second user receiver searches for the unique ẑ′12 such that

(un(ŵ′1d, ŵ
′
2d), x2d(ŵ

′
2d, w2d), x1d(ŵ

′
1d, w1d), ŷ

n
1 (w′2d, w2d, ẑ

′
12, z12), x

n
12(w

′
2d, ẑ

′
12), y0) are

jointly ε− typical. For sufficiently large n ẑ′12 = z′12 with high probability if

R12 < I(X12, Ŷ1;Y0|U,X1d, X2d, X21) (4.19)

Finally, the receiver searches the list for the unique ŵ1c and ŵ2c such that,

(un(w′1d, w
′
2d), x

n
1d(w

′
1d, w1d), x

n
2d(w

′
2d, w2d), x

n
12(w

′
2d, z

′
12), x

n
21(w

′
1d, z

′
21), x

n
1c(w

′
1d, w1d,

ŵ1c), x
n
2c(w

′
2d, w2d, ŵ2c), ŷ

n
1 (w′2d, w2d, z

′
12, z12), ŷ

n
2 (w′1d, w1d, z

′
21, z21), y0) are jointly ε−

typical. It is well known that (un(w′1d, w
′
2d), x2d(w

′
2d, w2d), x1d(w

′
1d, w1d), x

n
1c(w

′
1d,

w1d, ŵ1c), x
n
21(w

′
1d, z

′
21), ŷ

n
2 (w′1d, w1d, z

′
21, z21), y0) and (un(w′1d, w

′
2d), x2d(w

′
2d, w2d),

x1d(w
′
1d, w1d), x

n
2c(w

′
2d, w2d, ŵ2c), x

n
12(w

′
2d, z

′
12), ŷ

n
1 (w′2d, w2d, z

′
12, z12), y0) also has to

be jointly ε− typical. For sufficiently large n, ŵ1c = w1c and ŵ2c = w2c with high

probability if

R1c < I(X1c; Ŷ2Y0|U,X1d, X2d, X2, X12, X21) (4.20)

R2c < I(X2c; Ŷ1Y0|U,X1d, X2d, X1, X12, X21) (4.21)
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R1c +R2c < I(X1cX2c; Ŷ1Ŷ2Y0|U,X1d, X2d, X12, X21) (4.22)

The rates achievable for any two user cooperative multiple access channel are

given by,

R1 < min{(4.13) + (4.20) + (4.15), (4.14) + (4.20) + (4.15)} (4.23)

R2 < min{(4.8) + (4.21) + (4.15), (4.14) + (4.21) + (4.15)} (4.24)

R1 +R2 < min{(4.13) + (4.8) + (4.22) + (4.15), (4.14) + (4.22)} (4.25)

subject to the constraints,

I(X12, Ŷ1;Y0|U,X1d, X2d, X21) > I(Y1; Ŷ1|U,X2d, X12, X1d, X1c) (4.26)

I(X21, Ŷ2;Y0|U,X1d, X2d, X12) > I(Y2; Ŷ2|U,X2d, X21, X1d, X2c) (4.27)

I(X12, X21;Y0|U,X1d, X2d) + I(Ŷ2;Y0|U,X1d, X2d, X12, X21) (4.28)

+ I(Ŷ1;Y0|U,X1d, X2d, X12, X21) >

I(Y1; Ŷ1|U,X2d, X12, X1d, X1c) + I(Y2; Ŷ2|U,X2d, X21, X1d, X2c) (4.29)

4.3 Partial Decode Compress Forward for Gaussian MAC:

In this section, we will characterize the achievable rate region using partial decode

compress forward for proposed two-user cooperative network as shown in 4.1.

Our proposed achievable rate region depends on [2, Theorem 7]which is a combi-

nation of the Decode and Forward strategy and Compress and Forward strategy.

We used regular block Markov superposition encoding and backward decoding as
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Willems suggests in [22], the channel input for each user can be expressed as,

X1 =
√
P1cX1c +

√
P12X12 +

√
P1dX1d +

√
P10X10 +

√
P1uU (4.30)

X2 =
√
P2cX2c +

√
P21X21 +

√
P2dX2d +

√
P20X20 +

√
P2uU (4.31)

where X1c, X2c, X12, X21, X1d, X2d, X1u, X2u are i.i.d. Gaussian distributed ran-

dom variables with powers P1c, P12, P2c, P21, P1d, P2d, Pu1, Pu2

X1c ∼ N (0, P1c) X2c ∼ N (0, P2c)

X12 ∼ N (0, P12) X21 ∼ N (0, P21)

X1d ∼ N (0, P1d) X2d ∼ N (0, P2d)

X1u ∼ N (0, Pu1) X2u ∼ N (0, Pu2)

where P1 = P1c + P12 + P1d + Pu1 and P2 = P2c + P21 + P2d + Pu2. Compression

noise components are chosen zero-mean Gaussian with noise variances σ2
w1

,σ2
w2

.

Nw1 ∼ N (0, σ2
w1

) (4.32)

Nw2 ∼ N (0, σ2
w2

) (4.33)

It is assumed that each user can cancel out its own information from the channel

feedback same in Chapter 3.

The rate expressions can be evaluated as follows,

R1d < I(X1d;Y2|U,X2d, X21, X2c)

= h(Y2|U,X2d, X21, X2c)− h(Y2|U,X2d, X21, X2c, X1d)

<
1

2
log2

(
1 +

P1d

P1c + P12 + P10 + σ2
2

)
(4.34)

We can show that,

R10 < I(X10;Y0|U,X20, X1d, X2d)

= h(Y0|U,X20, X1d, X2d)− h(Y0|U,X10, X1d, X2d, X20)

<
1

2
log2

(
1 +

P10

P1c + P12 + P2c + P21 + σ2
0

)
(4.35)
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Similar to evaluation of (4.34),

R2d < I(X2d;Y1|U,X1d, X12, X1c)

= h(Y1|U,X1d, X12, X1c)− h(Y1|U,X1d, X12, X1c, X2d)

<
1

2
log2

(
1 +

P2d

P2c + P21 + P20 + σ2
1

)
(4.36)

We can also show that,

R20 < I(X20;Y0|U,X10, X1d, X2d)

= h(Y0|U,X10, X1d, X2d)− h(Y0|U,X10, X1d, X2d, X20)

<
1

2
log2

(
1 +

P20

P1c + P12 + P2c + P21 + σ2
0

)
(4.37)

For joint decoding of the cooperative messages w1d and w2d at the receiver, we

need

R1d +R2d < I(Y0;U,X1d, X2d)

= h(Y0)− h(Y0|U,X1d, X2d)

<
1

2
log2

(
1 +

P1d + Pu1 + Pu2 + P2d + P10 + P20 + 2
√
Pu1Pu2

P1c + P12 + P2c + P21 + σ2
0

)
(4.38)

We can also consider,

R10 +R20 < I(X10, X20;Y0|U,X1d, X2d)

= h(Y0|U,X1d, X2d)− h(Y0|U,X1d, X2d, X10, X20)

<
1

2
log2

(
1 +

P10 + P20

P1c + P12 + P2c + P21 + σ2
0

)
(4.39)
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Finally we can consider,

R1c < I(X1c; Ŷ2Y0|U,X1d, X2d, X2, X12, X21)

= h(Ŷ2Y0|U,X1d, X2d, X2, X12, X21)

− h(Ŷ2Y0|U,X1d, X2d, X2, X12, X21, X1c)

<
1

2
log2

(
1 +

P1c(σ
2
2 + σ2

w2
+ σ2

0)

(σ2
2 + σ2

w2
)σ2

0

)
(4.40)

Similar to evaluation of (4.40)

R2c < I(X2c; Ŷ1Y0|U,X2d, X1d, X1, X21, X12)

= h(Ŷ1Y0|U,X2d, X1d, X1, X21, X12)

− h(Ŷ1Y0|U,X2d, X1d, X1, X21, X12, X2c)

<
1

2
log2

(
1 +

P2c(σ
2
1 + σ2

w1
+ σ2

0)

(σ2
1 + σ2

w1
)σ2

0

)
(4.41)

We can consider,

R1c +R2c < I(X1cX2c; Ŷ1Ŷ2Y0|U,X1d, X2d, X12, X21)

= h(Ŷ1Ŷ2Y0|U,X1d, X2d, X12, X21)

− h(Ŷ1Ŷ2Y0|U,X1d, X2d, X12, X21, X1c, X2c)

Hence, we have

R1c +R2c <
1

2
log2

(
1 +

P1c + P2c

σ2
0

+
P1c

σ2
2 + σ2

w2

+
P2c

σ2
1 + σ2

w1

(4.42)

+
P1cP2c(σ

2
1 + σ2

w1
+ σ2

2 + σ2
w2

+ σ2
0)

σ2
0(σ2

1 + σ2
w1

)(σ2
2 + σ2

w1
)

)
(4.43)

The detailed computations can be found in Appendix A.
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4.4 Simulation Results:

In this section, we provided simulation results comparing all different possible

channel conditions. We used two-user mutual cooperation based on DF and CF

strategy in order to compare mutual cooperation based on partial DF and CF

strategy. In figure 4.2, we considered an extra case which is based on a hybrid

strategy mentioned in [16]where User 1 performs DF to User 2 and User 2 performs

CF to User 1. In the table 4.1 we can see all different possible channel conditions.

Table 4.1: Scenarios
# User1 to User2 User1 to Receiver User2 to User1 User2 to Receiver
1 Weak Weak Weak Weak
2 Weak Strong Weak Weak
3 Weak Weak Strong Weak
4 Weak Weak Strong Strong
5 Weak Strong Weak Strong
6 Weak Strong Strong Weak
7 Weak Strong Strong Strong
8 Strong Weak Strong Weak
9 Strong Weak Strong Strong

We used several channel conditions in order to compare the performances of each

relaying protocol. In the scenario, where all channels have same quality , both

users can achieve higher data rates individually using CF protocol, but in the sum

rate region, DF outperforms CF as in figure 4.2. Since the joint CF/DF scheme

can be achieved by the time sharing between the CF and DF protocols both users

can achieve higher data rates with using joint CF/DF. In the scenario where, the

link from user 1 to user 2 weaker than the link from user 2 to user 1, we can

observe from figure 4.8 if second user tries to use DF it gives worse results with

respect to CF and joint CF/DF strategy at individual part of rate regions. At

sum rate part DF gives better results and also joint CF/DF always outperforms

with respect to other strategies. In figure 4.9, it is obviously seen that, when the

inter-user links are strong DF always outperforms CF and our combined strategy
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based on [2, Theorem 7] gave the same results. On the other hand, we observed

that, hybrid strategy is one of the specific case of [2, Theorem 7] and does not

extend the achievable rate region for mutual two-user cooperative MAC.
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Figure 4.2: Comparison of achievable rate regions for a two-user cooperative
network when P1 = 10 P2 = 10 σ2

0 = 1 σ2
1 = 1 σ2

2 = 1.

45



0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

User 1

U
se

r 
2

 

 
TwosidedDFCF
TwoSidedDF
TwoSidedCF
HybridDFCF

Figure 4.3: Comparison of achievable rate regions for a two-user cooperative
network whenP1 = 10 P2 = 5 σ2
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1 = 5 σ2

2 = 10.
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Figure 4.4: Comparison of achievable rate regions for a two-user cooperative
network whenP1 = 10 P2 = 10 σ2

0 = 10 σ2
1 = 5 σ2

2 = 10
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Figure 4.5: Comparison of achievable rate regions for a two-user cooperative
network whenP1 = 5 P2 = 10 σ2

0 = 5 σ2
1 = 5 σ2

2 = 5.
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Figure 4.6: Comparison of achievable rate regions for a two-user cooperative
network whenP1 = 10 P2 = 10 σ2

0 = 5 σ2
1 = 10 σ2

2 = 10.
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Figure 4.7: Comparison of achievable rate regions for a two-user cooperative
network whenP1 = 10 P2 = 5 σ2

0 = 5 σ2
1 = 2.5 σ2

2 = 10.
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Figure 4.8: Comparison of achievable rate regions for a two-user cooperative
network whenP1 = 10 P2 = 10 σ2

0 = 5 σ2
1 = 5 σ2

2 = 10.
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Figure 4.9: Comparison of achievable rate regions for a two-user cooperative
network whenP1 = 10 P2 = 10 σ2

0 = 10 σ2
1 = 5 σ2

2 = 5.
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Figure 4.10: Comparison of achievable rate regions for a two-user cooperative
network whenP1 = 5 P2 = 10 σ2

0 = 5 σ2
1 = 5 σ2

2 = 2.5.
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Conclusion

In this thesis, we presented two new achievable rate regions for a two-user coop-

erative multiple access channel where both users (i) for the case employ compress

and forward,(ii) joint CF/DF. We compared the performance of our proposed

schemes with other mutual cooperation strategies where both users perform DF;

and one user perform DF and other user performs CF scheme. In Chapter 3, we

derived and characterized an achievable rate region for compress and forward for

a two-user mutually cooperative MAC. Our achievable rate scheme is based on [2,

Theorem 6]. In chapter 4, we derived and characterized an achievable rate region

for joint CF/DF for same system setup in Chapter 3. Our achievable rate scheme

is based on [2, Theorem 7]. The strategies make use of regular block Markov su-

perposition encoding and Willems’ backward decoding. From the results we can

see that, DF always outperforms CF and the rate regions achievable using joint

CF/DF strategy can also be achieved by time sharing between the achievable rate

regions of individual DF and CF policies.
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Appendix A:Derivations

In this section we will give the details of the computations in Chapter 4. From

(4.34) we can compute,

R1d < I(X1d;Y2|U,X2d, X21, X2c)

= h(Y2|U,X2d, X21, X2c)− h(Y2|U,X2d, X21, X2c, X1d)

= h(X1d +X1c +X12 +X10 +N2)− h(X1c +X12 +X10 +N2)

=
1

2
log2

(
(2πe)(P1d + P1c + P12 + P10 + σ2

2)

(2πe)(P1c + P12 + P10 + σ2
2)

)
<

1

2
log2

(
1 +

P1d

P1c + P12 + P10 + σ2
2

)
(44)

From (4.35), let us consider,

R10 < I(X10;Y0|U,X20, X1d, X2d)

= h(Y0|U,X20, X1d, X2d)− h(Y0|U,X10, X1d, X2d, X20)

= h(X1c +X12 +X10 +X2c +X21 +N0)− h(X1c +X12 +X2c +X21 +N0)

=
1

2
log2

(
(2πe)(P12 + P10 + P1c + P21 + P2c + σ2

0)

(2πe)(P12 + P1c + P21 + P2c + σ2
0)

)
<

1

2
log2

(
1 +

P10

P1c + P12 + P2c + P21 + σ2
0

)
(45)
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We can compute I(X2d;Y1|U,X1d, X12, X1c) as follows,

R2d < I(X2d;Y1|U,X1d, X12, X1c)

= h(Y1|U,X1d, X12, X1c)− h(Y1|U,X1d, X12, X1c, X2d)

= h(X2d +X2c +X21 +X20 +N1)− h(X2c +X21 +X20 +N1)

=
1

2
log2

(
(2πe)(P2d + P2c + P21 + P20 + σ2

1)

(2πe)(P2c + P21 + P20 + σ2
1)

)
<

1

2
log2

(
1 +

P2d

P2c + P21 + P20 + σ2
1

)
(46)

Next, let us consider,

R20 < I(X20;Y0|U,X10, X1d, X2d)

= h(Y0|U,X10, X1d, X2d)− h(Y0|U,X20, X1d, X2d, X10)

= h(X1c +X12 +X20 +X2c +X21 +N0)− h(X1c +X12 +X2c +X21 +N0)

=
1

2
log2

(
(2πe)(P21 + P20 + P2c + P12 + P1c + σ2

0)

(2πe)(P21 + P2c + P12 + P1c + σ2
0)

)
<

1

2
log2

(
1 +

P20

P2c + P21 + P1c + P12 + σ2
0

)
(47)

From (4.39) we can also consider,

R10 +R20 < I(X10, X20;Y0|U,X1d, X2d)

= h(Y0|U,X1d, X2d)− h(Y0|U,X1d, X2d, X10, X20)

= h(X1c +X12 +X10 +X2c +X21 +X20 +N0)

− h(X1c +X12 +X2c +X21 +N0)

=
1

2
log2

(
(2πe)(P10 + P12 + P20 + P1c + P21 + P2c + σ2

0)

(2πe)(P12 + P1c + P21 + P2c + σ2
0)

)
<

1

2
log2

(
1 +

P10 + P20

P1c + P12 + P2c + P21 + σ2
0

)
(48)
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We can compute I(Y0;U,X1d, X2d) as,

R1d +R2d < I(Y0;U,X1d, X2d)

= h(Y0)− h(Y0|U,X1d, X2d)

= h(X1 +X2 +N0)− h(X1c +X12 +X2c +X21 +N0)

= h(U +X1c +X12 +X10 +X1d +X2c +X21 +X20 +X2d +N0)

− h(X1c +X12 +X10 +X2c +X21 +X20 +N0)

<
1

2
log2

(
1 +

P10 + P20 + P1d + P1u + P2u + P2d + 2
√
P1uP2u

P1c + P12 + P2c + P21 + σ2
0

)
(49)

We can also compute (4.40),(4.41)and (4.42) as follows,

R1c < I(X1c; Ŷ2Y0|U,X1d, X2d, X2, X12, X21)

= h(Ŷ2Y0|U,X1d, X2d, X2, X12, X21)

− h(Ŷ2Y0|U,X1d, X2d, X2, X12, X21, X1c)

= h(X1c + σ2
2 + σ2

w2
, X1c + σ2

0)− h(σ2
1 + σ2

w1
, σ2

0)

=
1

2
log2

(2πe)
∣∣∣ P1c+σ2

2+σw2 P1c

P1c P1c+σ2
0

∣∣∣
(2πe)σ2

0(σ2
1 + σw2

1
)


<

1

2
log2

(
1 +

P1c(σ
2
2 + σ2

w2
+ σ2

0)

(σ2
2 + σ2

w2
)σ2

0

)
(50)

And,

R2c < I(X2c; Ŷ1Y0|U,X2d, X1d, X1, X21, X12)

= h(Ŷ1Y0|U,X2d, X1d, X1, X21, X12)

− h(Ŷ1Y0|U,X2d, X1d, X1, X21, X12, X2c)

= h(X2c + σ2
1 + σ2

w1
, X2c + σ2

0)− h(σ2
2 + σ2

w2
, σ2

0)

=
1

2
log2

(2πe)
∣∣∣ P2c+σ2

1+σ
2
w1

P2c

P2c P2c+σ2
0

∣∣∣
(2πe)σ2

0(σ2
2 + σ2

w2
)


<

1

2
log2

(
1 +

P2c(σ
2
1 + σ2

w1
+ σ2

0)

(σ2
1 + σ2

w1
)σ2

0

)
(51)
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Hence,

R1c +R2c < I(X1cX2c; Ŷ1Ŷ2Y0|U,X1d, X2d, X12, X21)

= h(Ŷ1Ŷ2Y0|U,X1d, X2d, X12, X21)

− h(Ŷ1Ŷ2Y0|U,X1d, X2d, X12, X21, X1c, X2c)

= h(X2c + σ2
1 + σ2

w1
, X1c + σ2

2 + σ2
w2

+X1c +X2c + σ2
0)

− h(σ2
1 + σ2

w1
, σ2

2 + σ2
w2
, σ2

0)

=
1

2
log2


(2πe)

∣∣∣∣∣ P2c+σ2
1+σ

2
w1

0 P2c

0 P1c+σ2
2+σ

2
w2

P1c

P2c P1c P1c+P2c+σ2
0

∣∣∣∣∣
(2πe)σ2

0(σ2
2 + σ2

w2
)(σ2

1 + σ2
w1

)


<

1

2
log2

(
1 +

P1c + P2c

σ2
0

+
P1c

σ2
2 + σ2

w2

+
P2c

σ2
1 + σ2

w1

+
P1cP2c(σ

2
1 + σ2

w1
+ σ2

2 + σ2
w2

+ σ2
0)

σ2
0(σ2

1 + σ2
w1

)(σ2
2 + σ2

w1
)

)
(52)
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