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ABSTRACT

Today, both in developed and developing countribsimu population is increasing and
cities are growing without adequate planning. Asnatural conclusion, urban
transportation problem is getting bigger. The 8ohs those arise when only economic
part is taken into account have lost validity sibey do not usually present social
equity and are not usually environmentalist. Qil®e, sustainability is an emerging
issue as a direct consequence of the continued pityulation increase and
transportation should be discussed as a giant gfait. In this study, general
sustainability measures are defined at first, goecislized for transportation. Many
transportation effects are studied and categoriased social, environmental and
economical, to create a system which succeedstairsaisle traffic management. A
mathematical model is formed by using traffic imigacost functions acquired from
literature. Apart from other studies in this fieldur model is formed as a multi-
objective model. In accordance with the definitioh sustainability, one objective
function minimizes the social and environmentaltgcsnd the other minimizes the
economic costs. Moreover, our model has a bi-lstrekture which avails us to manage
traffic in upper part, and to assign traffic tokinin lower part. We apply the Pareto
simulated annealing algorithm to solve our problefmle we use the Frank-Wolfe
algorithm to do traffic assignment in user equilibn structure. Both algorithms are
coded in Matlab program and run over a well-knowty metwork. Finally, the
arrangements which have been done during prograghamepresented, conclusions are
discussed and proposals for future search are added



RESUME

De nos jours, dans les pays développés ou en wigédeloppement la population
urbaine augmente et les villes s’accroissent saasifijgation suffisante. En
conséquence, les problemes de transport urbainentgnt. Les solutions trouveées, en
ne prenant compte que le c6té économique, ne sumiefficaces car elles ne sont pas
écologiques et n'offrent pas d'égalité sociale. ufant la continuation, qui est un
résultat direct de 'augmentation urbaine, essujet qui devrait étre traité en urgence
et les transports en ville devraient étre consglésnme un de ces aspects. Dans cette
étude, les criteres de la continuation généraleév@tdéfinis en premier et ont été
appligués aux transports. Afin de créer un syst@uieassure une gestion de la
circulation, nous avons travaillé sur les effets ldecirculation et ceux-ci ont été
classifiés du point de vue économique, environnéaheat social. Un modele
mathématique a été créé en utilisant les fonctopnsdonnent le colt des effets de la
circulation acquis par la documentation technigidotre modeéle a été formé comme
étant multi fonctionnel, ce qui est différent drsgres recherches effectuées dans ce
domaine. En accord avec la définition de la cariion, 'un des objectifs est la
fonction sociale et environnementale des codts mims et l'autre est la fonction
économique des colts minimums. D’autre part, notoglele va nous permettre de
gérer la circulation supérieure et possede unectanel a deux niveaux.qui pourra
réaliser la nomination de la circulation inférieurBour résoudre notre probléme, nous
avons appliqgué une assimilation de I'algorithmenbacement Pareto et nous avons
utilisé l'algorithme Frank-Wolfe pour nommer la aitation qui s'impregne de la
structure équilibrée usagére. Ces deux algoritrone®té utilisés sur un réseau urbain
connu et codifié selon le programme Matlab. Enfey réglementations réalisées
pendant la programmation ont été présentées. Bmss discuté des résultats et nous

avons fait des propositions pour les travaux arveni



OZET

Gunumuzde hem geinis hem de gedimekte olan llkelerde kent populasyonu artmakta
ve sehirler yeterli planlama olmadan buyimektedirl&unun dgal bir sonucu olarak,
kent ici ulgim problemi biyumektedir. Sadece ekonomik tarabeaba katilmasi ile
olusan c¢ozumler sosyalsdlik sunmadgl ve cevreci olmadiklari icin gecerliliklerini
yitirmislerdir. Halbuki, strdurilebilirlik stiregelen kembpulasyonu aginin dgrudan
bir sonucu olarak acil ele alinmasi gereken binktm ve kent ici ulgam bunun buyuk
bir parcasi olarak muizakere edilmelidir. Bu gakda, ilk olarak genel surdurdlebilirlik
Olcatleri tanimlanny ve ulgim icin 6zellgtirilmistir. Surddrdlebilir bir trafik yonetimi
sglayan bir sistem yaratmak icin, gienin ¢ok sayida etkisi Uzerinde gdinis ve
bunlar sosyal, cevresel ve ekonomik olarak sindilaimistir. Literatlirden edinilen
trafik etkilerinin maliyetlerini veren fonksiyonlgtullanilarak bir matematiksel model
olusturuimuwtur. Bu alanda yapilan ger argtirmalardan farkli olarak, bizim
modelimiz ¢cok-amacl bir model olarak sturulmustur. Sdrdurulebilirlgin tanimi ile
uyumlu olarak, bir amag¢ fonksiyonu sosyal ve cesfre@saliyetleri enklgctkler, deri
ekonomik maliyetleri enkicukler. Bundan ska, modelimiz st kisimda tr&fi
yonetmemizi sglayacak ve alt kisimda yollara trafik atamasini aegk sekilde iki-
seviyeli bir yaplya sahiptir. Problemimizi ¢ozmékn Pareto tavlama benzetimi
algoritmasi uygulanmgj kullanici-dengeli yapiy1 benimseyen trafik atamagpmak icin
Frank-Wolfe algoritmasi kullanilrgtir. Her iki algoritma da Matlab ile kodlangnve
lyi bilinen bir sehir g1 Gzerinde cagtinimistir.  Son olarak, programlama esansinda
yapilan diuzenlemeler sunulgysonuclar Gizerinde tagtimis ve gelecekteki caimalar

icin 6nerilerde bulunulmyiur.



1 INTRODUCTION

In today's world, economic bias, technological depenent and accompanying
obligations, centralization of education opporti@sitdrive people to live in cities. As a
consequence cities are getting larger and manadifegin cities gets harder.
Sustainability is getting an obligate issue in sohs for city problems. Problem in
urban transportation is similar with the other peofts in city life. Growing demand in
transportation systems causes people to lose nmoedrt traffic and loss of productivity
accompanies. Growing damages to social life andthhed® humans, resuming more
resources to construct facilities, growing damagesnvironment and ecology are giant
problems. Thus, sustainable traffic managemenndsspensible part of sustainable

cities.

Social awareness is also influencing transportatalicy everywhere for concerns with
the environment and with the social costs of exgstransportation systems are evident
everywhere. Hence transportation is widely viewsst merely from a narrow
traditional economic perspective but also in teohbow it impacts environmental and
ecological systems as well as the society as aeylaold the rural poor in particular [1].
Transportation agencies and providers strive t@ kbeir assets in acceptable condition
so as to offer desirable levels of service in thestrcost-effective manner not only
regarding economical but also socially and envirentally too. Consistent with such
efforts is the need for best traffic managementhodtbased on impacts of existing

transportation systems.

Transportation planning can be grouped in four pbasas trip generation, trip
distribution, modal split and traffic assignmemilodal split and traffic assignment are
the ways of traffic management and you can reashasable solutions by running

these phases. Modal split is applied when differeodes are available for forecasting



travel amount for each mode. Traffic assignmenass step and applied to determine
the exact routings of trips. Traffic assignmenbisuse to reach a comfort, balanced
traffic and is base way for sustainable transpianat Traffic assignment has some tools
for preventing from congestion on ways: Toll optzation, district pricing, road adding
and road widening. Using these tolls traffic maeragpuld find best solution satisfying

his object for a city network.

There are several studies on sustainable trafficagement in the literature. Some of
them propose decision making rules basing on dpstaéistical results, some of them
propose simulation tolls basing on observed dath farecasting and some of them
propose analytical solution methods by forming reathtical models. Up to present,
mathematical models have been formed on decreasimgreasing one effect of traffic
and used general optimization techniques to solieey usually formed their models
with an objective function decreasing emission ll@rancreasing income from tolls of
ways, in bi-level form and solved with algorithmsieh are poor in reaching global

optimum.

Despite many studies in the literature, lack obmprehensive study which takes whole
impacts of traffic into account and reaches a geoldition is felt. Our study first
explores and evaluates all impacts of urban tramafian, then gathers cost functions of
these impacts from several studies to study on. ol&Vimpacts are categorized as
economic, social and environmental in accordandah wustainability and a multi-
objective model is formed which could be of usegéd a balancing solution between
these impacts. Pareto simulated annealing methsttpng solution algorithm for large
problems, is applied to solve the model. Toll imgc scenario is used as traffic
management tool. A program is written in Matlabgaage and run over a widely
known city network, Sioux Falls network. The praxgris tried for several times with
different parameters and arrangements to reachod golution concept. After then,
many replications are done and a new solution efust obtained in each replication.
The solution clusters are compared and non-dondredkitions are presented as Pareto
front to give the chance to traffic manager to dedis own best fitting solution.

Comments and some proposals for future work are dothe end.



This thesis is organized as follows: In Chapter tegnsportation system and
sustainability, transportation planning phasesla@ddvel programming is described. In
Chapter 3, transportation impacts are explainetketail and grouped, and our model is
formed. Chapter 4 includes explanation about soiualgorithms, explanation about
computer program and results of computations. |Finae conclude the thesis and

give some possible ideas for future research imp@En.



2 LITERATURE REVIEW

2.1 TRANSPORTATION SYSTEM

The transportation system in many countries often constitutes the largest public-sector
investment. The economic vitality and global competitiveness of a region or country
are influenced by the quantity and quality of its transportation infrastructure because
such facilities provide mobility and accessibility for people, goods and services, and

thereby play an important role in the economic production process.

The new millennium is characterized by continued growth in commercial and personal
travel demand, and transportation agencies and providers strive to keep their assets in
acceptable condition so as to offer desirable levels of service in the most cost-effective
manner and within available resources. Consistent with such efforts is the need for
best-practices evauation and monitoring of the expected impacts of alternative
investment decisions, policies and other stimuli on the operations of existing or planned
transportation systems and their environments [2]. Growing demand results in
resuming more resources, growing damages to environment and ecology each day,

meanwhile social equity for both in available and planned project is still a challenge.

2.2 SUSTAINABILITY IN TRANSPORTATION

As we enter the twenty-first century it has become increasingly clear that existing
transportation systems throughout the world suffer from major deficiencies and are not
promoting sustainable development. Every country in the world recognizes the central
role that transportation plays in economic growth and feels compelled to meet
proliferating demands for mobility because of the pressures imposed by globalization.



Passenger transportation is also subject to sirpilassures, as people demand ever

faster, reliable, and convenient travel service [3]

Social awareness is also influencing transportgtalicy everywhere for concerns with
the environment and with the social costs of exgstransportation systems are evident
everywhere. Hence transportation is widely viewsst merely from a narrow
traditional economic perspective but also in teohbow it impacts environmental and

ecological systems as well as the society as aeyhod the rural poor in particular [1].

The challenge, therefore, is to develop the trariapon system in a sustainable
manner. While this is a laudable goal, one of thiiculties for transportation
professionals is that there are many definitions dastainable development and
sustainable transportation. Sustainable trangjpmmtaan be considered as a subset of
sustainable development (development that ensumsrgenerational equity by
simultaneously addressing the multi-dimensional ponents of economic
development, environmental stewardship, and saeiplity). There are very few
guantifiable metrics that can be used to assestaisability at disaggregate or
individual vehicle level [4].

The idea of sustainable transportation emerges fthen concept of sustainable
development in the transport sector and can benelfas follows [5], “Sustainable
transportation infrastructure and travel policipattserve multiple goals of economic
development, environment stewardship and sociatyeduave the objective to optimize
the use of transportation systems to achieve ecmnand related social and
environmental goals, without sacrificing the aildf future generations to achieve the
same goals”. The concept of sustainable developi@ee sustainable transportation
systems can be understood by exploring their enwlutin the 18th century economist
and philosopher Thomas Malthus hypothesized thptamements in the quality of life
would stimulate population surges that would ougpaccreases in the means of
subsistence. The term sustainable developmenfimgasised by World Conservation
Strategy (WCS) in 1980 to emphasize the signifieapfcresource conservation without

which humanity has no future. Sustainable trartgfion is an expression of



sustainable development in the transport sectoreview of the literature has shown a
growing emphasis on developing sustainable tratspon systems as well as policy-
oriented studies to address transportation relaggtive externalities such as air and
noise pollution, accidents, congestion and sockalusion, and to meet current and
future mobility and accessibility needs withoutatieg excessive negative externalities.
The reviews also established that sustainablepgoatagion systems require a dynamic
balance between the main pillars of sustainableeldpment, i.e., environmental

protection, social equity, and economic efficierioy current and future generations.
Balancing of the various economic, social, and mmnental factors is difficult so

various attempts, have been made to list indicatoas may assist examination of the

sustainability of transportation systems [6].

However, one deficiency in the literature seembdahe lack of consensus on which
policies or initiatives will result in a sustainablransportation system, while another
deficiency is the lack of social aspects/indicatmesause of a lack of knowledge and of

techniques for assessing the social impact of p@mation system changes.

To begin with, transportation systems consume eaosramounts of materials of all
kinds. They require millions of tons of concretelasteel to build highways, airports,
and other facilities, and also millions of tons péstic and ferrous and non-ferrous

metals to build the vehicles that use the infrastme.

Even more important is the degree to which thespartation sector consumes non-
renewable resources in the form of fossil fuelsahbly petroleum. Globally, this sector
consumes more than 60% of the world’s total oildmeis. Oil now accounts for 98%

of all energy utilized by transportation, an in@edrom 92% in 1960. Within the

sector, motorized transport accounts for over 8@%lldhe oil used, aviation accounts
for about 15%, rail and shipping for the remaind®tany governments have attempted
to design policies to promote the use of other cmuof energy for transportation but
these efforts have obviously had little impact,piesthe potential of new technologies

and such policies as efficiency fuel standardsteanel demand management.



This heavy reliance upon oil also has importantremmental implications for it leads
to a tremendous amount of pollution. Air pollutias caused locally by carbon
monoxide, unburned hydrocarbons and lead (in trereas where leaded gasoline
continues to be used), and more globally by caioride, from motorized vehicles.
Studies have demonstrated that transportationsigoresible for almost 90% of carbon
monoxide emissions and a large percentage of qtbkmtants. This is particularly
evident in large cities throughout the world. Nogollution inflicts psychological and

physiological damage upon people.

Water pollution is another implication caused iedtty by the seepage of fuels and
other contaminants at airports, garages, fillirgighs and the like, and directly through

the use of waterways.

Furthermore, these impacts are not limited geogcapip. On the contrary, they are

felt regionally as well as locally, often crossingtional boundaries to damage forests,
water resources and crops far from the pollutiames their cumulative effects are also
felt at the global level for they contribute in maways to ozone depletion and global

warming.

The numerous other ways in which existing transgimm systems are not consonant
with sustainability also deserve consideration.eyfbonsume vast amounts of land for
roads, airports, and railroads and more for parkiaglities, manufacturing and
maintenance plants. Over 65% of Los Angeles iss@avFurthermore, automobiles
have created urban sprawl, which in turn generaédslitional demands for
transportation that can be met only by more autol®®b The increasing reliance upon
this mode of transport also has negative consegsefar social life. Although
automobiles provide people with freedom and maohilihey do so only for those who
can utilize them. Such groups as the poor, thergidthe handicapped can easily be
marginalized and isolated from community life iteshative transportation modes are
not available. In short, transportation can isolgroups and regions from the
mainstream and poorly devised highway and otheastrfuctural projects can carve up

communities as happened frequently during the stdé construction phase in the US



in the 1970s. Also, the large number of traffitafdies and accidents that occur every

day and the heavy costs imposed by congestion taerignored.

What is particularly significant is that these nagatrends show no signs of abating;
on the contrary, they are actually acceleratingating difficult dilemmas for anyone
concerned with achieving sustainable developm&ht data are compelling. Globally,
the number of people and the amount of freight mg\wy road continue to increase.
Although the proportion of trips by automobile h&snained constant in the OECD
countries, increased mobility translates into astaitial growth in personal automobile
travel. In the US, for example, intercity passengaffic by automobile increased by
57% between 1980 and 1996 whereas rail passerajéc tose by only 26%. In the
rest of the world, private automobile usage is gngwextremely fast: in China, for
example, by 100% a year. Similarly, freight is nmgvincreasingly by road. In Europe,
51% of freight movements were by road in 1970 asypaed with 70% in 1990.
Clearly, existing transportation systems in theed@vyed world are unsustainable and
their present course promises to exacerbate whaltéady a dangerous situation; the
developing countries are replicating the patternthe West, with all their destructive
characteristics. The consequences of this situdt@ve been vividly described as

follows:

Major changes are needed in the priorities forgpantation policy in the Third World

if development is to meet human needs rather teaefit only the current elite groups.
The costs of failing to redirect transport policteslay will be paid in the decades to
come through a sharply reduced quality of life he tvorld. As cities grow, one can
anticipate increased conflict between the mobiie elnd the mobility restricted poor,
and reduced capacity to solve the problems of ahgitortages, not payable debt

burdens, toxic air pollution, and global climateanbe [2].



2.3 TRANSPORTATION PLANNING

The traditional method for transportation plannis@ process consisting of four steps,
which estimate the number of trips generated inhea®a, their distribution, the

transport mode they use, and the exact routesféileyw. Because this method is rather
complicated and requires extensive data, many ti@mg of its steps, as well as
different procedures, such as disaggregate molia® been developed. Yet the four-
step method and its individual steps have generatlgepted the most common
procedure [7]. Knowledge of this methodology atedmajor models will be briefly

explained in the following sections.
2.3.1Trip Generation

The goal in trip generation is to estimate for pinesent and the future planning target
year the number of trips generated and attracteshbli zone in a given time period, not
considering their destinations. This includes binibs generated internally within a

zone and trips generated between zones [8]. Thie brm of the modals used in the
trip-generation phase can be simply written as [9]:

T,=1(S)and T, = f(S,) (2.2)

where, T; andT; represent, respectively the numbers of trips gaadrby zone and
trips attracted by zong andS§ and§ are the socioeconomic characteristics of zone

andj, respectively.

The socioeconomic and land use characteristics tssedtimate trip generation vary
with types of zones and activities in them, avddatata, and possibilities, of collecting
local information. Generally, based on Stopher atelyburg [10] and Bureau of
Transportation Economics [9], socioeconomic vagahiay include household size,

household income, car ownership, number of drieerd type of residence structure.
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Land use variables include types of activities,hsas offices, industry, retail outfits,

medical centers, educational and public buildimgs] recreational and open space.

These characteristics expected in the planningtargar are employed to estimate the
number of trips. The basic assumption is thatrtHationships between influencing
factors and trip production in individual zones|viié stable over time and that future
land uses can be predicted with reasonable accurltreover, it is implied that the
demand for transport is inelastic with respecthie total amount of activities and the
quality of the transportation system. When thessimptions are not accurate because
major construction of buildings, upgrading of thansportation system, or similar
changes are planned and the influences of thosegelBaon trip generation may be
different than the basic models predict, it maybeessary to adjust the models.
Several types of techniques developed for compmutsitof trip generation are briefly
described here.

Multiple linear regression models@re most commonly used for trip-generation
forecasting. There are two types of this moded: dggregate zonal version and house-
hold level regression models. The general form is:

Y. =a,+a, X, +..+a,X, +¢& (2.2)

where,

Y; : Total number of trips generated by the inhaltgarh zond

Xii, Xai ..., %i . Explanatory variables for zomesuch as its population, auto ownership,
ect.

ao, a1, ..., an: Regression coefficients (estimated by least sgpugachniques)

¢ . Error term, assumed to be independently and altyrdistributed with an expected

value of O

The planner inserts the historical data for thearegn theX andY values (to estimate

the coefficients, one must also know tealues) and determines the coefficiemisas,
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..., &y Using the coefficients determined from the histd data, future trip generation

is predicted by substituting the predicted valuetheX variables into the formulae.

There are a number of problems with this model.e @ggregate values may not be
sufficiently precise. Also, maintaining the statal validity of regression is difficult,
and if the stringent assumptions are not met, acguiof the results is affected.
Sometimes, even if the model is statistically vialiee planner may obtain a result that is
not logical or physically possible. Both lineagression models, zonal and socio-
economic, are not spatially transferable, and they be affected by a change in
cultural values and attitudes of the population.

Cross-classification analysis aimed at construction of a multidimensional nxatith

each dimension representing an independent vayiatatified into a number of
discrete classes and categories. Examples of blesiafor trip production are
automobile ownership, household size, and income,far trip attraction employment

type and employment density are often used.

This method makes it easy to understand the impladifferent factors on and their
relationship with trip generation. Also, it avoitie linear assumption of the regression
models. Its drawbacks are suppression of varianogsng households in a specific
zone, sensitivity of the results to grouping, aadklof a statistical measure to assess
reliability of the results [9, 10].

Direct estimation of transit tripgan be used in areas with a considerable degree of
transit use. Since most of the travel-forecastimgdels described here have been
developed for metropolitan regions with high autmership, they are heavily oriented
to auto trips with less attention to transit antenfcomplete neglect of walking and
other modes. In urban areas with high-quality ditasystems where most households
generate some transit trips, planning of trans#tesys can use models that directly
compute transit trips as a function of householdratteristics, employment, and

closeness to transit stations. For example, ssreéyareas served by metro lines can



12

produce trip-generation rates that can be appbeiti¢ areas a planned metro line will

serve.

This procedure can be much more practical andegssensive than comprehensive area
transportation studies and yet yield results withuaacy that is sufficient for planning
many types of transit services in large cities witbh-quality transit, such as Boston,
New York and Philadelphia, many cities of otherustlialized countries, and, even
more efficiently, in most developed countries, vehbypassing the modal split analysis
is not a problem because of dominance of trangyche, and walking trips over auto
trips [7].

2.3.2Trip Distribution

Following the estimation of the number of trips ¢gwoed by each zone or attracted to it,
the next step is to predict how are the generaipd from each zone distributed to
each zong as its attracted trip. In the other words, tHiage links the produced trips
with attracted ones. Generally, trip distributisnconsidered to be a function of three
major groups of factors: the type and extent ohdpmrtation facilities connecting

zones; the land use patterns; and socioeconomiactkastics of the population.

Models that have been used to forecast trip digiobh can be classified into three
types:

- Thegrowth factor modelwhich applies a constant growth rate to existragfic
flows. It assumes that travel patterns will noarege in the future.

- The gravity model based on the presumption that the number of bigiaeen
each pair of zones is proportional to the actisitfer trip generation) of those
zones but inversely proportional to the distanag ather resistances among the
trips to potential destinations.

- Theintervening opportunity modelvhich bases on traffic flows between zones
on the relative opportunities in each area for ghap entertainment, and

employment.
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The growth factor modal simply applies a constamwgh rate to the current traffic
flows. This growth factor is determined empirigailom past data. The growth model
however has two problems. First, assumes thagreitiere will not be any changes to
the highway and transit systems or that those asamgll not have any impact on the
number of trips individual systems or facilitiegratt. More importantly, the model
assumes that the rate at which traffic has growtménpast will be the rate at which it

will grow at in the future, i.e., it is based ortrapolation of past trends.

The gravity model, with many variations in its exfarm, is by far the most commonly
used model for forecasting trip distribution. Tae, when it was first used for analysis
of intercity railway trips by Lill in the ninetegmtcentury [11], had the exact form of

Newton’s law of gravity:

MM (2.3)

where,

Tj; : Number of trips between zonieandj per unit time

K : A constant reflecting local conditions which mbe empirically determined
Mi, M; : Populations of zonesandj, respectively

d;j : Euclidean distance between zonasdj

With extensive applications of this basic modatrip distribution in urban areas during
the 1950s and 1960s, it was noticed that traveawieh of people does not follow this
law as precisely as physical bodies relate to graviTo achieve a better fit, two
adjustments were made:

- The form of the equation was modified. For exampbeh of theM'’s is either
changed in definition (e.g., to include employmenthe zone) or is multiplied
by a constant factor.

- One or more coefficients in the model are compirtech the data obtained for
the specific city. This calibration step actuditg the model to a given area at a

given time.
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After various modifications, the gravity model usadst commonly in planning studies

has the following basic form:

A F K, (2.4)
LA RK,

ij

where,

n : number of zones

T, : Total number of trips generated in zone

A : A measure of the attractiveness of zp(eg., available employment)

Fij . Friction factor, or impedance to travel betweenes andj, usually computed as
inverse function of the costs of travel consistigravel time, distance, and direct cost.

Kij : Specific zone-to-zone relationship factor, whiglempirically computed

Thus, the equation expresses the number of trgge fronel to zongj as proportionate
to the relative number of attractions in zgrte the sum of attractions of all zones. A
good review of different distribution models is givin Papacostas and Prevedouros

[8].

The main limitation of this model is that after nifazhtion of the initial equation and
calibration of its coefficients, the equation regmets a mathematical model that has the
main flaws of the constant growth model: it is lbasmpirical, fitted to a specific
situation and time. Its use for predicting at Hedéent time, i.e., 10-20 years in the
future, is therefore only as reliable as the assiomphat the basic behavior of people

in the study area will remain the same as it grasent.
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Theintervening opportunities moded an attempt to correct the deficiencies of the t

previous models. It states that number of trigsvben zone and zong, Tj, is:

(2.5)

where,

L : Probability of accepting any particular destioatopportunity (e.g., shop, accept
employment, ect.)

Vi, Vi+1 : Number of opportunities passed up to the zpreslj+1, respectively

Vi : The total number of opportunities

pi : The population in zonie

It is important to note that as the total numbepbpportunitiesV,, goes to infinity, the
number of interchanges becomes a function of tlaive number of opportunities in

the respective zones and the population of the mader study.

This method of estimation is more complicated armhe to computational errors, but if
used correctly, it is more powerful a useful to gh@nner than the models based on the
present conditions only. If the planner is conedrmabout values 10-20 years in the
future, he/she can adjust population and the nurobespportunities in each zone.
Although the number of current opportunities may awailable, the number being
planned may be more difficult for the planner taaitn. Thus, if the data are available,
the planner can adjust traffic flows for future opas in the structural environment
outside the transportation system, and can evgegtrchanges in development caused
by changes in the transportation system [7].

2.3.3Modal Split

Estimation of the distribution of travel among diént modes is one of the most

important steps in multimodal transportation plagni It produces the basic
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information on the demand for each mode for givemdportation networks. Most
commonly, modal split refers to the distributiortveeen transit and automobile travel,
but it may sometimes encompass more mode than these two. Estimates of the
distribution among different modes, such as walkings, bicycle, kiss-and-ride (K+R),
and park-and-ride (P+R), for access to a major modeally a rail transit station, are

referred to asub-modal split

Factors Determining Modal SpliSince each urban traveler decides which modeéo u

on the basis of various factors concerning himéret his trip, the modal split estimate

Is based on the evaluation of various factors thatbe defined and estimated in some

guantitative manner. These factors can be clasisifito four major categories:

- Trip maker characteristics: auto ownership, fansize and composition, age and
income

- Trip characteristics: purpose, length and orieatafdirection)

- Transportation system characteristics: travel tifnatio or difference among
modes); travel cost (including parking restrictipaad accessibility ratio

- Zone characteristics: residential density, emplaynagensity

In practice, each study can incorporate only a éwhese factors since the derivation
of relationships and complexity of models increasath the number of factors.
Moreover, many of the factors are mutually coredaso that using several of them
would introduce either unnecessary complexity bras. For example, auto ownership
is usually closely related to income and residémdensity, so that when automobile
ownership is used, the latter two factors are exdly also considered. On the other
hand, some factors may have a different correlatmmmodal split under different
conditions. For example, most surveys of U.Sesishow that higher income causes
lower transit riding, since automobile ownershipregases. However, this is generally
true only for low-quality transit service, primarilbuses. High-quality transit
sometimes has the inverse correlation. For exam@dgonal rail or metro lines serving
a suburban area often attract riders with higheronme than automobile drivers
travelling in the same corridor. The planner ntastefore be extremely careful which

factors are used and what generalizations are fnacheindividual surveys.
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Modal Split Models several mathematical methods have been used dole mhoice
models and travel forecasting. They can be groupo two basic categories:
aggregate and disaggregate. Most of the aggregatdions are of the trip-interchange
type, which use multiple regression, cross-classiion, or diversion curves to estimate
the division of trips between modes. By contréisg disaggregate type models, also
known as individual mode-choice models use probsigil methods to estimate
behavior of individuals. They are based on utititgory. All these models include
some of the factors listed in the four categoriesharacteristics of trip maker, trip,

transportation system, and zone.

Among aggregate models, the trip-interchange modelyarious forms are most
commonly used. Trip-end models were used in a murobcities, but they have been
largely abandoned because of their inherent weakared flawed underlying logic.

The simplest type of trip-interchange model uses diversion curve method, which
utilizes a diagram of trip distribution betweenisa and automobile travel as a function
of the travel characteristics on the two modese ifuependent variable is usually the
travel time ratio or the travel cost differenceon® studies have used an accessibility
index which incorporates both travel time and a@yssome other relevant factors. One

of the commonly used definitions of the accessibihdex for zone, «;, is:

K =2 A (Fij) (2.6)

where,
A : The number of trip attractions in zone
Fi : A travel time friction factor associated wittawel from zone to zonej over the

considered transportation system

This index is computed for trips on both modes)siband automobile. Then their ratio
Is obtained, trip with the same ratios are groupegether, and the composite percentage

of transit usage is computed for each group. Whienpercentage is plotted against the
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accessibility ratio, the diversion curve is obtaine A conceptual form of such a
diversion curve is shown in Figure 2.1. The cwshiews the percentage of trips divided
between modes A and B, automobile and transit, agetion of the ratio of service
quality, usually measured by travel times, costssame other elements. It must be
borne in mind that this diversion curve depends/ am the used parameters, such as
travel time ratio or difference, disregarding suelctors as quality of service, and
individual preferences. The curve does not go ffbto 100 because some travelers use
one of the modes regardless of travel time or coBhese travelers, including non-
drivers using transit and persons carrying spesgjaipment using cars, are designated

as transit captives and automobile captives, résedye

One drawback of a single diversion curve is thatsitvery crude and does not
incorporate any effects of the trip and trip-makkaracteristics. This can be remedied
by developing different diversion curves for difet trip purposes, car ownership, the
economic status of trip maker, or the charactesstaffecting travel. Another

shortcoming of diversion curve method is that mmoat deal with an entire transit and

highway network at one time.

Percent of trips

A “A” captives
¢ A
\ A
y
A\
B

100

50

“B” captives
0 A4 > Service quality ratio:
1.0 Mode A/Mode B

Figure 2.1 Modal distribution curves for two altative modes.
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Yet despite these limitations and deficienciesp timterchange models, of which
diversion curve methods are best-known represgptgtiare based on realistic
relationships and intuitively clear. Although theomputational techniques and factors
vary widely, most of trip-interchange models oraf® from the same basic assumptions
about relationships in mode choice behavior.

Evaluation of modal split forecadgExtensive analysis of modal choice and development
of techniques for its forecast have been donedantedecades. As a result, there is now
a wealth of data on the behavior of urban travedewd the relationships among different
factors and the usage of the two basic modes,itram3 automobile. Numerous models
have been developed to minpesentbehavior and attitudes of people towagdssting
modes. The insights into these problems represemiuable contribution for analysis

and planning of urban transportation systems.

Despite this progress, however, the state-of-thewar this area needs further
improvement. Major deficiencies exist in the umgiag orientation in modeling and
forecasting methodology, as well as models themselvModal split models were
developed for studies heavily oriented toward higisvand automobile traffic while
giving little attention to transit. If the modedse calibrated on the conditions where
transit service is inferior to the standards thathould ideally meet, they tend to be

inadequate for planning improved or new systems.

The modal split models also have technical defmes based on quantitative factor,
such as travel time, fare, and service headwayothfar problem has been that modal
split analysis is often limited to two modes, aatal transit. In many cities, particularly
large ones with strong centers, other modes oftay g significant role. For example,
in many Western European and Asian cities, walkiipg may represent as many as 25-

35 of all trips.

In spite of these shortcomings, modal split mo@eld demand-estimation procedures
represent a valuable tool in planning if they aegedoped and applied correctly. When

forecasting models are used for certain quantgatilanges of services on existing
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system, they are adequate. However, when theyegpp forecasting patronage on a
qualitatively different system (e.g., express sgyvinew mode, modern information
system), it is important that a predictive model bged that includes attitudinal
variables based on studies of passenger behawdhres; ect. If such models are not
available, the planner should complement formal ef®dvith personal experience,

knowledge about system, and judgment [7].

2.3.4 Trip Assignment

Following modal split estimation, the forecastedoamt of travel by each mode among
zones is known, but the exact routings of trips iniesdetermined. There are usually
several alternative paths that a single trip caakd. The purpose of traffic assignment
is to allocate all trips to specific paths, thusivlag traffic volume forecasts for each

section in street and transit networks.

The trip assignment models are calibrated on teegmt network then used to estimate
travel volumes in the future network. Thus, thegyide a tool for testing the adequacy
of alternative transportation networks to servdfittaszolumes generated by different
land use plans and zoning ordinances at presennahe future. An important role for
these models is to check whether traffic volumesheor exceed capacity of individual
links and to compute the equilibrium states of #ownder different network

modifications and travel conditions.

To perform traffic assignment, the planner decidésch criteria best represent the
actual decision making behavior of the trip makad avhat data are available to
him/her. Usually, the most important criteria foute selection are, in sequence:

- Shortest travel time

- Shortest travel distance

- Minimum trip cost

There are three basic methods for traffic-assigrinpeocedure. Thall-or-nothing

methodassigns all traffic to one route based on thecsatecriterion (e.g., minimum
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cost). Theassignment curves methadsigns a portion of the traffic to each routesbdas
on the comparative values of the criteria betwéenbiest and the next-best routes. The
capacity restraint methoassigns traffic based on the travel times and @taps of
available routes and assigns a portion of theitradf alternative routes as the primary
route nears capacity. The two capacity restraiotlets that are used most frequently

are the stochastic models and the user-equilibmodels.

In the all-or-nothing method, the best route ghtséntire load. Although this method

is the simplest, it is also the least accuratethrdvorst representation of the decision-
making process of the trip makers of all the mem@dmodels. As traffic is assigned to
individual links, some of them may become loadedmsh that their volume exceeds
its capacity and level of service decreases. Tthesjnitially assumed travel time on

such facility cannot be achieved, making the resaftthe assignment unrealistic and
physically infeasible.

The assignment curves method assigns traffic betweebest and the next-best routes.
Based on how the two routes compare quantitativelyggards to assignment criteria,
the planner determines the percentage of trip nsakdro will opt for one route or
another. The number of trips assigned for givéerahte routes is based on past data
and the planner’'s own experience. This methodbleasn shown to have good results
for urban and quasi-urban situations, but it hamnbfeund inadequate for recreational

trips in rural areas.

The capacity restraint models take into accountfélce that travel times on each link
change with assigned traffic volumes. The assignnsetherefore made gradually, and
assumed travel times on each link are adjusted]emgthened as the assigned volumes
increase. The closer the assigned traffic comesapacity on a given route, the more
additional volume must be diverted to the routed tlow may have shorter times than
on the heavily loaded route or link. This procesgerative and requires a number of
traffic assignments. In practice, four assignmemésmade and the average volume on
each link is taken. The Federal Highway Administra recommends the following

formulae for the determination of the congested-ifrexitravel time:
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T(v)=T(0) {1+ o (Yjﬁ} 2.7)

where, T(v) represents the travel time on a lifkQ) denotes the free flow travel time,

is the hourly capacity; is the hourly volumeg andg are link specific parameters based
on the physical characteristics of the link. Therfola must be applied for each link
and related to the flows determined for the otlksl in the system. Although the
procedure appears complicated, this model apprdgirobsely the behavior of trip

makers and therefore is the most realistic tripggssent method.

Capacity restraint models differ in their assummsiof how trip makers choose paths
between their origins and destinationStochastic (dynamianodels assumed that trip
makers choose paths that thesrceiveto have the minimum travel time. However, the
travel time of a single path may be perceived dfdly by each trip maker due to
variations in information they have and non-medslerafactors (e.g., weather).

Therefore, trip makers may choose different patkswben the same origin and
destination, even though each trip maker beliewsshe is using the shortest path.
Stochastic models determine the probability thatpamaker will choose a given path,
with the underlying assumption that perceived trdirmes are randomly distributed.

Based on these probabilities, trips are assignedatth path in the network. This
assignment can called as dynamic traffic assignrnoent Static modelsassume all trip

makers are valid, know the shortest path in eastgasment and never err.

Wardrop [12] identified two criteria that can beedsto allocate traffic to competing
routes:user equilibriumandsystem optimizationUser equilibriummodels assume that
trip makers always choose the shortest travel tpath between an origin and a
destination, this is individual equilibrium, or Wimop's first principle of traffic
distribution in networks. It is implicitly assumeHat all trip makers perceive travel
time in the same way and that there is no randonati@n in perceptions. However,
this does not imply that all trip makers will cheothe same path between each origin

and destination. Travel time on each path chaaggsthe volume of traffic (as shown
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in the equation above), as the shortest path reacdygacity, its travel time may exceed
that of alternative paths. A user or individual #grium exists when no trip maker can
improve his/her travel time by choosing an altaugatpath. This implies that in

equilibrium [7].

System optimamodel is based on the Wardrop's second princiglergy users are
assigned to routes so that the total system ttawel is minimized. At system optimal,

all users are assigned to paths which have eqdaiammal marginal costs [13].

Our problem is a traffic assignment problem, so wié realize the last step of

transportation planning. Demand in our study itedsined, so there is no need for
freight generation and trip distribution steps @ud problem contains only one mode,
road transportation, thus, we do not need modél stpp too. As we mentioned above,
traffic assignment problems can be solved by tlag@oximations (solving methods),
all-or-nothing method, assignment curves and cépaestraint methods. We apply
capacity restraint methods for it is the most salitraffic assignment method. Our
study assumes traffic flows as average volume codoting peak hours, every trip
maker knows the shortest path so it is static agsemt. We will try to get equilibrium

of travel times among all paths on the same ontgstination pair, we will use user

equilibrium model.

In the following section, static assignment andr wsguilibrium models are explained
comprehensively in order to expose our model. Negt will shortly introduce

static/system optimal assignment model and dynassgnment model too.

A) Static Traffic Assignment

The history of traffic assignment studies can laeed back to the works in the 1950s.
Early studies assume stationary traffic flows, mftegarded as average volume counts
during peak hours. Static traffic assignment aimfind a feasible assignment pattern

or a loading pattern such that certain route choaelitions are satisfied.
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In static assignment, two traffic allocating cnger namely the user equilibrium

condition and the system optimal condition willdrealyzed.

e User Equilibrium

According to Sheffi [14], the User Equilibrium (UEpndition can be summarized as:
For each O-D pair, the travel cost on all used math equal, and (also) less than or
equal to the travel cost that would be experienbgda single driver on any unused

path

UE assignment models are based on Wardrop's firstiple which states that at user
equilibrium no user can decrease his experieneaeltdisutility by unilaterally shifting
routes. All used routes connecting every origistohation pair, have equal and
minimal travel disutility. All unused routes haaeéhigher travel disutility and thus there
is no incentive for a user to shift routes. In mvansportation studies, travel time
usually determined from link flows is used as axgréor travel disutility. Depending
on the functional form of the relationship usedl&ermine the travel time from the link
flows, the equilibrium link flow solutions can varyrhe most common functional form
adopted to infer travel time from link flows is Thederal Highway Administration
formula in equation (2.7).

This formula called as BPR, Bureau of Public Resduthction in many studies. One
should note that in the BPR function, travel timmeaolink is a function of the flow on

that link only and does not depend on the flow tiveplinks. The link interactions are
termed “symmetric" as the Jacobian of the travet ¢onction with respect to the flow
variable is a diagonal matrix. Under this symneetimk interaction assumption, the
user equilibrium traffic assignment problem can foemulated as a mathematical
program [14]. The BPR cost function is continualifferentiable, strictly increasing as
a function of the flow, strictly convex and hasyasetric Jacobian. The objective of
the UE formulation has a positive definite Hessiaks the feasible region is convex

and bounded, the UE formulation has a unique soiuti terms of link flows.
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Minimize)_ [T, (x)dx
T o (2.8)
st.

v=Ah
t =Bh
h>0

where, v is the vector of link flowsh is the vector of path flowsA the link-path
incidence matrixt origin-destination trip vecto trip-path incidence matrix, and;

denotes the arc cost function for aif) (

The above formulation can be solved using the Fx&iokfe algorithm [12] which is a
method for solving nonlinear mathematical prograhreugh successive linearization.
By iteration, the mathematical program is lineadiz the current solution and the
resulting linear program is solved to determine descent direction. In the traffic
equilibrium problem, the descent direction stepuoed to finding the shortest path
between every origin destination pair with the sdsted at the flows from the previous
iteration. The step length is then determined gufime search techniques to determine
the optimal distance to traverse along the stegpestent direction. Fukushima [15]
improved the speed of convergence of the Frank-®Volfethod by utilizing the
linearization solution from the previous iteratitm obtain a better search direction.
Lawphongpanich and Hearn [16] present a simplifietomposition method that
alternates between two steps: Step 1 involves méterg current equilibrium solution
assuming users choose only a given set of patlis sblution is obtained as a linear
combination of extreme points corresponding to teerent set of paths. Step 2
involves determining the new path sets to be adddbe current path set by obtaining
the minimum path trees with costs fixed at the entrrequilibrium solution. As the
number of paths can grow significantly the numbgipaths to be contained in the
current path sets is restricted by a pre-specifiechber. Note that if the size of the
current path sets is restricted to be equal toe® $implified decomposition reduces to

the Frank-Wolfe algorithm.
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Other mostly applied methods are reduced gradigatrithm, the gradient projection
method, and simplified decomposition and disaggregamethods. Although these
methods give solutions of higher accuracy, the tadnsiderable time for practical test
networks. In recent times efficient algorithms é@deen developed to solve the user
equilibrium traffic assignment problem. Howeverafk-Wolfe still remains one of the
most popular methods due to its ease of implemientand its ability to get near

optimal within a few iterations.

When the travel time on a link is function of tHew on other links, an equivalent
convex minimization formulation can be obtainedyvided for any two pair of links
the marginal effect of flow of second link on thavel time of the first link is equal to
the marginal effect of the flow on first link onatrel time of the second link. The
jacobian is symmetric in this case and the FrankiValgorithm can be used to
determine the optimal solution. The solution igque in terms of link flows as long as
the marginal effect of flow on a link on the trathe of that link is greater than the

marginal effect of flow on every other links on tinavel time of that link.

When the link interactions are asymmetric, thernstexho mathematical programming
formulation for the user equilibrium problem. Theer equilibrium problem with
asymmetric link cost interactions is commonly fotated as a variational inequality
[17]. The objective of the variational inequalP(F,X) is to determine a link flow
vectorx*e X whereX is the set of feasible link flows such that:

F(x*) (x—x*)>0 xe X (2.9)

F is a continuous function mapping the vector ok lflows to the vector of link costs
and the set of feasible link flows is assumed tonbe-empty, convex and compact.
There is no guarantee of the uniqueness of thdisolu Depending on the functional
form of the link cost functions and properties likenotonicity numerous algorithms

are available. One of the most common and bagarighm for solving the asymmetric
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traffic equilibrium involves using a gap functios defined by Smith [17]. For the

above problem, the gap function is defined as:

V(X)= 2w *(F(X)(R-F)) (2.10)

where,y(X) = maXx 0,4. Note thatV(X) = 0 only if X is in equilibrium and hence the
above function gives a measure of how far the gwluis away from equilibria. Pi
represents the extreme points of the flow polyhedrdhe variational inequality can be
solved using an inner outer algorithm. In the malkgorithm, for the current solution
the costs are fixed and the shortest path is akadiland an all or nothing assignment is
conducted. For the outer algorithm, a linear coration of the current set of all or
nothing assignments is determined which gives thudibrium solution. The procedure

is assumed converged wh¥(x) is below a pre-specified convergence limit [13].
e System Optimal

The system optimal model is based on the Wardregt®nd principle. At system
optimal model, all users are assigned to pathstwhave equal and minimal marginal
costs. The efficiency in system performance iseadd at the cost of the individual
user as there exists scope for users to reduce tiiaeel times by shifting paths.
Therefore, system optimal assignment is not equilib state and is not achieved in
reality unless users are forced onto least margioat routes. Despite its unrealism,
system optimal assignment is useful as it acts lbguad on the system performance.
When various congestion management measures degl,tesystem optimal solution
provides a frame of reference to determine howtli@ system is from maximum
efficiency. In recent times numerous studies haxelored the potential using
intelligent transportation systems to disseminatgte information to achieve “near”
system optimal state [18]. System optimal routiag also been applied in developing
effective evacuation strategies. The system optiassignment problem can be
formulated as a nonlinear min cost flow problemhvBPR functions used to determine

the link costs from the link flows.
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Mlnlmlzeizj: T (Vu )Vij (2.11)
Sst.

v=Ah

t=Bh

h>0

The Frank-Wolfe algorithm can be used to deterntime system optimal flows.

Uniqueness is guaranteed under suitable symmesyngsions on the jacobian of the
link cost functions. One should note that in tbése when the objective function is
linearized, steepest descent direction correspaidsconducting all or nothing

assignment on the marginal cost shortest pathseleetvevery origin-destination pair
[13].

B) Dynamic Traffic Assignment

Static traffic assignment is, of course, that aspéthe transportation planning process
that determines traffic loadings (expressed asd]awe., volumes per unit time) on arcs
and paths of the road network of interest in adstestate setting. Dynamic Traffic
Assignment (DTA) is concerned with the same problana dynamic setting. Four
types of dynamics used as the foundation of dynamteork models are:

1
2
3
4

Dynamics based on arc exit-flow functions,

Dynamics for which both exit and entrance flow sadiee controlled,

Dynamics based on arc exit-time functions,

Tatonnement and projective dynamics.

DTA models may be either equilibrium or disequililon in nature. When the solution
of DTA model is a dynamic equilibrium, the flow pamn is time varying, but the
trajectories through the time of arc and path flane such that an appropriate dynamic
generalization of Wardrop’s [12] first principle aker optimality is enforced at each

instant of time.
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DTA models may be used to generate forecasts fiictthat illustrate how congestion
levels will vary with time; these forecasts areaimgically useful for traffic control and

management in both the near-real time and delibgdanning contexts.

The data requirements for DTA models are, on théase, quite similar to those of
static traffic assignments models; however, on al@xamination, and as we make
clear here, there is one very significant diffeendhat difference is that DTA models
require path-delay functions familiar from statissggnment. Path delay operators
express the delay on a given path in light of thee tof departure from the origin of the
path and the traffic conditions encountered aldrggath. This accounts for the fact
that path traversal is not instantaneous and agiatieparting now will encounter
traffic that may have departed subsequently froensime or other origins. Thus, there
is the potential for path delay operators to depamthe complete history (past, present
and future) of flows on the network. Such delagrapors are, except in certain special
cases, not knowable in closed form; that is, delpgrators for DTA are known only

numerically for the general case and require a lsitin model to determine.

DTA models have two categories based on employiethad: rule-based simulation,

and based entirely on equations and inequalitiep [1

2.4 Bl-LEVEL PROGRAMMING

Bi-level programming is a branch of hierarchicaltheematical optimization. In this
programming method, the model has two levels; theeu level and the lower level.
The model seeks to maximize or minimize the uppeell objective function while
simultaneously optimizing the lower level problemBi-level programming is the
adequate framework for modeling asymmetric gamashhs a “leader” who integrates
the optimal reaction of a rational “follower” toshdecisions within the optimization
process. The mathematical model expresses therajefioemulation of a bi-level

programming problem:
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min, , F(x,y)
st.
G(x,y)<0 (2.12)
min, f (X, y)
st.
g(x y)<0

where, x € R" is the upper level variable ande R" is the lower level variable. The

functionsF andf are the upper-level and lower-level objective fionts respectively.
Similarly, the functionsG and g are the upper-level and lower-level constraints

respectively.

The bi-level programming structure is suitable rimany real-world problems that have
a hierarchical relationship between two decisiovele Among the fields that the

concept can be applied are management (facilitgtioe, environmental regulation,

credit allocation, energy policy, hazardous malgyiseconomic planning (social and
agricultural policies, electric power pricing, gdroduction), engineering (optimal

design, structures and shape), chemistry, enviratahsciences, and optimal control.
In these cases the upper level may represent deaisakers who set policies that lead
to some reaction within a particular market or graf system users. The reaction of
the market or system users constitutes the lowet & the system under study.

A sustainable urban transportation model may akeeha two level structure. The
government, transportation system manager or anotiesponsible institution
determines pricing schemes, traffic flow control asures, policy to reach some
objectives including the minimization of congestianm emission. According to
determined price levels and other variables, dsiv&@m to maximize their utilities,
which mostly include the monetary and time costha route chosen. Therefore bi-
level programming is a suitable structure for modgkustainability in transportation

networks. For that reason, we give a view of belgorogramming here.
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Despite the fact that a wide range of applicatiditsthe bi-level programming
framework, real-life implementations of the consepte scarce. The main reason is the
lack of efficient algorithms for dealing with largeale problems. Bi-level
programming problems are NP-Hard problems. Evenstmplest instance, the linear
bi-level programming problem was shown to be NR#hamherefore in the literature
global optimization techniques such as implicit mewation, cutting planes or meta-
heuristics have been proposed for its solution.spte the problem being NP-Hard,
some specific cases enable us to solve the prolaempolynomial time. Many
researchers proposed several optimality conditfon®i-level programming problems.
Some of these conditions are used in various soiutiethods and algorithms. Among
the proposed methods are descent methods, penalttidn methods and trust region
methods [20].



3 MODEL FORMULATION

3.1 IMPACTS OF TRANSPORTATION SYSTEM STIMULI

Transportation is an essential social and econawtigity that also results in a number
of negative externalities, which include: i) airllpton; ii) noise pollution; iii)
accidents; iv) energy use; v) congestion; vi) dimheof oil and other natural resources;
vii) social disruption; and viii) damage of landpeaand soil. These negative
externalities are associated with all facets oftthasportation lifecycle that include the
production of vehicles, their use, and ultimatdigit disposal. The fact that the rate of
the world’s motor vehicle growth is projected tamace the world’s population growth

is, therefore, a major concern [21].

Methodologies for assessing such impacts genedapend on the types of impacts
under investigation, the scope and the project &k size; and a variety of disciplines
typically are involved, including operation rescesc engineering, environmental

science and economics [2].

3.1.1 Typesof Transportation System Stimuli

Synonymous with the words change and interventaastimulus may be defined as “an
agent that directly influences the operation ofstesm or part thereof” and may be due
to deliberate physical or policy intervention by agency or to the external
environment. External stimuli may be natural omiam-made. Natural stimuli include
severe weather events and earthquakes; human-risudi grclude facility overloads,
interventions (facility repair by the owner or aggh and disruptions (terrorist attacks).
Also, in the context of transportation decision mgk stimuli may be categorized as

physical stimuli (change in the physical structusey regulatory stimuli (institutional
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policy or regulation of transportation infrastrugwse). An example of a change in
physical structure is the construction of a newdraa the addition of new lanes.
Examples of institutional policy and regulation apeeed limit and seat belt laws,

respectively [2].

3.1.2 Impact Categoriesand Types

Identification of the various types and levelsmpacts arising from a stimulus is a key
aspect of transportation system evaluation andsaecimaking. The various categories
and types of impacts expected to occur in respémgeansportation system changes
need to be identified prior to detailed analysistioé impacts. For example, the
construction of a new transit line may affect (d@velers (by decreasing their travel
time), (2) transit agency (by introducing a needtfe agency to maintain the system
after it has been constructed), (3) persons liimg transit line (by creating a noise
pollution source) and (4) travelers on the netwrk offering them new travel choices

a possibly changing their origin-destination paisgr

In Table 3.1, we present briefly various categormsd types of impacts of

transportation system stimuli [2].

A) Technical Impacts

These impacts typically constitute the primary metior undertaking improvements in
a transportation system. The secondary impactthareonsequences or side effects of

the stimulus. Technical impacts are describedvio§hp.

e Facility condition

An improvement in the condition of a facility leatis a host of impacts, such as
increased service life, reduction in vehicle opagatosts, and decreased vulnerability
to natural or human-made threats. There are e¢stadl standards of facility
characteristics and conditions that must be mdindgawhich a facility owner may

suffer increased operational or safety liabiligks.
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Table 3.1 Impact Categories and Types

Categories of Impact Impact Types
Technical Facility condition
Travel time

Vehicle operating cost

Accessibility, mobility and congestion

Safety

Intermodal movement efficiency

Land-use patterns

Risk and vulnerability

Environmental Air quality

Water resources

Noise

Wetlands and ecology

Aesthetics

Economic efficiency Initial costs

Life-cycle costs and benefits

Benefit-cost ratio

Net present value

Economic development Employment

Number of business establishments

Gross domestic product

Regional economy

International trade

Legal Tort liability exposure

Socio-cultural Quality of life

Vehicle operating costs: In the course of usinghdpartation facilities, vehicles
consume fuel, lubricants, and other fluids; “so#tplacements such as wiper blades and
tires; “hard” replacements such as alternators laatieries; and experience general
vehicle depreciation due to accumulated weather asage effects. VOCs are
categorized as running costs (whose values areapia function of vehicle speed)
and non-running costs (whose values are largelgpeddent of speed). In a network
level estimation of VOCs, it is important to recagnthat networks having only new
and small vehicles would incur far lower averaghicle operating costs than would a
network having only old and large trucks. As suttg changing composition of the
network level vehicle fleets, as well as the relaship between running cost and age,
are important [22]. The changing fleet compositisnbest tracked using cohort

analysis.
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e Travel Time Impacts

For a given project, the travel time impact is pineduct of the reduction in travel time
and the value of travel time per unit vehicle ard pnit hour. If vehicle occupancies
are known, the analysis can be done in terms aiopsrrather than vehicles.
Accessibility, Mobility and Congestion: For alreadgveloped transportation networks,
a desired impact of system improvements (lane @aditHigh Occupancy Vehicle
(HOV) and Bus Rapid Transit (BRT) facilities, Irtgeént Transportation System (ITS)
implementation, ramp metering, signal timing rems) may be the mitigation of traffic
congestion. On the other hand, in rural areas Idpwg countries, system
improvement may be expected to provide accesgibibt markets, health centers,
agricultural extention facilities, and so on. Ibthbcases, system improvements can lead

to enhanced mobility of people, goods and services.

e Safety

Increased transportation system safety is typicdillg to diverse safety enhancement
efforts including physical changes to a system amstitutional changes such as
educating the facility users and enforcing the appeg laws and regulations. Safety
enhancement may be due to direct implementatiosuoh changes to address safety
concerns or may be a secondary benefit of a lageject scope (pavement

resurfacing).

e [ntermodalism

Physical or institutional changes in a transpastaystem can have profound effects on
the efficiency or effectiveness of the overall mtedal transportation network in a
region. For example, provision of additional lifiks a mode, or imposing or relaxing
restrictions on the types and quantities of loads) profoundly change the overall

economics of freight delivery.
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e Land-use Patterns

It is well known that changes in a transportatigstesm cause shifts in land-use patterns
and vice-versa. For example, highway construcdod transit line extensions have
been linked to changes in the extent and distobutf residential, commercial and

industrial developments.

¢ Risk and Vulnerability

Recent world event have led to increase awarenfes®emeed to assess the risk and
vulnerability of existing transportation facilities changes thereto. Thus, there are
increasing calls to evaluate the impacts of systemrovement based not only on
traditional impact criteria but also on the vulrmlity of the facility to failure in the

event of human-made or natural disasters.

B) Environmental | mpacts

Environmental impacts are as follows [2]:

e Air Quality

Transportation-related legislation passed overpast three decades has consistently
emphasized the need to consider air quality asiterion in the evaluation of
transportation systems.

e Water Resources

Construction and operations of a transportatiotesyan cause a significant reduction
in both the quantity and quality of water resouraed it is necessary to evaluate the
extent of this impact prior and subsequent to ptaj@plementation. Construction and

expansion of airport runway and highway pavements @ather surface transportation

facilities lead to reduction in the permeable |laoder, reduced percolation of surface
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water, and consequent reduced recharge of undedyraguifers. Surface runoff from
such facilities often results in increased soilsan, flooding, and degraded water

quality.

e Noise

The noise associated with transportation systenstoaction and operation has been
linked to health problems, especially in urban sremd often merits analysis at the
stages of pre-implementation and post-implemeniai@luation and monitoring.

e Ecology

The construction and operation of transportatiailifees may lead to the destruction of
flora and fauna and their habitat, such as wetlarkts a comprehensive evaluation of
ecological impacts, a basic knowledge of ecologic&nce, at a minimum, is needed.

e Aesthetics

Transportation projects typically have a profoumlal impact on the surrounding built
or natural environment. Such impacts may be infoh@ of a good or bad blend with
the surrounding environment, or obscuring an aésthatural or human-made feature.
C) Project Economic Efficiency | mpact

Project economic efficiency impacts are as foll¢2js

e |Initial costs

The cost of designing, constructing, preservingl, @perating a transportation facility is
an important “impact” of the facility. Of thesehet construction cost is typically

dominant, particularly for a new project. The dé&fon of construction and

preservation costs can be expanded to includedsieof associated activities, such as
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administrative work, work-zone traffic control, vkezone impacts to facility users

(such as safety and delay), and diversions.

e Life-Cycle Costs and Benefits

The life-cycle approach involves the use of ecomoamalysis methods to account for
different cost and benefit streams over time. [eecycle approach makes it possible
to consider the fact that an alternative with higitial cost may have a lower overall

life-cycle cost.

D) Economic Development | mpacts

Economic development benefits of transportationjgute are increasingly being
recognized as a criterion for consideration in #&waluation of such projects. The
impacts of transportation facilities in a regioeabnomy may be viewed by examining

their specific roles at each stage of the econg@maduction process [2].

E) Legal Impacts

The operation of transportation facilities is asstad with certain risk of harm to
operators, users, and nonusers. With the remdwsv@reign immunity in most states,
agencies, are now generally liable to lawsuitsiragisrom death, injury or property
damage resulting from negligent design, constractimr maintenance of their
transportation facilities. The growing problem todnsportation tort liability costs is
considered even more critical at the present tone, to increasing demand and higher
user expectations with severe resource constralhis.therefore useful to evaluate the

impact of a change in a transportation system @osxre of an agency to possible tort

[2].
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3.1.3 Dimensions of Evaluation of Impacts

It is important to identify the dimensions of theakiation of impacts, as doing would
help guide the scope of the impact and to identi&y appropriate evaluation discipline
or technique to be considered in the evaluatiorhe Tategories of dimensions are

presented in Table 3.2. Possible levels of eacleuson are also shown [2].

Table 3.2 Evaluation scopes of impacts

Dimensions (Scopes) Levels

Entities effected Users

Nonusers (Community)

Agency

Facility Operator

Government

Geographical scope of impacts Project

Corridor

Regional

National and global

Temporal scope of impacts Short term

Medium term

Long term

A) Entities Effected

In carrying out impact evaluation, it is essential consider not only the types of

impacts but also the various entities that arecédft as discussed below [2].
e Users
User impacts include the ways in which personsguaitransportation system (vehicle

operators and passengers) are directly affecteddhange in the system. User impacts

typically include vehicle operating costs, traveid and safety.
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¢ Nonusers (Community)

Consideration of the effect of transportation systen nonusers is necessary to ensure
equity of system benefits and costs to the so@etgrge. These impacts often include
noise and air pollution, other environmental degtexh, dislocation of farms, homes

and businesses, land-use shifts, and social ahgraluimpacts.

e Facility operator

Operators of transportation systems, such as stsipprackers, highway agencies, and
air, rail, water and land carriers may be affecteg physical changes (e.g.,
improvements) and institutional changes (e.g., gldetion, speed limits). This
typically occurs through increased or decreaseouress for operations (and in the case

of rail operators for facility preservation).

e Agency

The impacts on a transportation agency are typidatig term in nature and are related
to the costs of subsequent agency activities. eikample, system improvements may

lead to lower costs of maintenance and tort ligbif the long run.

¢ Government

These impacts concern the change in the naturevel bf the functioning of the city,
county, state or national government due to chang&ansportation system. For
example, a new type of infrastructure, policy aguiation for the system may lead to
the establishment of a new position, office or depant to implement or monitor

implementation of the change.
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B) Geographical Scope

A well-designed study area is critical in transptdn impact evaluation studies
because the outcome of the analysis may very veelhfluenced by the geographical
scope of the impacts. Spatial scopes for the arsatgay range from point (generally a
node such as signalized intersection) or segmede Wiocal, generally a part of
transportation link), to facility (a linear netwod¥ reasonable length consisting of a
combination of nodes) or corridor-wide, to area-av{dity, county, district, state, ect.).
As the geographical scope of an evaluation widéms,impact of the transportation
project not only diminishes but also becomes maficualt to measure, due to the
extenuating effects of other factors. Specific ggaphical scopes are typically
associated with specific impact type and effectetities. For example, in the context
of air pollution, carbon monoxide concentration & local problem, whereas
hydrocarbons are a regional problem, and the eomssf greenhouse gases is a global
problem. Also, each geographical impact may betshoedium or long-term, in
duration but wider geographical scopes are typicalbre associated with longer terms,

as impacts often take time to spread or be felt awgider area [2].

C) Temporal Scope

A transportation system stimulus may have impduis last only a relatively short time
(e.g., dust pollution during facility constructioa) may endure for many decades after
implementation (e.g., economic development). Olsfig the temporal scope of the
evaluation will depend on the type of impact unieestigation and is also sometimes
influenced by (or related to) the geographical scop the evaluation and the entity
affected. Temporal distribution of impacts campabe classified by the occurrence in
relation to the time of the stimulus: during-implkemtation impacts vs. post-
implementation impacts. For example, constructdust and topsoil disturbance
constitute during-implementation impacts, wheregsffit noise during highway
operation is a post-implementation impact. Forghgpose of grouping impacts form a

temporal perspective, the categories used are, shedium or long-term.
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3.1.4 Other Ways of Categorizing Transportation System I mpacts

Depending on the viewpoint of the decision makberé are several alternative or
additional ways of categorizing the impacts of $@ortation stimuli as discussed
below. [2]

A) Direct Indirect Impacts

Direct benefit and costs are those related direitlyhe goals and objective of the

transportation stimulus and affect the road usatsagency directly, whereas indirect

impacts are generally by-products of the action arel experienced by society as a
whole. For example, a major objective of speedtlimcreases may be to enhance
mobility (a direct impact) but may result in inditampacts such as increased fuel use
or increased frequency or severity of crashes.

B) TangibleIntangible Impacts

Unlike intangible benefits and costs, tangible Wésmend costs can be measured in
monetary terms. Examples of tangible impacts aresttuction cost and increase in
business sales due to an improved economy. Exangdlentangible impacts are
increased security or aesthetic appeal of a ratetbdl urban highway. The
intangibility of certain impacts precludes an ewlon of all impacts on the basis of a
single criterion such as economic efficiency. HEhere, in evaluating a system that
produces both tangible and intangible impacts,tdohniques of scaling the multiple
criteria are useful. An alternative way is to miires intangible performance measures
using the concept of willingness to pay: for examplow much people would pay to
see a specific improvement in the aesthetic appealbridge in their community, and

then use economic efficiency to assess and evadilatepacts.
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C) Real Pecuniary | mpacts

In assessing the impacts of transportation systejmportant to distinguish between
real costs and benefits (i.e., some utility thataspletely lost to (or gained from) the
world) and pecuniary costs or benefits (i.e., sauibty that is related only to the
movement of money around the economy). Real aegigesent a subtraction from
community welfare. An example is the cost of fatedshes on the streets of a city.
Pecuniary costs are costs borne by people or comtierithat are exactly matched by
pecuniary benefits received elsewhere, so thatthls® is a redistribution of welfare,
there is no change in community welfare. The sdafmitions apply in the case of real
and pecuniary benefits. An example is the incréageisiness relocations to a city due
to improved transportation infrastructure. Thisuldbbe at the expense of competing
cities (located in the region) from which the besises are expected to relocate; thus
there is no net welfare gain for the region. FHailto distinguish between real and
pecuniary costs can lead to double counting ofscos$t has been recommended that
strictly pecuniary effects could be excluded frdra evaluation. However, such effects
could be included in the evaluation if the analgsteks to investigate the re-
distributional impacts of the transportation systamong population subgroups or

among cities in a region.

D) Internal External Impacts

For jurisdictional and administrative reasons, &yne worthwhile to consider whether
system impacts are internal or external to theystuida or analysis period defined at the
initial stages of the evaluation procedure. Oftée, benefits or costs of transportation
system actions are felt beyond the study regiorarmalysis period. For example,
enhancement in air quality due to transportatioproMements in a region may benefit
another region located downwind. Also, the ecomampacts of transportation system

improvement may start to be realized only afterahalysis period has expired.
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E) Cumulative and Incremental | mpacts

Cumulative costs and benefits are the overall casts benefits from a pre-identified
initial time frame and include the impacts of thansportation stimuli. On the other
hand, incremental costs and benefits are those cisipassociated only with the
transportation stimuli and are determined as thal tionpact after application of the

stimuli less the existing costs and benefits befquaication.

F) Other Categorizations

Heggie [22]grouped transportation impacts from the perspestafeconsumption of

scarce resources, creation of additional consumptiad generation of non-monetary
costs and benefits. Also, Manheim [23]tegorized transportation system impacts in
two different ways: the party affected and the vese type consumed in constructing,

preserving, and operating a transportation system.

3.2 COSTING OF TRANSPORTATION SYSTEM IMPACTS

In these days, the best way for evaluating a tramation system is understand how
much sustainable it is. Either system is availalen project step, solutions need to be
sustainable. To achieve sustainability in a transpion system, equilibrium of social,
environmental and economic impacts must be providésl mentioned section above,
impacts of transportation systems could be categdrin several ways by evaluating
entities affected, geographical scope and temsm@be. In our paper, we will dissert
impacts asnternal or externalwhether their benefits or costs are felt beyondstiuey
region or analysis period or not. In this disdsotg impacts will be evaluated as to
geographical scopes, temporal scopes and entitfiested. We define impact as
internal when impact isluring-implementatiorof stimulus, felt only in thestimulus
area and only affectaiser, facility operator agencyand government;external when
impact is post-implementatignfelt in wider geographical regionand affects also

nonuser (communityesideuser,facility operator agencyandgovernment
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To achieve equilibrium between these internal atdraal impacts we benefit from

cost functions. Some impacts of all which were tioered in pervious sections are

important impacts which should be included in eatin. The others will not be

included, because they have relatively lower e$f@cteffects that could not be

generalized for every region.

Table 3.3Internal and External Costs

Internal | Vehicle Congestion| Agency
Costs Operating
and
Ownership
External | Air Pollution | Accident Noise Land | Water Pol. | Traffic Barrier
Costs Use and Service | Effect
Hydrologic
Impact

3.2.1 Internal Costs

These costs are felt by users, facility operamgency and government directly, only in

the study region and only in the analysis periodehicle ownership and operating

costs, congestion cost and agency costs are ihierpacts.

A) Vehicle Operating and Ownership Costs

We launched the study of Ozbay, Bartin and Bereohj24] and the study of Ozbay,

Bartin, Yanmaz-Tuzel and Berechman [25] to obtaigoad formulation of vehicle

operating and ownership cost. They defined Opeagatosts as including fuel, oil, tire-

wear, parking fees, tolls, and regular and unexgoeataintenance; Ownership cost as

including vehicle depreciation and insurance codike general form of operating and

ownership cost function is as follows:
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Co = f (C4.C,,C,,C,,C,C,,C,y) (3.1)

where,

Copr : Vehicle operating cost over many years (dollaebicle)
C4 : depreciation cost for a vehicle over many years

Cy: gas cost (dollars/mile)

C, : oil cost (dollars/mile)

C, : tire cost (dollars/mile)

Cm : maintenance cost (dollars/mile)

Ci : insurance cost (dollars/year)

Cpt : parking fees and tolls (dollars/mile).

They claim depreciation is caused by wear anddeahe vehicle over time and by the
change in demand and taste of users. Hence, da&jwaacost is assumed to be related
to the vehicle’s mileage and age. Insurance codepending on vehicle’s age. So we
do not include depreciation and insurance costsiirmodel.
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They claim, maintenance, fuel, oil, and tire-weasts and parking fees and tolls depend
mainly on the distance traveled and obtained calsites per mile. Data on parking fees,
and tolls they used, are fromo& of Owning and Operating Automobiles, Vans, and
Light Trucks, The United States Department of Transportation,eFddHighway
Administration [26]. Maintenance, oil, and fueldatire-wear costs are taken from
American Automobile Manufacturers Association [2if], which the cost values are
given as national averages defined on a per miggsbaThe vehicle operating cost

function is developed as follows:

Copr =2, 0. D 0143 x° d° (3.2)
r s k

where,

r : origin zoneyr € R

S: destination zonese S

rs : origin-destination pair’S € K,; = {rs‘ reR, seS| }
k : path between origin zomeo destination zong k € K,

R: origin zones set
S: destination zones set
Ks : path set

X¢ : number of total trips fromto s assigned to patk

d,;’> : length of pattk between origin zoneto destination zong

B) Congestion Cost

Among some studies exploring congestion impactetrime impact in other words,
we find the study of Ozbagt al. [24] more appropriate for defining congestion cost
They defined congestion cost as the time-loss duwatffic conditions and drivers’

discomfort, both of which are a function of incregsvolume to capacity ratios.
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Specifically,

- Time loss can be determined through the use ofazeltrtime function.

They

accepted its value depends on the distance betaree®D pairsd), traffic volume

(Q) and roadway capacityy.

- Users’ characteristics: Users traveling in a highwatwork are not homogeneous

with respect to their value of time. In order &daullate congestion costs, an average
value of time YOT) ($/h) was employed by Ozbay al.[24]. $7.6 per hour, which

is the 40% of the average hourly pre-tax wageirat¢J, was employed as the value

of time.

They used the Bureau of Public Roads travel tinmetion was used to calculate time

loss. Thus, total cost of congestion between arg®D pair can be calculated by the

time loss of one driver along the route, multiplieg total traffic volume and the

average value of time. Congestion cost formulaison

ij i

4
Z Q \%‘[u 0.15(%} JVOT

where,

ij : points of link,i, j e A

A link set

Q; : traffic flow on link connecting pointisandj (vehicles/hour)

d; : length of link (;j) (mile)

Cj : capacity of link ij) (vehicles/hour)

VOT: average value of time (dollars/hour)

Vo, : free flow speed on link,{) (miles/hour)

(3.3)



49

C) Agency Costs

Agency costs refer to the expenditures incurredhayfacility owner and operator in
providing the transportation service [2]. Agencystsohave two dimensionsapacity
and durability. Capacity is needed to accommodate vehicle flathout excessive
congestion and is typically increased by addingesan Durability -or long-term
pavement serviceability- is needed to accommodateraulative flow of heavy vehicles
without their imposing excessive pavement damagkthe concomitant costs to both
public agencies and highway users. Durabilityyigidally enhanced by increasing
pavement thickness.

Agency costs include both capital cost and nontahmiost. The capital cost is a
periodic cost and includes land acquisition andstroiction costs and rehabilitation
costs. The non-capital cost is an annual cost [28]

e Capital Costs

The capital cost of a roadway facility includssnstructionandperiodic reconstruction

cost. All long-term expenditures to construct ailfigc such as, roadway design,
construction material, labor and administrationtcaght of way cost, excavation and
drainage cost, interest for capital over the lifeti of the facility are included in

constructioncost.
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We tried to launch from the study prepared by Caalgler Systematics, Inc. with The
Urban Institute Sydec, Inc. for Federal Transit Awistration U.S. Department of
Transportation [29]. They grouped constructiontcos two, right of way and
construction of lanes, and made a formulation dépgnon lane numberd.) and path
length (M) for three different roadway types. Generalizexhiulation can be written as

follows:

C o, ML (3.4)

cons — Y

where,
oi . unit cost of constructing of roadway type
M : roadway length (miles)

L : number of lanes

At the beginning of a network, land is already beeoupied, roads and intersections is
already been constructed, so this impact is constarhis formulation depends on
roadway length and number of lanes and they battanstant not variables. Thus, we

do not include construction cost in our model.

Reconstruction (rehabilitationgost is a periodic improvement cost and usuallgedo
every 25 years. For reconstruction cost functwa, tried to launch from FHWA's

Highway Statistics 2001 study [30]. Report progideprovement costs per lane-mile.
FHWA gathers data from several states in the U&construction cost parameter is

given as 18537 dollars per lane-mile. The germzdlfunction is as follows:

C oM L (3.5)

recons —

where,
o : reconstructing cost of one mile roadway
M : roadway length (miles)

L : number of lanes
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Even though road defection could be related tditrdiiow, there are more dominant
effects creating rehabilitation need, such as, itler§ heavy vehicles passing, rain,
snow, salting, and ect. It is difficult to gendézalthese effects and use commonly as
they show severity from road to road. On the oth@&nd, as we only include cost
functions accepting traffic flow as variables, wertbt use this function in our model.

e Non-capital Costs

Non-capital expenditures include routine mainteearadministration, safety and debt
service costs. The most expensive category amongapital expenditures is routine
maintenance and operations. It includes regulaemrditures required to keep a
roadway in usable condition (e.g., patching repgeement marking, snow and ice

removing, signals ect.) Non-capital cost is an ahgost [28].

For maintenance cost function, we again tried toebie from FHWA'’s records [30].
They lay before us resurfacing cost parameteris, likely to maintenance cost. This

unit cost is 12285 dollars per lane-mile. Gentyah of the function is as follows:

C.=0ML (3.6)

main

where,
6 : maintenance cost for one mile roadway
M : roadway length (miles)

L : number of lanes

This function is depending on roadway length andniper of lanes. As these are

constant, we do no need to include this functioounmodel.
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3.2.2 External Costs

Costs which are also felt outside study area, duaind after analysis period, and by
community beside users and agency, are externalcuflating external costs of a
transportation system is difficult because of utaiaty of area affected and time impact

outlasts.

A) Air Pollution Cost

An air pollutant is a gas, liquid droplet or sopdrticle which, if dispersed in the air
with sufficient concentration, poses a hazard ¢oafl fauna, property and climate. Air
pollution is a visible environmental side effecttadnsportation, has become a public
health concern for millions of urban residents waitle. Transportation vehicles
typically emit carbon monoxide, nitrogen oxides,afinparticulate matter, and other
toxic substances that can cause health problems wih@led. Air pollution also has
adverse effects on forests, lakes and rivers. cbimgribution of transportation vehicle
use to global warming remains a cause for muchemonas anthropogenic impacts on

the upper atmosphere become increasingly evident.

Transportation or “mobile” sources of air pollutjgmarticularly motor vehicles, are a

primary source of local carbon monoxide problemd are considered the main cause

of excess regional photochemical oxidant concantiat

Factors affecting pollutant emissions from motdnigkes are [2]:

(a) Travel-related factors: Travel-related factors unl@ vehicle engine operating
modes, speeds, and accelerations and decelerations.

(b) Facility-related factors: Certain facility designsan encourage transportation
vehicles to operate at low emitting speeds or modes

(c) Driver-related factors: Driver behavior varies sfgantly by person and by traffic
condition and can influence emission rates. Foangle, aggressive drivers
typically exert more frequent and severe accelematiand decelerations than do

their less aggressive counterparts.



53

(d) Vehicle-related and other factors: Vehicle emissiare influenced by vehicle age,
mileage, condition, weight, size, and engine power.

(e) Environmental factors: At low temperatures, moreetiis required to warm up the
engine and the emission control system, thus iscrgathe level of cold-start

emissions.

Air pollution is a typical example of externalityThose who generate air pollution
usually do not bear the full cost of the proble@n the other hand, those who reduce

air pollution do not receive the full benefit okthair pollution reduction.

To obtain air pollution cost function, we applidtetarticle of Jiefeng Qirgt.al [28],
titled as “Development of a Full Cost Model-Modet£osThey claim that there are two
ways to estimate the damage caused by air poltubore way establishes air pollution
standards at an optimal level and requires theif@slto meet those standards, the other
way charges the polluter a pollution fee at theelef the difference between the social
marginal damage and the private marginal damagairopollution. They used the
latter, damage cost method to estimate the doldmevof damages caused by air
pollution. The method involves three steps: (Bntification of emission sources; (2)
estimation of emissions; and (3) calculation of etany values of each pollutant.

These three steps are discussed below.

e |dentification of Emissions Sources

Air pollution, commonly referred to as “smog” isetltontamination of the ambient air
by chemical compounds or particulated solids iroacentration that adversely affects
living organisms. The main air pollutants includarbon monoxides (CO),
hydrocarbons (HC), nitrogen oxides (NQOsulfur oxides (SQ, soot-like particulates
(PM), and carbon dioxides (G Vehicles generate a significant portion of the
emissions in urban areas. These emissions caraeaoyding to the type of engine, the
mode of operation, the fuel consumption, ect.  @@d PM emissions are mainly
generated by stationary sources, and are excludesln study. C@ which is the
primary cause of global warming, will be considerednother section.
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Carbon monoxide (CO) is formed in the combustiowcpss as a result of the
incomplete burning of fuel; it is always presentsmall quantities in the exhaust
regardless of the air/fuel ratio. The greater propn of fuel there is in the air/fuel
mixture, the more CO is produced. This implied thaing idling and decelerating, the
CO concentration is very high. It decreases durngeleration and high-speed

cruising.

Hydrocarbon is incompletely burned or evaporatedoljae or solvents. Its
concentration is high during idling and decelematias opposed to concentrations
associated with cruising and acceleration.

Nitrogen oxide is a product of the burning of sthrieh fossil fuel, which is formed
during the combustion process. It increases wédikpcombustion temperature. In the
other word, a higher level of NOs produced during acceleration and high-speed

cruising; lower concentrations exist during decaien and idling.

e Estimation of Emissions

To estimate emission amount, Jiefeng Qin and therst[28] were thinking to make a
formula based on engine speed and throttle speéchvdefine the power in engine.
But in most cases, variables such as engine spektheottle opening are not available.
Thus, they tried to make a formula calculating emis amount as a function of vehicle

speed, as follows:

m =2+ BV + BV (3.7)

where,
my, : emission rate of pollutant p (CO, HC or JO
v : vehicle speed

n : vehicle acceleration rate

B . coefficients
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The first term on the right side of the equatioptages the emission rate during the idle
and deceleration period. The second term deals thié emission rate during the
vehicle cruising period, which is consistent witke tfact that the drag force on the
vehicle cruising at a speeds proportional to the square of the speédbecause of the
aerodynamic force. The last term is the emissaia during the acceleration period.
There is a strong correlation between the prodtiecoeleration and the speed and the
vehicle’s accelerating emissions. The productcotkeration and speed is equivalent to
power per unit mass. Therefore, the power expebgievehicle during acceleration is
proportional to the product of acceleration ratel apeed. As power demand engine
capacity, vehicles tend to burn fuel less effidgntesulting in high emission rates.
Acceleration rates drop slowly when vehicle speelbw. However, they drop sharply
after the speed exceeds 40 mph. Based on thisvalisa, it is reasonable to assume

that vehicle accelerating rates are a functiorpets in the form of:

n= P+ PV (3.8)

Hence, equation (3.7) can be rewritten as

m =% v v v2
P +a,V+a,V”o +a, (3.9)

where,
m, : emission rate of pollutant p (CO, HC, N§@grams/mile)
v : vehicle speed (miles/hour)

o; : coefficients

They found relations between vehicle speed and stomisrates and grouped the
relations according to four vehicle classes, namébht duty gasoline vehicles
(LDGV), representing al passenger automobiles;tdthity gasoline trucks (LDGT),
which represent pick-ups and minivans; heavy-datyogne vehicles (HDGV), which
represent most 2-axle single-unit trucks; and hehty diesel trucks (HDDV), which
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represent the remaining trucks and buses. In ocablgm, because of we care only

passenger car, we took the light duty gasolinecles$iformula.

M, = 28:29463 566522+ 0.280275v 0.067588V° +0.004486¢ o 0)
\Y
My, = 25707805 7 150332+ 3.093110v 0.8861219° +0.067083¢ 1)
\Y
| 3.12
_ 2176306 453768+ 0.162195v 0.045865¢°+0.0034369 2

NO,

e Monetary Values of Pollutants

Jiefeng Qin and the others [28] applied severalt gasdies calculating monetary
emission damage values of pollutants. They beadfibf the estimates based on
stationary sources, because they could not fitddydasing on mobile sources. Table

3.4 summarizes the damage-based cost estimations eh s&wudies undertaken in

different areas in the U.S.

Table 3.4 Damage values of pollutants ($/kg), 188ikars

Area Study HC co NO, S0, PM
Atlanta Wang 2.433 N/A 4.90 3.078 5.850
Baltimore Wang 2.501 N/A 5.01 2.964 5.114
Boston Ottinger N/A N/A 2.04 5.069 2.964
California Small 0.302 0.019 1.00 1.230 0.586
Chicago Wang 3.055 N/A 6.09 4.073 12.256
Denver Wang 1.527 N/A 3.21 2.636 3.836
Houston Wang 4.005 N/A 7.80 3.293 5.872
lowa Hauggard 0.367 0.028 1.20 1.482 1.358
LasVegas NERA N/A N/A 0.24 0.326 1.543
Los Angeles CEC 7.820 0.003 16.39 8.401 53.880
Massachusetts MDPU N/A 0.090 8.10 1.867 4.990
Milwaukee Wang 2.184 N/A 4.40 2.501 3.349
New Orleans Wang 2.161 N/A 4.39 2.796 4.073
New York Ottinger N/A N/A 2.04 5.069 2.964
Philadelphia Wang 3.406 N/A 6.72 3.779 9.459
Sacramento CEC 4.672 0.001 6.89 1.697 2.464
San Diego CEC 0.111 0.001 6.29 3.028 16.098
S.F.Area CEC 0.102 0.001 8.42 3.940 27.605
S.J.Valley Wang 2.534 N/A 5.08 3.953 7.411
Washington, D.C.| Wang 2.772 N/A 5.44 3.474 7.083
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Small's study [31] is based on damage costs totlnemhd materials. The costs
associated with mortality are based on lost earasg result of death. Small omits the
pollutant costs for damage to agriculture. Hisuanrgnt is that the estimates of

agriculture damage costs are so small that incguthem is unwarranted.

Haugard [32] bases his estimates of pollutant d@ncagts on damage to human health,
material and vegetation. Damage costs to humalthha@ based on medical bills and

lost earning as a result of mortality and morbiditipamage costs to vegetation are
based on a study of 77 crops, as well as on shiade &nd other ornamental trees and
shrubbery.

The purpose of Ottinger’'s study [33] was to devetopollutant cost index could be
used for electric utilities in estimating the sdc@osts of producing electricity.
Damages which are based on impacts to health, mlateregetation and visibility were

estimated individually for each pollutant.

As in Ottinger’s study, the Massachusetts DepartroéiRublic Utilities (MDPU) [34]
estimated the damage cost of each pollutant segharathe estimates tend to be among

the highest developed values.

The California Energy Commission (CEC) [35], estiethemission values of power
plants in order to justify its decision on poweam sittings in 1992. The estimated
values of are based on the Air Quality Valuationddo (AQVM), which includes
emission estimation, air quality simulation, estilmia of the physical effects of air
pollution and a valuation of air pollution effectfhe damage estimates include impacts
on human mortality and morbidity, visibility, visuaesthetic effects, material effect,

forest-related aesthetic damages and agricultéfiedts.

A study complete by the National Economic Rese#ssociates (NERA) [36] for the
Nevada Power Company estimated damage values ditgabk, corresponding to

southern Nevada. The study included the air polueffects of human mortality and
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morbidity, visibility, material and agricultural deges and acid damages to

ecosystems.

The study by Wang [37] uses the emission valuemastd in previous original studies
(i.e., the ECE study of California air basins, @gton’s Study in Massachusetts and
New York, ect.) to establish regression relatiopshhetween emission values and air
pollutant concentration in the atmosphere and tptdlution. With the established
regression relationships and the data on air @ollutoncentrations and population is
seventeen U.S. metropolitan areas obtained fEmaironmental Protection Agency
(EPA), they estimated emission values for thesasare

By using damage values for CO, HC, N@ Table 3.4, Jiefeng Qin and others [28]

write annual pollution cost formula as follows:

Ay () =Y. (VMTi ) (sm, (v Dj (3.13)

where,

p : a pollutant

I : ith period

yp - damage value for pollutant p (dollars/gram)

VMT; : annual auto or truck vehicle mile travelled oa torridor(s) during ith period
mp(vi) : emission rate of pollutant p (CO, HC, N@grams/mile)

v; : speed in ith period
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With some arrangements, our air pollution funcitam be written as follows:

Cair = ZQij d; Zmep(Vij) (3.14)
I p

where,

ij : points of link,i, j € A

A link set

Q : traffic volume on link ijj) (vehicles/day)
d; : length of link (,j) (miles)

vij : vehicle speed on link,{) (miles/hour)

p : a pollutant

7p - damage value for pollutapt (dollars/gram)

m, : emission rate of pollutapt (gram/mile-vehicle)

We calculate pollution only in pick hours, thusnotion is not going to be in our
formula. We change/MT parameter withQ;*d; multiplication because we try to
calculate air pollution cost on link basis. Wenstormv parameter on link basis as
well. We decided to include Sacremento State’dupmit damage values in our
formula, 0.004672 for HC, 0.000001 for CO, 0.006&9NO.

B) Accident Cost

In the period 1992-2002, approximately 40000 to OfbQatalities per year were

experienced on the U.S. transportation systemthi®f 90 to 95% was highway-related.

For people under 65 years of age, the Center fageddie Control has raked
transportation accidents as the third-leading cads#geath in the United States (after
cancer and heart disease) each year from 1991 @0.20The economic cost of
transportation crashes, which is borne by indivisiuansurance companies and
government, consists of loss of market productiahd workplace costs. Intangible
costs include pain and suffering, and loss of lifde costs of crashes can be very high.
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For instance, motor vehicle crashes in the UnitideS cost an estimated $230 billion
in 2000, representing approximately $820 per pemor2% of the gross domestic

product.

Factors affecting transportation crashes can lesiflad as environmental, engineering,

policy, driver characteristics, vehicle or moderelageristics and enforcement factors.

Procedural framework for safety evaluation essbyt@mprises the product of two
elements: change iorash frequencyafter the proposed transportation invention, and
unit crash monetary costs Crash frequency or its reduction can be estithatgng
crash relationships (rates, equations), developed hational data or preferably, recent

local data [2].

We launched accident cost function from two stydie®e of them belongs to Ozbagy,

al. [24], the other belongs to Ozbay, Yanmaz-Tuzel, Madda, Bartin, and
Berechman [38]. They both used New Jersey’s detiacir evaluations.

Ozbayet al. [24] used New Jersey data containing a detail@idant summary for
1995, including the pedestrians affected, groupgdnbident types and by county in
New Jersey. They decided to find the accident weoge rate (number of accidents
over time) and the unit cost of an accident in otdeestimate the cost of accidents over
a given period of time. If a function could be dmped to estimate the number of
accidents occurring over a period of time, accidavdts could also be measured by
multiplying the number of accidents by their undgst values. Clearly, costs vary,
accident by accident. However, similar accidemigehcosts that fall more or less in the

same range. Thus, they classified accidents &dl) 2) injury, or 3) property damage.

Ozbayet al. [24] believed, various geometric design featurea coadway affects the
possibility of an accident, such as number of lahesizontal and vertical alignment,
super-elevation, sight obstructions, and so forttowever, it was not an easy task to
include every variable in the accident occurrerate function. Thus, they correlated
the accident occurrence rate with highway functidyae, average traffic volume, and

the length of the highway. For this purpose, tlagssified highways as three
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categories according to their functional propertie$hese are interstate, freeway-
expressway, and arterial-collector-local. They wrtite generalized form of the total

accident cost function as follows:

Coe = i(cf P, +C,P, +C,P,) (3.15)
i=1
where,
Cacc : total accident cost per year (dollars/year)
Cs : unit cost of a fatal accident per crash (dollars)
Cq @ unit cost of a property damage accident per ctdshars)
Ch @ unit cost of an injury accident per crash (da)ar
pri - number of fatal accidents per year for highwayety
pri . number of personal injury accidents per yeahighway type
Pqi . number of property damage accidents per yedrighway typsd.
They tookC;, G,, andCy4 values from Miller and Moffef39]. These values cover both

direct and indirect costs caused by an incident.

In order to utilize the equation (3.15), Ozbetly al. [24] developedpr, pni, and pq;
functions using the available accident data. Astioeed above, the number of
accidents is assumed to be correlated with roaderayth (M), as a measure of network
properties, and average traffic volun@),(as an output measure. The general form of
the accident occurrence rate (the number of actsdmrer a given time period) function

is given as follows in their article:

p=a, M %2 Q% (3.16)

where,

a1, 02, 03 . estimated coefficients
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Ozbayet al. [24] run nine regression analyses to estimatedaotioccurance rate as a
function of average traffic volume and the roaduexrygth for each highway category.
Hence, they obtained nine different functions. e®ewf them were statistically

significant but two of them were not.

Ozbay et al. [38] studied on accident occurrence rate agairh witnew accident
database consisting of a detailed accident sumiioarthe years 1991-1995 in New
Jersey. They wrote nine functions and made reigressnalysis. They changed
functions from depending on traffic volume and neagl length, to depending on
number of lanes, beside traffic volume and roadvesgth. The unit accident costs
employed in these functions were adopted from antestudy by FHWA [40].

Here in our study we are using the later functahgh are in the study of Ozbast al.
[38]:

C. - {Z (178'5Qij osadij 069 L, 043 +18359Q, 0.45dij 0.63Li_ 047 )}/365 (3.17)

j
ij

where,

Ij : points of link,i, j € A

A link set

Qj; : traffic volume on linki(j) (vehicles/day)
d; : length of link (;j) (miles)

L;j : number of lanes of link,|)

C) Noise Cost

Noise, defined as unwanted or excessive soundiasobthe most widely experienced
environmental externalities associated with trarnspion systems. Excessive noise can
adversely affect real estate value and, more iraptst, can cause general nuisance and

health problems.
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An important feature of noise pollution is that s@generated at a particular time is not
affected by previous activity, nor does it affaatuire activities; unlike other pollutants,
noise leaves no residual effects that are evideottitss unpleasantness. For this reason,

there may be a tendency to overlook or to undenaséi the problem of noise pollution.

Noise is described more completely when combineti descriptions of loudness and
frequency. Loudness can be defined as, noisesityeor it is related to the pressure
fluctuations amplitude transmitted through the aifrequency can be defined as a
change in the rate of pressure fluctuations in almemeasured in terms of pressure

changes per second.

A collision between two vehicles is typically loudut it lasts only a fraction of a
second. At the other extreme, noise due to coatiauraffic operation may not be
intense, but it is continual. Variations of traffioise with time is considered important
for assessing such noise and some effective désripf the temporal variation of
sound have been developed as follows: maximum stawed, L,,,(t); statistical sound
levels,L(t); equivalent sound levele(t); and day/night level,qy(t). But one of them,
Leq has become the metric of choise and is being usetbst of noise functionsLeq
means the equivalent sound level, is a steady stated level that contains the same

amount of acoustic energy as a time-varying soawdllin a given time period [2].

Factors affecting noise propagation can be saifi)asature of source, distance and
ground effects, and (ii) effect of noise barrierénd generally in whole formulas

created to calculate noise level or noise impéeise factors are included as variables.

When we were investigating past studies to undedsteoise impact, we realized it is
studied in two categoriesesidential depreciatiorand community health Residential

depreciation impact could be evaluated easily, bfuraction agreed on generally.
Nevertheless, community health impact could noeba&luated as numerical, and also
all studies in this field are spatial and could betgeneralized. So we only write a

formula for residential depreciation impact. Td puo our model, we used noise cost
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function in study of Ozbagt al.[24]. Their function is calculating the depreaatiin

the value of residential units.

While there are other factors that cause depreaat housing values;losenesss
most often utilized as the major variable explanthe effect of noise externality.
Thus, they created a function based on closenets faThey claim, the closer a house
is to a highway, the higher social costs are. énegal it is accepted that a sound
becomes annoying after 50 dB(A) (A-weighted deapelAny sound level above this
limit definitely imposes a cost on society. Theinction assumes this value as lower
limit. They use the Noise Depreciation Sensitivitgex (NDSI) as given in Nelson’s
study [41]. NDSI is defined as the ratio of thegemtage reduction in the house value
and the change in the noise level. Nelson suggesstue of 0.40% for the NDSI. The
house value depreciation function is formed a®¥ad!:

ND = N (Leg — Lynax JDW, (3.18)

avg

L., =10l0g(Q)—10log(r )+ 20log(v)+ 20 (3.19)

where,

ND : depreciation due to noise (dollars)

Leq: equivalent sound level (dB(A)) (This functionasly valid for the vehicle flows
above 1,000 vehicles/hour.)

Q : traffic flow (vehicles/hour)

r : distance to the highway (feet)

v : average speed of the traffic (miles per hour)

Nh : number of houses affected (number of houses plker sguare) (calculated by
multiplying the average residential densig, number of houses per misguare)
around a highway by the distance to that highwayert ¢) and the length of the
relevant highway section in miled)( The multiplication by 2 is used to calculate the

number of housing units on each side of the way.)
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N, = 2(RD)r d

where,

Lmax: Mmaximum acceptable noise level

(3.20)

D : percentage discount in value per an increaseei@mbient noise level (0.4%)

Wayg : average house value (dollars)

Based on equations (3.18), (3.19), (3.20), theenoast function can be developed as

follows:

) S 'RD i+t
Crose =| 22 | (Lo ~Las)DWa g | [0+1)" - 1]365

11=Imin

L., =10log(Q, )-10log(r, )+ 20logly, )+ 20

where,

ij : points of link,i, j e A

A link set

Q; : traffic volume on linki(j) (vehicles/day)
Leq: €quivalent sound level (dB(A))

rij : distance to linki(j) (feet)

vj : vehicle speed on link,) (miles/hour)

RD : number of houses per mile square

d; : length of link (;j) (miles)

Lmax: Maximum acceptable noise level (dB(A))
D : percentage discount in value per an increasigeimmbient noise level
Wayg : average house value (dollars)

N : average lifetime of a house (years)

(3.21)

(3.22)
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Minimum distance to highway 4in) is assumed to be 50 feet in our stutlyy.xis taken
as 50 dB(A). For the average house valg,4), we launched the values given in the
study of Ozbayet al.[24] again, we take the “median hausing value (@28$)”. For
residential densityRD), we launched from the study of Richardson, Brudod Roddis
[42]. We use the Brisbane city’'s data, 723 hous#ssquare.

Cost function defines noise cost around a one-loilg roadway segment over so many
years. Thus, we multiply cost function witl to obtain noise cost for whole roadway.
We assume average lifetime of a houdgi$ 50 years, depreciate the function over 50
years and obtained a daily cost dividing by 365.

Representing maximum distance to highwayax is calculated by equatingeq
(equation (3.19)) to 50 dB(A), where the traffiaseis above dB(A).

In equation forLe,, We change traffic flowQ) parameter witlQ); referring the flow on
ij, speed for traffior with v;; referring speed on link, distance to highway parameter

with rj; referring distance to link.

D) Land Use Costs

Land use impacts of transportation have two magotairs to consider. The first factor
concerns how specific policies and planning deosiaffect land use, including both
direct and indirect land use impacts. Direct impagvolve the land used for transport
facilities, such as paths, roads, parking and teaiai Indirect impacts involve changes
in the type, density, design and location of depeilent. These impacts vary by mode
since automobile transport requires more spacedtiar modes for travel and parking,
and tends to encourage more dispersed land uszrnsatt

The second factor concerns the economic, socialeandonmental impacts of these
different land use patterns. Increased pavemeit ore dispersed land use
development patterns impose various economic, Isacid environmental costs on

society that are often not recognized in convemtitdransportation planning [43].
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We launched from Victoria Transport Policy Instist Transportation Cost and Benefit
Analysis Il, Land Use Impacts study [43] and Roagwand Value study [44] for all

cost types.

e Direct Land Use Impact Cost

This impact refers the value of land devoted talsoand how this cost can be allocated
to road users. Most roads have two to four laeash 10-14 feet wide, plus shoulders,
sidewalks, drainage ditches and landscaping aRemd rights-of-way (the land that is
legally devoted to the road) usually range fromt@4100 feet wide. Most roads in
developed countries are paved. In high densitaurreas road pavement often fills
the entire right-of-way, but in other areas thereften an unpaved shoulder area. The
amount of land devoted to roads is affected by:

- projected vehicle traffic demand (which determine number of traffic lanes)

- road design standards (which determine lane anddéowidths)

- on street parking practices (which determine thalmer of parking lanes)

- additional design features, such as shoulderswsiéts, ditches and landscaping

Roadway land value (direct land use impact) isroftensidered a sunk cost, except
where land acquisition costs are incorporated iogmlway user fees. However, there is
considerable agreement among economists that ssgtsashould be valued as they

would be in a competitive market, that is, at tlegirrent replacement cost.

At a minimum, value of land devoted roads is thtueaf urban periphery land. It
bases on the assumption that, each acre usedafts represents one less acre available
for other purposes for urban. And especially ibamr areas, land of more developed

cities values a bit more.

Direct land use costs are based on vehicle usecfwtreates demand for roads) and
varies depending on location, with higher land reaigkalues in urban areas, and higher

non-market values in areas with high environmentath [44].
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In the “Transportation Cost and Benefit Analysis-IRoadway Land Value” study of
Victoria Transport Policy Institute [44], directnid use costs are given for several
vehicle types in several time periods. They lagdckhe studies of Delucchi [45],
KPMG, [46] and Douglass Lee [47]. They wrote anatation based on vehicle mile
travelled. We use average car-urban peak costmedea and write the formulation as

follows:

Clarea = 2 2. 2.0.034x° d,° (3.23)
r s k

where,
r : origin zoner e R
s: destination zonese S

k : path between origin zomeo destination zong ke K,

R : origin zones set
S: destination zones set

Krs : path set

X. : number of total trips fromto s assigned to patk

d;’> : length of pattk between origin zoneto destination zong

e Indirect Land Use Impact, Sprawl Cost

Incremental increases in the amount of land devtdewads create a more dispersed,
automobile dependent land use pattern, known asvéprSprawl tends to increase a
number of costs to society, including public seevitosts, transportation costs and

environmental impacts.

Actually there is an argument about treating sprasvh land use issue, not a transport
issue. Transportation decisions affect land uskiems the two issues cannot be
separated. However, without constructing roadwagssportation mode or automobile

dependency can’t cause sprawl, we believe spraavlasd use cost.
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Benefits of sprawl are mostly private (internaQn the other hand, costs of sprawl are
more clear and external. The economically optitea&l of sprawl consists of what

consumers would choose in an efficient market.

Costs resulting from sprawl can be defined as daind use costs. Sprawl has extra
land use costs as socially, environmentally andhaésly. Beside these extra costs,
sprawl causes increased public service costs ardnasmsportation costs.

There is no study about monetizing extra social @amdronmental impact of sprawl, so
we do not include these extra costs when we fomnetians of social, environmental
and aesthetic costs of land use. Nevertheless nte wost functions for incremental

public service and transportation costs below.

Increased public service costs resulting from spr&prawl tends to increase the costs
of public services such as policing and emergeaspanse, school busing, roads, water
and sewage. The relationship between land userpatand public service costs are
shown in Figure 3.1.

$£100,000 +
—— capfrog, 10mile

. Contiguous, 10 mile
Municipial = | capfrog, 5 mile /

; = = Contiguous, 5 mile

$75,000 4 :

Capltal ' m m | eapfrog, O mile
Costs per - — - Contiguous, 0 mile /4
Housing
Unit $50,000

$25,000

S0 t t t t i
30 15 12 10 5 3 1 025

Dwelling Units per Acre
Figure 3.1 Relationship petween 1ana use pataragablic service costs

Some costs increase at very high densities duerigestion and high land costs, and
decrease in rural areas where governments prowse dervices. But, sprawl

encourages new residents with higher expectatiomadve to exurban areas, so local
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governments face pressure to provide urban servicésnv-density sites despite high

unit costs.

Total costs of sprawl are probably greater whenroengial development costs are also
included:

“Because the home and the workplace are entirgdgrated from each other, often by a
long auto trip, suburban living has grown to meawcomplete, well-serviced, self-

contained residential or bedroom community and mpete, well-serviced place of

work such as an office park. In a sense we arklibgi two communities where we

used to have one, known as a town or city. Tworoamnities cost more than one; there
is not only the duplication of infrastructure bus@of services, institutions and retail,

not to mention parking and garaging large numbécars in both places.”
We launch from the land use value study of Victdnmansportation Policy Institute [43]

again to monetize increased public cost resultmghftransportation land use policy.
They used the outputs of Robert Smythe’s study, [@8khown in Table 3.5.

Table 3.5 Household annual municipal costs by exgidl densities

Costs Rural sprawl | Rural Cluster | Medium density | High density
Units/Acre 1:5 1:1 2.67:1 45:1
Schools 4526 4478 3252 3204
Roads 154 77 53 36
Utilities 992 497 364 336

Totals 5672 5052 3669 3576
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They assumed that sprawl induces 50% of householdsoose one step lower density
in Table 3.5 Half the average incremental annuahinipal cost increased ([($5,672-
$5,052)+ ($5,052-$3,669)+($3,669-$3,576)] x 0.535@), divided by 15,100 annual
vehicle miles per household [49], indicated thiteexal cost averages $0.023 per mile,
or about $0.03 in 2007 dollars. In our study, wsuane cost as 3¢ per vehicle mile and

write increased public cost function as follows:

Co pubic = zzz 003x,° d,’ (3.24)
r s k

where,
r . origin zone,r € R
s: destination zonese S

k : path between origin zomeo destination zong k € K,

R: origin zones set
S: destination zones set
Ks : path set

X number of total trips fromto s assigned to patk

d;’ : length of pattk between origin zoneto destination zong

Increased transportation costs / reduced accessltiag from sprawl:Sprawl creates
less accessible land use patterns, which increassslity requirements to reach
common destinations, and reduces transportatiororgpt This increases per capita
vehicle ownership and use, increasing total trartapon costs [43].

Sprawl induces these impacts more. Sprawl causes:

- more, bigger and longer roads not suitable for mgllor cycling,

- changing of social, commercial centers that poopjeecould not reach easily,

- more vehicle hours and spending more money forédtmlds living in low-density
suburbs

- few transportation mode choices comparable houdsholtraditional cities/towns
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We launch from Victoria Transportation Policy Inste’s study [43] to monetize this

group of cost. They explained few studies hadngited to quantify increased

transportation cost of sprawled land use. Theyamnadcorrelation between density
values and vehicle ownership and operating cosig) ukata from some studies done on
their own and by other researchers.

They assumed sprawl causes 50% of households tzseha residence one step lower
density in Table 3.5, averaged three incrementakases in vehicle costs and divided
by two. By dividing by 15,100 average annual milbey reached a cost averaged as
12¢ per vehicle mile. We can write cost functierf@lows:

Cluans = 2,2, 2, 012x°d (3.25)
r s k

where,
r :origin zoner e R
s: destination zonese S

k : path between origin zomeo destination zong k € K,

R : origin zones set
S: destination zones set

Ks : path set

X. : number of total trips from to s assigned to patk

d;’> : length of pattk between origin zoneto destination zong

e Environmental Degradation Impact of Land Use

Roads degrade environmental amenities and agraljpuoduction directly by paving
and clearing land, indirectly by encouraging insexh development, sprawl and other
disturbances, by severing and fragmenting hakatad, by introducing new species that
compete with native plants and animals. Sprawkdeto increase air pollution

emissions compared with less automobile orienteshneonities. If just 5% of a
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watershed is covered with impervious surfaces, sssctoads and parking facilities, the
water quality of streams is seriously degradedveBasurfaces have a “heat island”
effect (increased local temperatures) which in@sagban temperatures by 2-8° F in

sunny conditions, increasing energy demand, smddiaman discomfort [43].

Banzhaf and Jawahar identify the following benefitsm preserving undeveloped
urban fringe lands [50]:

. Protecting groundwater.

. Protecting wildlife habitat.

. Preserving natural places.

. Providing local food.

. Keeping farming as a way of life.

. Preserving rural character.

. Preserving scenic quality.

. Slowing development.

© 00 N O O b~ W N P

. Providing public access.

Ecological damage from roads and traffic is weltwimented. Many studies could be

easily reached in literature.

W. Roley states [51]:

“The net effect on wildlife of automobile-dependemban sprawl is the fragmentation
of habitat and the isolation of these fragments it wildlife populations from one
another. The gravest threat to the survival ofdli¥é in developed areas around the
world is the reduction of both habitat and mobibifywildlife. The automobile, in other
words, has become the greatest predator of wiltllife

Roads cause various types of ecological damagdicylarly when introduced to
wilderness or semi-wilderness areas. These imgacid to be complementary and
cumulative; although individually they may be mimmed through mitigation efforts,

their overall effects are still significant. Rogat®duce the following impacts [43]:
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- Roadkills Animals killed directly by motor vehicles. Theukiane Society and
Urban Wildlife Research Center estimate that mbaa tL million large animals are
killed annually on U.S. highways. Road kills arenajor cause of death for many
large mammals including several threatened spedRemdkills increase with traffic
speeds and volumes.

- Road Aversion and other Behavioral ModificatipR®ads affect animals’ behavior
and movement patterns. For example, black beamaotacross highways with
guardrails. Some species, on the other hand, be@mrustomed to roads, and are
therefore more vulnerable to harmful interactionthwumans.

- Population Fragmentation and IsolatioBy forming a barrier to species movement,
roads prevent interaction and cross breeding betywepulation groups of the same
species. This reduces population health and gewietbility.

- Exotic Species IntroductiofiRoads spread exotic species of plants and anifnais t
compete with native species. Some introduced pl#dmive in disturbed habitats
along new roads, and spread into native habitatevedting this spreading is
expensive.

- Pollution: Road construction and use introduce noise, ait water pollutants.
(This cost is separately included in our study)

- Habitat ImpactsRoads displace and disrupt habitat.

- Impacts on Hydrology and Aquatic HabitatRoad construction changes water
quality and water quantity, stream channels, anoumplwater. (This cost is
separately included in our study)

- Access to Human3his includes hunters, poachers, and irrespoasiisitors.

- Sprawl: Increased road accessible stimulates developmemilates demand for
urban services, which stimulates more developmésading to a cycle of

urbanization.

We launched from Land Use Impacts study of Victdmansport Policy Institute [43b
write a formulation for environmental impact of thnse. They launched the study of
Maibach,Schreyer, Sutter, Essen, Boon, Smokers, Schrotelh, Pawlowska, and Bal52].
They made a calculation as follows: 3.9 million esilof U.S. public roads carry about

2,300 million vehicle miles of travel, about 60000@nnual VMT per road mile, or
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about 200,000 VMT per lane mile, assuming 3 avefages per road. They formed a
function based on vehicle mile travelled. Functiodudes environmental impacts of
land devoted roadways bur not quantified the egrtmgironmental cost caused form
induced sprawl. Thus, this function formed by timstitute, does not include

environmental cost of sprawl. The cost is as fedio

CL.environmeh = z z z 003 X&Sdf (326)
r s k

where,
r . origin zoner € R
s: destination zonese S

k : path between origin zomeo destination zong k € K,

R: origin zones set
S: destination zones set
Ks : path set

X : number of total trips fromto s assigned to patk

d;> : length of pattk between origin zoneto destination zong

e Aesthetic Degradation and Loss of Cultural Sites Impact of Land Use

Roads and parking facilities, vehicle traffic, dod-density development often degrade
landscape beauty in various ways. An automobilented urban area is inherently ugly
because retail businesses must “shout” at passaigrists with raucous signs, because
so much of the land must be used for automobil&ipgy and because the settlement
pattern has no clear form.

The value of attractive and healthy landscapesdicated by their importance in

attracting tourism and increasing adjacent propediues. Car traffic and roadway

expansion is a threat to the cultural heritage tanuist industry of Cairo, Egypt, and

probably most other historic cities. Landscapdlestie degradation can be evaluated
using surveys. Visualization techniques can be wsezlaluate the esthetic impact of
roads and traffic. Ratings generally became lagsrible as road size increases.
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Transportation aesthetic costs have rarely beenetiraul. Victoria Transportation
Institute uses only the data of Segal's study [53They thought that aesthetic
degradation from roads probably costs billions ofiafs a year in reduced property
values and other losses. They evaluated what etesttosts could be, and came to a
conclusion as this cost can be a minor cost ankechwith other minor environmental
costs such as the barrier effect, water pollutidiimney made a comparable estimate of
0.5¢ per vehicle mile. (They had quantified bara#ect and water pollution resulting

from roadways before). The cost function is akfes:

Claestoic= 2. 2. >, 0.005%°d (3.27)
r s k

where,

r . origin zone,r € R

s: destination zonese S

k : path between origin zomeo destination zong k € K,
R : origin zones set

S: destination zones set

Krs : path set

X¢ : number of total trips fromto s assigned to patk

d.’ : length of pattk between origin zoneto destination zong

e Social Impact of Land Use

Automobile-oriented transport tends to result invelepment patterns that are
suboptimal for many social goals. Wide roads aedvly traffic tend to degrade the
public realm (public spaces where people naturialigract) and in other ways reduce

community cohesion [43].

Appleyard [54] reported a negative correlation kedw vehicle traffic volumes and

measures of neighborly interactions and activities|uding number of friends and
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acquaintances residents had on their street, andrda they consider “home territory.”
He comments:

“The activities in which people engage or desireetmgage in may affect their
vulnerability to traffic impact. So many of thesetivities have been suppressed that we
sometimes forget they exist...Children wanting tayp and people talking, sitting,
strolling, jogging, cycling, gardening, or workimg home and on auto maintenance are
all vulnerable to interruption [by traffic]...Ond the most significant and discussed
aspects of street life is the amount and qualityneighboring. Its interruption or
‘severance’ has been identified as one of the pgimeeasures of transportation impact

in Britain.”

Various writers criticize the “placelessness” réaglwhen urban space is optimized for
vehicle traffic. Carlson [55] argues, “Automobbesed development has reduced
opportunities for public life and magnified the @otation of our society by
aggravating the geographical and time barriers éetwpeople with different incomes,
and by making it more difficult for those who dormtvn cars to participate in life
outside their communities”. Sprawl is associatéith weduced housing diversity, social
alienation, reduced social interaction and exadedbarban problems. Studies indicate
that respondents living in walkable neighborhoodsrevmore likely to know their

neighbors, participate politically, trust othersdae socially engaged.

Automobile oriented communities make non-driverscdtion disadvantaged” due to
their relatively poor access by other modes. Mawiaritics argue that automobile
travel, urban scrawl, and middle-class flight tdwstos contribute to racial and income
segregation, social conflict and degraded citieeng commutes increase the physical
separation between work and home, leading to retwemnsitivity concerning the

impacts of business activities on nearby commus[d8].

We have investigated so many publications, artidesl other studies to find a
monetized definition of social impact of transptda on people, but we could not find.
And we decided to launch from Victoria Transporti®olnstitute’s study [43]. They

had not found any estimates of this group of cdits,us. They thought this cost is
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probably significant in total, and comparable to/iBBnmental impact costs, so they

made an estimate of 3¢ per vehicle mile.

Clooca = 2. 2.2, 003x°d° (3.28)
r s k

where,
r : origin zoneyr € R
s: destination zonese S

k : path between origin zomeo destination zong k € K,

R : origin zones set
S: destination zones set

Krs : path set

X : number of total trips fromto s assigned to patk

d.’ : length of pattk between origin zoneto destination zong

E) Water Pollution and Hydrologic I mpact Cost

Victoria Transport Policy Institute [56] defin&8ater pollution,as harmful substances
released into surface or ground water, either threar indirectly, andHydrologic

impactas changes in surface (streams and rivers) anadwater flows.

Motor vehicles, roads and parking facilities arenajor source of water pollution and

hydrologic disruptions. These include:

- Water Pollution: Crankcase oil drips and disposal, road de-icindt)(slamage,
roadside herbicides, leaking underground storaglestaair pollution settlement;

- Hydrologic Impactsincreased impervious surfaces, concentrated rumaffeased
flooding, loss of wetlands, shoreline modificatipm®nstruction activities along

shorelines.

These impacts impose various costs including padlusurface and ground water,

contaminated drinking water, increased flooding #imod control costs, wildlife habitat
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damage, reduced fish stocks, loss of unique nafaedlres, and aesthetic losses. An
estimated 46% of US vehicles leak hazardous fluidgluding crankcase oil,
transmission, hydraulic, and brake fluid, and ae&te, as indicated by oil spots on
roads and parking lots, and rainbow sheens ofropuddles and roadside drainage
ditches. An estimated 30-40% of the 1.4 billiorlagss of lubricating oils used in
automobiles are either burned in the engine oritosirips and leaks, and another 180
million gallons are disposed of improperly onto tireund or into sewers. Runoff from
roads and parking lots has a high concentratiotoxit metals, suspended solids, and
hydrocarbons, which originate largely from autonhedi Highway runoff is toxic to

many aquatic species.

Large quantities of petroleum are released fronkdeand spills during extraction,
processing, and distribution. Road de-icing sa#tase significant environmental and
material damage. Roadside vegetation controlnmsgr source of herbicide dispersal.

Table 3.6 shows pollution measured in roadway runof

Table 3.6Pollution Levels in Road Runoff Waters (micrograpes liter)[56]

Pollutant Urban Rural Pollutant Urban Rural
Total suspended142 41 Nitrate + Nitrite 0.76 0.46
solids

Volatile suspended39 12 Total copper 0.054 0.022
solids

Total organic carbon 25 9 Total lead 0.4 0.08
Chemical Oxygen 114 49 Total zinc 0.329 0.08
Demand

Roads and parking facilities have major hydrologmpacts. They concentrate
stormwater, causing increased flooding, scouring aittation, reduce surface and
groundwater recharge which lowers dry season flamsl| create physical barriers to
fish. One survey found that 36% of 726 Washingstate highway culverts interfere
with fish passage, of which 17% were total bloclkaffe/]. Reduced flows and plant
canopy along roads can increase water temperaturasse impacts reduce wetlands
and other wildlife habitat, degrade surface wateality, and contaminate drinking

water. Hydrologic impacts can be as harmful tourat environments as toxic
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pollutants. Water pollution emissions are an exkcost, and therefore inequitable and
inefficient [56].

Victoria Transport Policy Institute’s study [56}agins, vehicle maintenance and use are
variables of Water quality impact evaluation, aadd miles and parking supply are
generally variables of Hydrologic impacts evaluatioThey claim, quantifying these
costs is challenging. It is difficult to determihew much motor vehicles and roads
contribute to water pollution problems since impaetre diffuse and cumulative.
Roadway runoff usually meets water quality stanglabdit some pollutants concentrate
in sediments or through the food chain. Even & tjuantity of pollutants originating
from roads and motor vehicles, and their environalegffects are known, the problem
of monetizing impacts such as loss of wildlife, ueed wild fish reproduction, and

contaminated groundwater is appeared.

Victoria Transport Policy Institute [56] thinks newf existing estimate incorporates all
identified impacts. They claim, WSDOT’s [58] casttimate for meeting water quality
standards for state highway runoff is notable bseail alone exceeds most other
estimates, implying that total water quality andlitofogic costs are substantial. They
do the following estimate dbtal water pollution costs from roads and motor vehicles
1. State highways account for approximately 5% @&. road miles, 10% of lane miles,
and carry about 50% of VMT. An estimated 300 moiilioff-street parking spaces
increase road surface area 30%, and 50% in urbeas.ar This indicates thatate
highway runoff impacts can be conservatively estadaat one-third ofotal roadway
impacts, so the middle value of WSDOT highway rdinoftigation cost estimates
($218) is tripled to include other roads, parkiagd residual impacts ($218 x 3 = $655
million), and scaled to the U.S. road system ($65®) for total annual national runoff
costs of $33 billion.

2. Add Douglass Lee’s [59] estimate of oil spi2 (7 billion).

3. Add Murray and Ulrich’s [60] estimate road sadticosts ($6.7 billion).

This totals $42 billion per year; divided by thepapximately 3,000 billion miles driven

annually in the US gives 1.4¢ per automobile millkis estimate can be considered a
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lower-bound value because it excludes costs ofdwesirunoff impacts, shoreline
damage, leaking underground storage tanks, redgredndwater recharge and
increased flooding due to pavement. This costpiglied equally to all petroleum

powered vehicles. Although it could be argued thedes require more road surface and
consume more petroleum per mile, private vehiclaera are more likely to allow their

vehicles to drip and to dispose of used fluids mectly, so overall impacts are

considered equal. Electric cars and trolleys as#mated to cause half the water
pollution as an average automobile because theyewsgetroleum products, but still
require roads and parking. Institute [56] conctlitleeir estimations for other types of
vehicles in the same way. Table 3.7 shows thenastis of water pollution costs for all

vehicle types.

Table 3.7 Estimate-Water Pollution Costs (2007 &slper vehicle mile)

Vehicle Class Urban Peak ILDJ;:kan Off- Rural Average
Average car 0.014 0.014 0.014 0.014
Compact car 0.014 0.014 0.014 0.014
Electric car 0.007 0.007 0.007 0.007
Van / Light truck 0.014 0.014 0.0014 0.014
Rideshare passenger 0.000 0.000 0.000 0.000
Diesel bus 0.014 0.014 0.0014 0.014
Electric bus / Trolley 0.007 0.007 0.007 0.007
Motorcycle 0.014 0.014 0.0014 0.014
Bicycle 0.000 0.000 0.000 0.000
Walk 0.000 0.000 0.000 0.000
Telework 0.000 0.000 0.000 0.000




82

As we assumed all users as passenger cars inualy; sind operated the model in peak
hours, we use Urban Peak-Average car water patiutiost value ($0.014) in our

formulation.

Coaer = 2.2, 2,0.014x°d,° (3.29)
r s k

where,
r . origin zone,r € R
s: destination zonese S

k : path between origin zomeo destination zong k € K,

R: origin zones set
S: destination zones set
Ks : path set

X, : number of total trips from to s assigned to patk

d;’ : length of pattk between origin zoneto destination zong

F) Traffic Services Costs

Traffic servicesinclude policing, law enforcement, emergency resporplanning,

courts, street lighting, parking enforcement, arded training.

These services serve a wide range of users ingug@destrians and cyclists beside
motorists. These services are mostly funded thrologal general taxes. Several
studies indicate that a significant portion of nuiodl government budgets are devoted
to traffic services. The need for these servigey] therefore their costs, tend to
increase with motor vehicle traffic, since motodziavel is more dangerous and so
requires more management and emergency resporisee t&affic services are mostly

funded through general taxes, they can be conslderexternal cost [61].

We launch from Traffic Services study of Victori@ahsportation Policy Institute [61]

to write a cost function. They benefitted from el studies, when determining cost
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parameter. They estimated costs as 2¢ per mileirfman peak hours, 1.3¢ per mile
urban for off-peak, 0.7¢ per mile for Rural. Tregplied these cost equally to all motor
vehicles with some assumptions. We take averagarban peak cost value and write

our function as follows:

Cuatser. = 2 2, 2,0.020x°d® (3.30)
r s k

where,
r : origin zone,r € R
s: destination zonese S

k : path between origin zomeo destination zong k € K,

R : origin zones set
S: destination zones set
Krs : path set

X : number of total trips fromto s assigned to patk

d.’ : length of pattk between origin zoneto destination zong

G) Barrier Effect Cost

The Barrier Effect (also calledseverancg refers to delays, discomfort and lack of

access that vehicle traffic imposes on non-motdrinedes (pedestrians and cyclists).

Severanceaisually focuses on the impacts of new or wider Wigys, while the barrier

effect takes into account the impacts of vehicdfit. Roads and vehicle traffic tend to
create a barrier to pedestrian and cyclist trdmethe study of Victoria Transport Policy
Institute [150], it is said that the barrier efféstequivalent to traffic congestion costs.
They say, most traffic congestion cost estimateduebe impacts on non-motorized
travel. In addition to travel delays, they claimhicle traffic imposes crash risk and
pollution on non-motorized travelers. The baredfect reflects a degradation of the

non-motorized travel environment too. This is timply that drivers intentionally
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cause harm, but rather that such impacts are utabiei when, heavy and hard vehicles

traveling at high speed share space with vulnenatald users.

The barrier effect is an external cost, and so deiedbe inequitable and inefficient.
Since disadvantaged populations often depend lyeanihon-motorized transport, and
so bear a disproportionate share of this cosgnitl$ to be vertically inequitable. This
impact depends on [62]:

- road width

- traffic speed

- traffic volume

- quality of pedestrian facilities.

¢ Quantifying the Barrier Effect

Both the Swedish [63] and the Danish [64] roadwayestment evaluation models
incorporate methods for quantifying barrier effeots specific lengths of roadway.
Both involve two steps. First, a barrier factorcaculated based on traffic volumes,
average speed, share of trucks, number of pedestrassings, and length of roadway
under study. Second, the demand for crossing Isuleded (assuming no barrier
existed) based on residential, commercial, rearaand municipal destinations within
walking and bicycling distance of the road. Thee8ish model also adjusts the number
of anticipated trips based on whether the road & ¢ity, suburb, or rural area, and the

ages of local residents.

Russell and Hine [65] recommend that the barriéecefbe evaluated using “crossing
ratios,” which is the number of pedestrians whossra road as a portion of total
pedestrian flow along that segment. This crossati is considered inversely related
to the barrier effect, although other factors mé#goanfluence such behavior. The

barrier effect also applies to animals.
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e Estimates of Barrier Effect

We give some studies below, which have been doerstimate barrier effect.

- Research by the BC Ministry of Transportation andhiays [66] estimates that
barrier effect costs average $1,000-1,500 (Canadtdlars) per affected person per
year.

- Rintoul [67] calculates that a 5.3 kilometer stretof major highway crossing
through a medium size city imposes barrier effeddts of $2.4 million Canadian
annually, or about 83¢ per capita each day. Tigavimy carries 13,600 average
annual daily trips, so this cost averages about 8&anadian per vehicle kilometer.

- A Danish publication estimates that the barrieedffrepresents 15% of roadway
costs to be considered in benefit/cost analysial(tmsts are 50% economic [travel
time, accidents, VOC], 30% noise, 15% barrier &ff8%o air pollution) [68].

- TheBicycle Compatibility Indemcludes a number of factors to evaluate how well a
particular road accommodates cycling [69]. Incesaad width, traffic volumes,
traffic speeds, percentage large trucks, driveways] parking turnover are all
considered to reduce the mobility, safety and condbbicycle travel.

- The Swedish National Road and Transport Researstitute [70] developed a
method of calculating “encroachments costs,” thespal encroachment by a road
or a railway on an area of recreational, naturatwtural value. A typical case
occurs when a road or a railway constitutes a éxabetween a river, a lake, or a bay
and a built-up area. Four existing cases have bs&tadied where earlier
encroachments have been made in order for the mdspts to be able to fully
understand the scenario in the questionnaire, asdiexr the questions in a proper
manner. CVM (the Contingent Valuation Method) wiilmary choice is used to
determine willingness to pay (WTP) for replacing thhad or railroad with a tunnel.

- The Pedestrian Environmental Factor (PEF) indicttasease of crossing streets is
a major factor in determining the amount of walkihgt occurs in an area [71].

- Seelensminde [72] estimates that the total codtebarrier effect in Norway equals
$112 per capita annually (averaging about 1¢ péiclee mile), which is greater
than the estimated cost of noise, and almost équbk cost of air pollution.
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- A cost-benefit analyses (CBAs) of walking- and aygl facilities in three
Norwegian cities, taking account health impactsiale air-pollution and noise, and
parking costs, estimates lost benefits ranging fBord-4.33 Norwegian Kroner (46-
54¢ U.S.) for each kilometer of urban travel shiffeom non-motorized modes to
automobile as a result of the barrier effect. Thisstimated to represent a cost of
3-6¢ per car-kilometer and 18-40¢ per bus-kilomefetravel in these cities. The
report concludes:Barrier cost is a large external cost related totorized traffic.

It is therefore important to take the barrier casto account, in the same way as
other external costs, when for example the issue determine the ‘right’ level of
car taxes or to evaluate different kinds of resioics on car usé [73]

- Tate evaluates various ways to evaluate the baefiect, and proposes that this can
be measured by asking parents whether they wouldiliag to allow a child to
cross a street unaccompanied, under various rahttafic conditions. [74]

- Land Transport New Zealand [75] includes commumsigyerance values in their
Project evaluation manual and recommends evaluatiege effects based on

pedestrian and cyclist travel times.

We benefit from the “Transportation Cost and Bengéfalysis Il — Barrier Effect”
study of Victoria Transport Policy Institute [62 write a barrier effect cost function.
In this study, The Norwegian estimate of 1.5¢ pehiele mile is used to estimate
automobile and motorcycle barrier cost. Transhisles are charged 2.5¢, based on
barrier effect cost for trucks in Danish and Swhdisodels, but reduced to account for
the extra pedestrian volumes associated with bwkéh provide safety in numbers at
some road crossings. Bicycling is estimated tauirg% of an average automobile’s

barrier cost, and so on.

Although larger urban traffic volumes are balant@dome degree by higher speeds on
rural roads, greater populations cause this cobethighest in urban areas, especially
during peak periods when traffic volumes are higaesl the greatest demand exists for
pedestrian and bicycle travel. For these readhey, applied the basic cost to Urban

Off-Peak driving and which is increased 50% for afrliPeak travel and decreased 50%
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for Rural driving. Finally for several class ofhrele they formed barrier cost as in

Table 3.8.

Table 3.8 Estimate-barrier effect (2007 U.S. Dallger vehicle mile)

Vehicle Class Urban Peak | Urban Off-Peak Rural Average
Average car 0.023 0.015 0.008 0.014
Compact car 0.023 0.015 0.008 0.014
Electric car 0.023 0.015 0.008 0.014
Van / Light truck 0.023 0.015 0.008 0.014
Rideshare passengen ~ 0.000 0.000 0.000 0.000
Diesel bus 0.038 0.025 0.013 0.023
Electric bus / Trolley | 0.038 0.025 0.013 0.023
Motorcycle 0.023 0.015 0.008 0.014
Bicycle 0.001 0.001 0.000 0.001
Walk 0.000 0.000 0.000 0.000
Telework 0.000 0.000 0.000 0.000

As we assumed all users as passenger cars inualy; sind operated the model in peak

hours, we use Urban Peak-Average car cost valu8Z3pin our formulae.

where,

r : origin zone,r € R

Cpo = 2.0 >.0014x°d
r s k

s: destination zonese S

k : path between origin zomeo destination zong k € K,

R: origin zones set

S: destination zones set

K:s : path set

X. : number of total trips from to s assigned to patk

d;> : length of pattk between origin zoneto destination zong

(3.31)
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3.3MODELING SUSTAINABLE TRANSPORTATION SYSTEMS

As our problem is a multi-objective hierarchicaltiopzation problem we write our

function in the formation of bi-level programmind.he upper part seeks to minimize
the internal and external costs of transportatitre lower part simultaneously
minimizes travel times on links by creating equililon among paths of same origin and

destination.

In the upper part, we write internal and externastcseparately, as two objective
functions in accordance with multi-objective optmaiion. We want to minimize both

of them under different weights and obtain seveggiilibrium points.
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2 [ (Luy~Lyus) DW, dr/d, 1 -
Z J ™9 5280 r] )" —dses

ZZZ 0.034+ 003+ 012+ 003+ 0.005+ 003+ 0.014+ 0.020+ 0.014x;°d,®
L r s Kk

11="min

r : origin zoner € R

S: destination zonese S

k : path between origin zomeo destination zong k € K,
ij : points of link,i, j € A

R : origin zones set

S: destination zones set
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K:s : path set
A link set

A : link set subject to tollingA < A

P, : toll price of link (,])

P .. maximum toll price

P..,: minimum toll price

d; : length of link (;j) (miles)

Vo, : free flow speed (miles/hour)

Qj : traffic flow on on link {j) (vehicles/hour)

Cj; : capacity of link ij) (vehicles/hour)

0%k : 1if link (i,j) belongs to patk fromr to's, O otherwise
X. : number of total trips fromto s assigned to patk

T : number of trips originated ato destinated te

d;’ : length of pattk between origin zoneto destination zone

VOT: average value of time (dollars/hour)

p : a pollutant

yp - damage value for pollutapt (dollars/gram)
my, : emission rate of pollutapt (grams/mile)
v; : vehicle speed on linf,j) (miles/hour)

Lij : number of lanes of link,j)

Leq: €quivalent sound level (dB(A))

rj - distance to linki,j) (feet)

RD : number of houses per nfilthouses/mil®
Lmax: Maximum acceptable noise level

D : percentage discount in value per an increasigeimmbient noise level
Wayg : average house value (dollars)

N : average lifetime of a house (years)



4 SOLUTION METHODSAND APPLICATION

4.1 MULTI-OBJECTIVE OPTIMIZATION

Multi-objective optimization (also called multi-germance or vector optimization) can
be defined as the problem of finding: A vector efcidion variables which satisfies
constraints and optimizes a vector function wholegnents represent the objective
functions. These functions form a mathematicalcdeson of performance criteria
which are usually in conflict with each other. ldenthe term, “optimize” means
finding such a solution which would give the valuet all objective functions

acceptable to the designer. Formally, we can gtasefollows [76]:

Find the vectorx = [x1 : xzxn]r which will satisfy them inequality constraints

g:(x)>0 i=12,...m (4.1)
thep equality constraints

hi(x)=0 i=12,...,p (4.2)

and optimizes the vector function

F(x)=[,(x). o(x).... f(x)] (4.3)

T

where, X =%, %,,....x,]' is the vector of decision variables. In other veprade wish to

determine from among the skt of all numbers which satisfy (4.1) and (4.2) the
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particular set x;,X,,...,.x, which yields the optimum values of all the objeeti

functions.
4.1.1 Pareto Optimum

The concept oPareto optimunwas formulated by Vilfredo Pareto in the XIX cenytu
[77], and constitutes by itself the origin of resdain multi-objective optimization. We

say that a poink” € F is Pareto optimaif for every X e F either,

Aig (fi (X) =f (X* )) (4.4)

or, there is at least orie= | such that

f.(x)> f,(x) (4.5)

In words, this definition says thatis Pareto optimal if there exists no feasible vegto
which would decrease some criterion without causisgmultaneous increase in at least
one other criterion. Unfortunately, the Paretaroptn almost always gives not a single
solution, but rather a set of solutions callesh-inferior or non-dominatedsolutions
[76].
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We can illustrate Pareto optimality as shown iruFegd.1 [78]:

v2 Pareto optimal: not dominated

dominatel

Figure 4.1 One of basic principles of multi-objeetoptimization: Pareto optimality.

In single objective optimization, decision makirsgdone before search but in multi-
objective optimization decision making is done mafearch [78]. Figure 4.2 shows

Pareto optimality and decision maker’s selectiomm@agnall choices.

\ Pareto optimality:
defines set of optimal trade-offs
(all objectives equally important )

Y2

Desicion Making:
choose best compromise (based on
preference information)

Y1

Figure 4.2 Decision making in multi-objective opization.

4.1.2 Pareto Front

The minima in the Pareto sense are going to bearbundary of the design region, or
in the locus of the tangent points of the objecfiwgctions. In Figure 4.3, a bold line is
used to mark this boundary for a bi-objective peonl The region of points defined by
this bold line is called thPareto front In general, it is not easy to find an analytical
expression of the line or surface that containsdhmoints, and the normal procedure is
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to compute the point§, and their corresponding(Fk). When we have a sufficient

amount of these, we may proceed to take the fieastn [76].

f Ple ~<.
1 . ~<

-y
>

fa

Figure 4.3 Example of a problem with two objectiuvactions. The Pareto front is
marked with a bold line.

4.2 FRANK-WOLFE ALGORITHM

The Frank-Wolfe algorithm is effective in solvinggmlinear optimization problems

with pseudo-convex objective functions and lineadystrained feasible solution sets.
At each iteration, the algorithm consists of thmeggor steps: (i) linearize the non-linear
objective function at the current solution to obtai linear subproblem; (ii) solve the
linear subproblem for an extreme point, which githes search direction; (iii) do a line
search the obtained search direction to find aratgadsolution. Frank-Wolfe method

attempts to solve the following optimization prahte

min f (x)
St.
Ax=Db
x>0

(4.6)

where f(x) is convex and with a second order derivative exasid continuous.
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The main idea of the algorithm is quite simple.eTinst step is to find a good descent
direction. Then, find along the chosen directibe tlistance to change. The algorithm
will iterate until a minimum is reached. Assumatthhe estimate ig, after thek"
iterations. In the next iteration,

a) Find descent direction. Solve

min Af (x.) (z—x,)

st. (4.7)
Az=D
2>0
b) Find distance to change. l&te the solution,
M =2 — X, (4.8)
Xeop = X =Ll (4.9)
Perform Taylor series expansion,
(4.10)

g+t m) = F(x) 48 A () + € Hwr,]

where, H(.) is the Hessian of and we[x,,x +t r,]. LetL be some bound that

“rkt H(w)rkH <L.Thus,

f(x +t 1)< f(x )+t AF(x)r, +%t2 L2g

(4.11)

dg Af (%)

—=0= t,=-
dt

M

Finally, taket, =min{t', ,1} [79].
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4.3 PARETO SIMULATED ANNEALING ALGORITHM

Multi-objective simulated annealing is conceptualtientical to a single-objective
simulated annealing algorithm. Simulated Anneahnglogizes annealing processes of
liquids and metals to the minimization of an ohjeetfunction, basing on first
principles of thermodynamics. It is a random seanethod that avoids getting trapped
in local optima by accepting, in addition to sabmi$ that improve on the value of an
objective function, also solutions correspondingataleteriorated objective function
value. Accepting bad solutions is done by meares @fobabilistic acceptance criterion
controlled by annealing cooling schedule (usualbftBnan cooling schedule). In the
course of the annealing process, the probabilityaatepting deteriorated solutions
decreases as the temperature drops. The schermellowy the decreasing probability
for accepting deteriorations is called a coolingestule. A cooling schedule, which
starts at a high temperature and decreases towandas the search progresses, allows
simulated annealing to freely explore the solutgpace in the beginning of an
optimization process and to fully exploit the mpsimising region in the solution space

as temperature drops [80].

Czyzak and Jaszkiewicz [81] modified simulated ating algorithm for multi-
objective optimization problems and developed Rasgnulated annealing. PSA uses
several ideas known from simulated annealing:

- concept of neighborhood,;

- acceptance of new solutions with some probability;

- dependence of probability on a parameter callegézature;

- scheme of temperature changes.

PSA, however, uses a sample (population) of intergcsolutions by iteration. The
solutions are called generating solutions. Amongtaaheuristic procedures, this
concept is used in genetic algorithms. Another mea used in PSA is to control the
objective weights used in the multiple-objectivdesufor acceptance probability in
order to assure dispersion of the generating swistover the whole set of efficient

solutions. Please note that the higher the weaghbciated with a given objective, the
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lower is the probability of accepting moves thatréase the value on this objective and
the greater is the probability of improving the ualof this objective. Thus, by
controlling the weights, one can increase or desrethe probability of improving

values of the particular objectives [81].
The general scheme of the PSA procedure may beewas follows [81]:

Select a starting sample of generating solutions
SeD
For eachxe S do
Update the sd¥l of potentially efficient solutions witk
T=T,
Repeat
For eachxe S do
Constructy € V(x)
If yis not dominated by then
Update the sd¥l of potentially efficient solutions witk
Select the solutionx'e S closest to x and non-dominated with respeat to
If there is no such solutiax or it is the first iteration witkx then
Set random weights such that
Vii; >0  and Z/Ij =1
J

Else

For each objectivg
al’ fi(x)>f (X
[
P la fi(x)< f;(x
Normalize the weights such thf, 4; =1
UpdateX =Y (accept y) with probability?(x,y,T«)

If the conditions of changing the temperature atgllied then
Decreasd

Until the stop conditions are fulfilled.
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Where A* = [z;zf] is the weighting vector used in the previous tierafor solution

X,a >1 is a constant close to one (eq@.=105) and P(x, y, T,4) is one of the

multiple-objective rules for acceptance probabitigscribed above.
4.4 COMPUTATIONAL RESULTSAND ANALYSIS

Two algorithms are coded in MATLAB environment. @©imstance network, namely

Sioux-Falls, is used in this study to illustrate #pproach. It has 24 nodes, 76 links and
528 OD pairs. Free flow time, capacity, lengthaots, coordinates of nodes and trip
data is presented on internet. We accept arc fose titmes as in minutes and change

them to hour.

First, Frank-Wolfe algorithm is run solely to fitde optimal flow. This enabled us to
detect most congested arcs of the network. Afteredsing sorting the arcs based on
the time spent on each, we selected seven of tbdra tollable: (6-8), (10-16), (17-19),
(11-14), (16-17), (19-20) and (13-24).

As our upper level variables are the toll priceg wmitialize PSA algorithm with a
population of 10 different toll price vectors. Wéke initial toll values as 0.05 hour for
all arcs. We start with an initial temperature &l.0, and decrease it in each iteration
by multiplying with a suitable constant, 0.93, linte reach the stopping temperature
value, 0.01, and in eachvalue we run program for 35 times to search smtutirea
sufficiently. In each PSA iteration, we create n@N vectors by applying Delete-all
technique in which we delete all members of theesurvector and replace them with
the same number of members that have just beetedré&’e restrict any member to be
lower than minimum toll value, 0.015 and highernthrmaximum toll value, 0.50. In
acceptance course of toll candidates, we normalizebjective functions, because they
are too large which causes holding back form vah@luation. As we start with a
population of size 10 and let only non-dominatellitsons to enter the set M, we may
have 10 or less non-dominated solutions after therithm terminates. Figure 4.4 and
Figure 4.5 show respectively, the change of minimotarnal and external cost values

by iteration in a sample run. In each iteration,take the minimum value in population.
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x 10° Minimum internal cost value among all samples' in each iteration
145~

1.35f

1.25¢

Minimum Internal Cost

1.2

1.15H

——

l . 1 | | I I |
0 500 1000 1500 2000 2500

Iterations

Figure 4.4 Minimum internal cost values of all sd@sgoy iterations.

x 10° Minimum external cost value among all samples' in each iteration

945}
9.4}
9.35T

9.3

Minimum External Cost

9.25¢

9.2+

9.15 ! ! ! ! I
0 500 1000 1500 2000 2500

Iterations
Figure 4.5 Minimum external cost values of all séesfby iterations.

These figures show that both of our costs are dsarg in each iteration. It is clear that
our algorithm has converged to minimum. In earlierations, decrease is larger than

later iterations, as expected because of decreamuogptance probability of bad
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solutions. We can also mention that our iteratiamber is enough; not less to stuck on

a local optimal point, or no more to spend timehaiit any improvement.

In the Table 4.1, we give internal cost, exterradtcweighted cost, geometric mean of
congestion, total travel time and toll values dfpaipulation members of the same run.

In the last iteration, 2400, there are 10 sampidd iset in this run, but usually number

of solutions arises less than 10 samples whenitdigoterminates.

Table 4.1 Cost, congestion and travel time values of allgamin the last iteration

Internal cost | External Weighted Geo. | Total | Weigh | Toll values

cost cost mea | travel | ts of | arcs: (8,6),(6,8),(16,10),

n of | time | b (10,16),(13,24),(24,13),(19,17),

cong ‘I‘;‘{/‘-Ext (17,19),(11,14),(14,11),(16,17),
' (17,16),(19,20), (20,19)

Sm | 1,107,858.21 | 1,020,751.1 1,099,652.02 | 1.31] 73.88  0.906 0.022,0.015,0.021,0.016,0.016,

p.10 7 0.094 | 0.029,0.061,0.066,0.016,0.049,
0.095,0.015,0.015, 0.016

Sm | 1,121,839.52 | 991,304.93] 1,097,65456 1|31 74]97 150.80.015,0.033,0.036,0.016,0.016,

p.8 0.185 | 0.016,0.062,0.016,0.123,0.108,
0.030,0.016,0.015, 0.036

Sm | 1,155,265.24 | 970,764.61] 1,148787.16 1|32 7561 650.90,016,0.016,0.099,0.031,0.058,

p.7 0.035 | 0.016,0.066,0.035,0.026,0.101,
0.022,0.015,0.016, 0.016

Sm | 1,168,602.26 | 962,327.67| 982,447.77 131 76440 0.098036,0.028,0.110,0.041,0.019,

p.9 0.902 | 0.021,.100,0.015,0.031,0.097,0.
018,0.035,0.016, 0.016

Sm | 1,227,452.83 | 951,647.27] 1,02845863 1|32 78[86 780.20.015,0.016,0.203,0.016,0.015,

p.4 0.722 | 0.015,0.093,0.079,0.015,0.305%,
0.016,0.045,0.015, 0.025

Sm | 1,239,960.51 | 939,635.15 1,227,198.78 1/31 79[31 580.90.117,0.016,0.186,0.016,0.016,

p.6 0.042 | 0.016,0.155,0.027,0.015,0.016,
0.016,0.015,0.015, 0.015

Sm | 1,289,597.65 | 930,357.34] 1,223,03898 1|32 82[83 150.80.016,0.016,0.214,0.015,0.015,

p.2 0.185 | 0.015,0.259,0.106,0.098,0.273,
0.349,0.016,0.015, 0.015

Sm | 1,337,594.22 | 928,081.40] 968,025.45 131 8208 0.098016,0.016,0.440,0.202,0.015,

p.1 0.902 | 0.055,0.441,0.016,0.016,0.015%,
0.016,0.015,0.144, 0.016

Sm | 1,351,459.14 | 926,247.89] 1,044,668.47 1/30 82[89 6 0.20.016,0.199,0.339,0.015,0.015,

p.5 0.74 | 0.016,0.222,0.069,0.016,0.146,
0.015,0.016,0.015, 0.015

Sm | 1,378,359.67 | 919,611.03] 1,362,252.33 1/35 8550 650.90.034,0.015,0.415,0.016,0.015,

p.3 0.035 | 0.015,0.371,0.373,0.016,0.015,
0.216,0.016,0.015, 0.015
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We plot Pareto optimal solutions in Figure 4.6. T¢wmution on that graphic are
obtained after polling non-dominated solutions iwe fPSA runs and then identifying
and removing dominated solutions from that policdn be easily observed that low
external cost levels are reachable as long as Imglyet is allocated to internal cost
items. It now remains to the decision maker offitraauthority to select among the

solution that best fit his/her objectives.

x 10° Non-dominated Samples of All Runs
10.6
\
10.4 - \
B 1
10.2 I
1
. |

External Cost
[(e]
0]
T

'
l‘\

9.6+
9.4+ “
h\
9.2+ S
'--—--.._____
—-___.
9 | | | | | |
1 1.1 1.2 1.3 1.4 1.5 1.6

Internal Cost x 106

Figure 4.6 Pareto optimal graphic of the samplefs/efgood runs.



5 CONCLUSION

This study shows us taking into account costs of all traffic impacts could be good
instruments to manage a city network. Separating user costs which are paid in real
world and costs to socia and environmental life which are not charged mostly, give usa
chance to obtain balancing solutions. As we create more than one solution by applying
PSA, we present different weighted solution aternatives. A traffic manager could
choose a policy which is less expensive for users but a bit less careful for environment
and social life or a politic which is more expensive for users but very much better for

environment and social life or apolitic which provides equilibrium point between.

As we look into average traffic congestion values without tolling and after PSA run,
each solution we obtained after PSA results better than without toll scenario. Even this

isnot our initial goal, thisis an advantage.

Toll pricing helped us to reach good solutions as a traffic management instrument. It has
only the effect of increasing travel time on the way it is applied and does not change
traffic structure. Toll prices obtained give us the chance to know total external cost and
if we decide to charge external costs to users, it also presents a method to apply. On the
other hand, by comparing with internal costs we could create some performance

measures to evaluate the system in an aggregate unit.

Our methodology is suitable for many studies in this field. When anyone decides to
assign traffic on a district or city, he/she can scale the impacts and derive the related
functions, or could modify functions presented here. After plugging these functions to

our model, it will be then possible to obtain similar results.
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Our algorithm makes use of Frank-Wolfe agorithm as a sub procedure. As this
algorithm is a steepest descent like agorithm, its convergence to the optimum is slow.
The user equilibrium problem investigated in this study is a nonlinear programming
problem with a convex nonlinear objective function and linear constraints. Therefore,
there are other methods like conjugate gradient that can reach optimum in a less
iteration and execution time. There are also variants of Frank-Wolfe agorithm which
have more complex data structures yet achieving faster execution times. As our
algorithm was faster enough on the subject problem and our main focus was to provide
non-dominated solutions to the decision makers, we were not motivated to develop the
most efficient algorithm. However, if the dimension of instances becomes large, a more
efficient sub procedure would be necessary, since PSA algorithm calls the sub

procedure for each solution in the population at every iteration.

Another line of research can be to use another multi-objective meta-heuristics such as
genetic algorithms instead of PSA. There exist very efficient dlitist genetic algorithms
such as NSGA-II or SPEA-II that can be implemented without much complication and
that can enable to compare the results obtained with PSA.

For future works, we propose to separate traffic impacts into three groups, economic,
environmental, social, to increase solution severity. By thisway, sustainability could be
evaluated much more effectively. We propose secondly, when a city traffic
management is to be done, collecting its own data about impacts and writing its own
cost functions could give better solutions. As it is difficult to find generalized impact
cost functions, obtained data and functions may not represent the city as well asits own
data. In our model, we initially decided the links which to be priced. But someone could
apply a dightly differentiated algorithm which can choose links to price by its own.
Finally, we only uses toll optimization instrument to manage our network, but district
pricing, road widening and road adding are the other traffic management instruments

which worth to try.
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