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ABSTRACT

A proper replenishment strategy is a critical eealy the success of increased revenue,
net profits and customer service. Inventory mansege requires constant and careful
evaluation of external and internal factors andtrmdrihrough planning and review. In
order to control the inventory, one major requirames to provide efficient
replenishment technique such as jointly replenisitmad products. Searching for
efficient replenishment techniques is a common @suhlly a mandatory topic for the

organizations.

We consider inventory systems with multiple produat the presence of volatile
demand and jointly incurred order setup cost. His thesis, a new adaptation of
spreadsheet heuristic for volatile environment igspnted. The simplicity of

application of spreadsheet method and its effigigamables us to consider its modified
version for the joint replenishment problem undaatile demand. The principle of the
procedure is to find a balance between the repiemesit and holding cost for jointly

replenished items.

The real business data is conducted to evaluatpdtfermance of the heuristic. The
study shows that the proposed algorithm performlsiweomparison with well known

RAND heuristic for the numerical data. Additioryalthe importance of using volatile
demand strategy over deterministic strategy is highlighted with a calculation. The
proposed strategy gives higher customer servicel leshich means lower unmet
customer demand. Owing to the simplicity and effectess of the proposed algorithm,

we believe that it can be applicable in volatilenéad environments.

Keywords: Inventory management, Spreadsheet heufist volatie demand, Joint

replenishment problem.



RESUME

Une stratégie propre de réapprovisionnement estleselés du succes pour augmenter
des revenues, du profit net, et de la satisfact@siclients. Pour bien gérer le stock, on
a besoin de mesurer fréquemment I'évaluation detedies internes et externes, de les
planifier, de les contrbler suivant le planningdetles réviser. Une technique efficace
de réapprovisionnement est nécessaire pour geggistocks et donc est trés importante

pour les organisations.

Dans le systeme de stock, il s’agit de multi prtgjude demande volatil, et de cout total
de réapprovisionnement. Dans ce travail, la ndevabtaptation de “spreadsheet
heuristic” dans I'environnent volatil est présentéda méthode de “spreadsheet
heuristic” est efficace et facile & appliquer c’pstirquoi on considére le probléme de
réapprovisionnement dans un environnent volatibbjectif est de trouver une balance

entre le cout de réapprovisionnement et le cogtodsession.

La data réelle est utilisé pour évaluer la perforoeade heuristique. Les résultats
montrent que la performance de notre heuristiquenésux que la performance de la
meilleure heuristigue dans la literature pour lesrees numériques. En outre, on

montre que la stratégie volatil est mieux quedatégie déterministe.

La stratégie volatil proposée dans ce travail remeéux service pour les clients.
Comme l'algorithme proposé est simple et efficaitepeut étre utilisé dans les

environnements de la demande volatils.

Mot clés : Gestion de stock, Spreadsheet heugpstic demande volatil, Probléeme de

réapprovisionnement.



OZET

Dogru bir ikmal politikasi, gelirlerin, net karlgin ve miteri memnuniyetinin
arttinilmasindaki bgarinin en kritik faktorudir.  Envanter yonetimi,sdve i¢
bilesenlerin surekli ve itinal bigekilde dlcimlenmesini, planlama ve inceleme yoluyla
kontrol edilmesini gerektirir. Envanter kontrolimé&n dnemli gereksinimi, toplu sipgri
teknigi gibi etkin bir ikmal politikasi olsturmaktir. Etkin bir ikmal tekei araysi,

organizasyonlar icin yaygin ve zorunlu bir konuimalgelmitir.

Calsmada, dgisken talep ve toplu siparimaliyetlerini iceren ¢oklu trlinli envanter
sistemi incelenmgtir. Bu tezde, dgisken talep ortaminda hesap tablosu sezgisel
yaklasiminin yeni bir uyarlamasi sunulgtur. Hesap tablosu sezgisel metodunun kolay
uygulanabilirlgi ve etkinligi, onun dgisken talep altinda toplu siparproblem icin
uyarlanmasina sebebiyet vestiri ' Yontemin prensibi, toplu ikmal edilen Grinlgin

sipari maliyeti ve elde tutma maliyeti arasindaki optirdahgeyi bulmaktir.

Uyarlanan sezgisel yontemin performansinin tedekitinesi igin, yontem gercek bir
isletme verisi Uzerinde uygulangtir. Yapilan ¢akmalar, uygulamada kullanilan data
seti i¢in Onerilen algoritmanin RAND yoéntemindenhdaiyi sonuglar verdini
gostermgtir.  Ek olarak, rastgele olmayan strateji yerinegigken stratejinin
kullaniimasinin 6nemi bir hesaplama ile vurgulagimi Onerilen dgisken talep
yontemi ile, rassal olmayan yontemden daha yuksalktem servis seviyesine
ulasiimistir.  Sunulan algoritma, sadgli ve etkinligi sayesinde d#sken talep

ortamlarinda uygulanabilir bir ¢6ziim tegnniteligindedir.

Anahtar kelimeler: Envanter yonetimi, figken talep icin hesap tablosu yontemi,

Toplu sipars problemi.



1. INTRODUCTION

Replenishment policies are highly important in imagy management area. In the
literature and practice, there are many types weéntory models dealing with multi-
product environments (Aksoy & Erenguc, 1988). ®Bgective of an inventory model

is generally finding the trade-off between holdoast and replenishment cost.

Holding cost is the associated of storing inventory assets that remain unsold.
Holding cost includes storage cost for productstiock, taxes, insurance as well as
opportunity cost that money could be deployed etsre. Additionally, cost of being

damaged over time, obsolescence, wages and safaidsto personnel to handle

inventory, warehouse space cost are also in holchsy

Ordering cost is the cost associated in prepanmmpprocessing purchase orders as well
as receiving and inspecting purchased productghdmeplenishment process, ordering

cost incurred in every purchasing phase. Ordegmogess has two cost components:

1. Major ordering cost which is independent of the bem of replenished
products. It includes the cost of preparing theeordbookkeeping cost,
transportation mean’s fixed cost and other handlomgt associated with
generating an order.

2. Minor ordering cost which depends on the produntshie order. It includes
freight cost as volume based and any special ocgsirried by the item. Minor

ordering cost is charged for individual items ie tirder.

In inventory management, joint replenishment isemefd as a family of items

replenished together in order to share a commarpsaist. Substantial cost savings is



reasonable in terms of high major ordering cosintxeplenishment strategy is widely

accepted by both academic and many manufacturimganies.

A proper replenishment strategy is a critical eaabi the success of increased revenue,
net profits and customer service. Inventory managemequires constant and careful
evaluation of external and internal factors andtrmbrihrough planning and review. In
order to control the inventory, one major requirameas to provide efficient
replenishment techniques such as jointly replengitmof products. Searching for
efficient replenishment techniques is a common @suhlly a mandatory topic for the

organizations.

Joint replenishment strategy is also importancfompanies in order to reduce purchase
transaction cost using a common supplier for muitiduct replenishment. Since the
1980s, many manufacturing companies have been irgfdtieeir supplier bases. For
example, Xerox reduced its supplier base in eg@B0% from 5000 to 400 (Burt, 1989),
Texas Instruments reduced its Maintenance, Repalr @perating (MRO) suppliers
from 5000 to 750 between 1998 and 2000 (Pantumain@®00), Merck reduced its
total global supplier base from 40,000 in 1992 @wdr than 10,000 in 1997 (Genna,
1997), IBM reduced the number of its suppliers nty &0 for 85% of its requirements
(Carbone, 1999) and Sun Microsystems reduced pfiplisu base to 40 for 90% of its
requirements (Carbone, 1996). Among other thimgduction of the supplier base
helps companies decrease their inventory holdragsportation and purchasing costs
by giving them the capability of jointly replenisigi multiple items from common

suppliers (Tanrikulu, 2006).

Sourcing from one supplier is not a requirementdantly replenishing multiple items.
Companies may lead to combine different items mtsingle delivery. This strategy
allows the joint procurement of multiple productem different suppliers located
closely, and helps companies consolidate smallgmsint into more efficient larger
shipments. For example, commercial vehicle prodiyb&N, Ankara plant successfully

reduced its inbound transportation cost and compiimentory by consolidating its



shipments from various component manufacturers téocan close proximity in

Northwestern Turkey. (Bostanci et al., 2005)

The classic joint replenishment problem includeaginistic and uniform demand, no
shortage allowed, no quantity discount and holdiogt is linear. In deterministic
problems, each items’ average demand values aen tako account. Due to not
considering demand variation, there may be somt&akds or missing interpretation for
future decisions for deterministic inputs. Manuésers generally ignore the variation
in demand and assign the same inventory targetshirproducts same average.
However, joint replenishment is viable for volatiemand environments since demand

variances can also be considered to model theqarobl

The objective of this article is present a new &akign of the spreadsheet heuristic for
volatile demand environment in joint replenishmeReal world data is used and tested

in order to measure the effectiveness of the preghosethod.

The numerical data constructed in the applicatietodgs to a worldwide known
consumer electronic company and an effective japtenishment heuristic is used to
minimize the total costs. High technology indwesrhave several unique characteristics
in terms of supply chain management. First andnfmst, technology products have
short life cycles and high rate of obsolescenceie B high level demand uncertainty,
technology companies tend to have low inventorgets. Inventory shortage is another
reason for uncertainty. In order to balance betwggh inventory level and shortage,
an effective replenishment strategy is required.

The organization of the dissertation has the falhgwoutline. In Section 2 we give
related literature. Section 3 describes inventoanagement, inventory replenishment,
the joint replenishment problem and methodologikat tconstitute the proposed
framework. The steps and details of the proposedtiesn procedure are given in
Section 4. The heuristic is then tested and resale compared with well known

heuristic in Section 5. Finally, Section 6 con@sdhe study.



2. LITERATURE REVIEW

Joint replenishment problem has been studied bymesearchers. Since early work of
Starr and Miller (1962) and Shu (1971), joint reypdhed items problem has received
considerable attention. Because of the existingnajor ordering cost, there can be
obtained substantial cost savings by using gropfenishment. The savings are more

significant in higher major cost environments.

Studies can be split into two types in terms ofuinpdeterministic and stochastic
problems. To mention a few, Brown (1967) has suiggkea simple heuristic procedure,
and Goyal (1974) has proposed a more systematitebgthy procedure which results
in the optimal solution. Silver (1976) achieved megtimal results with a simple
procedure which was later modified by Goyal and®e(1979) and also by Kaspi and
Rosenblatt (1983). Atkins and lyogun (1988) havaesodered the case where demand
varies over time by extending the Silver-Meal (19T@uristic. Furthermore, they
suggested a lower bound on the cost by allocatieg family ordering cost to the

various products (Eynan and Kropp, 1998).

The problem of determining the frequency of packggset-ups for joint replenished
items is akin to the problem of determining theremuic ordering frequency of items
procured from a single supplier, which is discusgsedsoyal (1973). He proposed
upper and lower bound for multiple values of basicle time of each item. With his

method optimum solutions were obtained for 95%r robjems.

In Silver's (1976) study a simple method for detiging the basic cycle time and item
multiples are proposed. The result of his methotiveighs over Brown’s (1967) and
has 0.2% penalty compared with best solution byckeaHowever, the iterative method

is dependent on the chosen item as the first item.



Goyal and Belton (1979) proposed an improvemergiber (1976) by modifying the
first step of his method. Since the improvemens wedding major cost to determine
lowest multiplier of basic cycle time, they obtadnequally good and better results to all

problems examined.

The modified version of Silver (1976) algorithm wasiggested by Kaspi and
Rosenblatt (1983). In order to improve the aldonit it is suggested that once the value
of basic cycle time is obtained, it should be usegkcalculate the values of the multiple
of basic cycle time for each item. This modifiocatiis desirable, since Silver's
algorithm depends on selecting the first item. Thwerage improvement for this
algorithm was about 3.3% for 3000 problems compé&wezhly 0.29% improvement for
the Goyal and Belton modification.

Goyal (1988) improved the algorithm by determinthg first initial estimate of basic
cycle time. The results obtained from 80 samp#t peoblems, the heuristic method

outperformed the previous methods.

In the study presented by Kaspi (1991), the salupoocedure is the modification of
Goyal (1988). He illustrated that Goyal's approaah converge to a local minimum if
multiple integer values are not recalculated. Hiedification dominated Goyal's

results in three measures, the number of optimatieas, average error and maximum

error.

Kaspi and Rosenblatt (1991) is proposed very affe@nd well known algorithm in the
literature called as RAND. It calculates a lowadan upper bound for replenishment
interval. These bounds are divided into m equafigced values. Iteratively, these
values are used to apply Silver's improved hewristiRAND approach promises
successful outcomes over all previous methods. allrthree measures, number of
optimal solutions, average error and maximum eth& RAND is superior to the others
and is almost as good as the optimal solution nbththrough enumeration. (Kaspi and
Rosenblatt, 1991)



Goyal and Deshmukh (1993) introduced a tighter lols®und and this reduces the
range of basic cycle time. The results of testing modified RAND on 48,000

randomly generated problems shows that it ideuitifiee optimal solution for 39,239 of
the problems compared to 37,903 of the RAND withtbetmodification for m = 10.

Van Eijs (1993) argued that for problems with loalues of the major ordering cost
relative to the minor ordering cost, the strictlgygolicies may result in higher total
cost than the cyclic policies. Van Eijs (1993) gweed an algorithm which like Goyal
(1974) algorithm requires computing an upper boondhe total cost which is updated

at each iterative step of the algorithm. (Khoujd &oyal, 2008)

Horst and Paradalos (1995) suggested applying hifzsoptimization with a dynamic

constant to improve the feasible solution. Thegtad 2400 randomly generated
problems for distribution similar Ben-Daya and Hgari1995) problems and found that
the running time of the algorithm increases linganl the number of products. The

running time decreases in the major set up costtencequired precision.

Viswanathan (1996) suggested an algorithm whicfatiseely improves the bounds of
basic cycle time. Since improving the bounds osidaycle time requires iterative
computations of integer multiple of cycle time fach value, the iterative process is
carried out only as long as the improvement inbibiends is some predetermined value.
The performance of the algorithm relative to Gayadilgorithm improves as the
problem size increases. Goyal’s algorithm is fastben the major ordering cost is
small. Compared to Van Eijs’s algorithm, the pregad algorithm required significantly
less cost enumerations. These enumerations wa@stlL0-folds less when the major
ordering cost is small whereas these improvememti® wery small when the major

ordering cost is large. (Khouja and Goyal, 2008)

The study of tighter bounds on basic cycle timgrsposed by Fung and Ma (2001)
when the major ordering cost is small. The modifmunds were evaluated on 4200

test problems, not compared total cost values ether algorithms.



Viswanathan (2002) indicated that bounds proposeBumg and Ma do not guarantee
an optimal solution and corrected the bounds. Hewethe experiment showed that

Viswanathan (1996) algorithm is faster than cogdetlgorithm of Fung and Ma’s.

A development is presented by Porras and Dekkddg)2@nd compared their results
with best results reported in Viswanathan (200®3.the ratio of major ordering cost to

minor ordering cost decreases, the advantage shittssour of the modified algorithm.

Nilsson et al (2007) proposed a recursion procedsrespreadsheet technique for the
joint replenishment problem. In this study, detemistic model is presented and tested
the results according to an extensive templateeirTiesting results perform well and
outperform older models. Although their heuristjoves a higher average and
maximum error it produces a lot more optimal solusi. In our paper, we illustrate that

spreadsheet method can also yield substantialgmdm stochastic models.

Evolutionary algorithm is also applied to solvenfoieplenishment problem. Khouja et
al. (2000) implemented genetic algorithm and comgaesults with RAND method.

Each chromosome represents the integer multiptiefsasic cycle time and one point
crossover performed. Authors conducted severaraxgnts with different parameters
and selected best values. In order to test thionpesince, same distribution used for
two algorithms. For 1200 randomly generated pmoislegenetic algorithm reached
same solution as RAND for 63% problems, under-peréal 35%, and outperformed
1%. Olsen (2005) applied to joint replenishmenbbgm using direct grouping

strategy. The proposed algorithm outperformed RANEhod in only small subset of

problems.

In recent years, researchers have paid attentidhetstochastic models. Stochastic
models consider volatility in demand. In that @omiments, the coordination and
control is more difficult and obviously these systeare more costly. There are two

main policies for stochastic models: Periodic refglement policy and can-order policy.



In can-order policy, each product has three vagiatust order level,scan order level
Ci, up to order level ;S Any item'’s inventory drops itg Evel, it should be replenished
to bring it to up-to level Swith the items whose inventory level below dhus, there

may be substantial cost saving opportunities wiigalucts are jointly replenished.

The can-order policy was first introduced by BdlintL964). Assuming no lead time

and identical items he calculates a can-order poli€his policy is continuous review

joint ordering and suitable for computer controlfggtems. Any item’s inventory level

drops under its must order level, an order is &rgd. Simultaneously, other items’
inventory positions are also checked. The itemesghinventory positions are below
can order levels can also be replenished with @ineesorder. The policy seems simple,
but it is difficult to derive cost expressions aiigially.

The (Q,S) policy is one of the proposed algorithfmis continuous review control
policies. It is first suggested by Renberg andnéte (1967) for Poisson demand
process for products. Under the (Q,S) policy, eggte inventory level of all products
is monitored and when it reaches a certain levekllQroducts are replenished to the
base levels. The (Q,S) policy performs well inlppeons for which the major ordering
cost is high or when products have similar demardiast parameters. (Viswanathan,
1997)

Silver (1974) relaxes these restrictive assumptiand introduces the principle of
decomposition: from time to time an itans faced with an opportunity of discount
replenishment, namely when another item reachemitst-order level and places an
order. Assuming this process of discount oppotiesiis independent of item the
multi-item inventory problem can be decomposed is¢weral single-item inventory
problems, each with occasional opportunities f@cdunt replenishments, and solved
by successive iterations. For iteértne discount opportunity process is generatedby t
order placements of all items but item(Melchiors, 2002)

Federgruen et al. (1984) suggested a can-ordarypslth semi Markov decision model

and use decomposition approach. The algorithmased on compound Poisson



demand and proposes a heuristic method using aypiediration algorithm to find the
control parameters. The approach simplifies theyasis since the problem becomes n

independent single item process.

Moreover, Zheng (1994), in a theoretical paperygdothat if the discount opportunity
process is Poisson then the can-order policy isnagt After the single-item problems
for each item have been solved, the rate at whitodnt opportunities are generated is
calculated and used in the next iteration. The gutace stops when the optimal policies
are unchanged. (Melchiors, 2002)

Cheung and Lee (2002) study is also on the (Q,83ypdout in a setting with single
warehouse and multiple retailers. The policy wosksilarly with in an inventory
system with a single retailer multiple items. histmulti retailer case, an order is
triggered when a total of Q units are demandedlliretailers. After an order is
triggered, inventory positions of the retailers alleraised up to their maximum levels
S. Cheung and Lee (2002) analyze the model exarcdysetting where the warehouse
uses the (Q,R) policy for its inventory control. h€ly also propose a new model
applying the same policy in which the stocking poes of the retailers can be
rebalanced while unloading the items and find aeloand an upper bound for this
model. (Tanrikulu, 2006)

On the other hand, Evans (1967) modelled periodiiew policy and inventory
systems with multiple products, random demands arfthite planning horizon. He
developed the form of the optimal policy for muytieduct control for such a system.
More recent studies mostly are concentrated onogierreview and single-product
systems with production-capacity constraints. &xaimple, Florian and Klein (1971)
and De Kok et al. (1984) characterized the strectirthe optimal solution to a multi-

period, single-item production model with a capacinstraint. (Choi et al, 2005)

Atkins and lyogun (1988) proposed periodic replemsnt models for Poisson demand.
In this policy, (T, M), at the same review interval point T, every prddushould be
replenished to bring its Mevel. After that policy, they suggested a madifimethod
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MP (T, M). Products belong to base set replenished ta bisnM level. Others are
replenished to bring its Mlevel in every K interval. Atkins and lyogun (1988) tested
the performance of can-order policy, MP (T;) Molicy and (Q,S) policy. Numerical
findings indicate that (Q,S) and MP policies havenparable performance. The (Q,S)
policy outperforms the can-order policy for probkmith high ordering cost, small
number of products, and low shortage costs. Theocder policy outperforms the

(Q,S) policy for problems with small ordering cost&houja and Goyal, 2008)

Eynan and Kropp (1998)roposed a periodic review heuristic for multi itemodel for
volatile demand environment. The input of the magienormally distributed demand
values and corresponding residuals. Throughoutsthdy, demand is stationary and
forecast errors are normally distributed. Safétglsis calculated in the model in order
to consider forecast errors. The holding costefgafety stock of products is added to
the total cost of classical joint replenishmentipean cost function. The authors use the
heuristic suggested by Silver (1967) and its imptbversion by Kaspi and Rosenblatt
(2983). In their heuristic, the product with theadlest independent cycle time needs to
replenished most frequently. Therefore, theirhmdtmay easily be referred as RAND
method in volatile demand. Their results perforailwompared with optimal solutions

of problems.

Qu et al. (1999) suggested a method modified piriceliew inventory policy in an

integrated inventory transportation system witlvetbng-salesman problem approach.
In their problem, the central supplier serves gaphically dispersed retailers. The
objective of the problem is optimal route and irneen plan to meet every retailer's

demand on time. In the study, there is a fixed fmrseach stopover of truck in addition
to the classical joint replenishment problem. ahbéhors decomposed the problem into
classical joint replenishment problem and travgligalesman problem in order to solve

this combined model.

Melchiors (2002) provided an improvement to the -oeser policy using a
compensation approach. The author observed the Wie major ordering cost is high,

the must-order inventory levels of the can-orddicgp s, are low (Federgruen et al.,
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1984). This is because the product which is beowgsidered for ordering has to absorb
100% of the major ordering cost. However, otherdpcts, especially those with low
inventory levels, will benefit from the order. Teéore, when the problem is
decomposed into n problems, a product i placingotider must be compensated by the
expected value of the benefit provided to otherdpots by this discounted ordering
opportunity. Using variations on the 12 productsbtem introduced by Atkins and
lyogun (1988), Melchiors found that the compensatapproach outperforms other
methods for computing the can-order policy on peoid where the can-order policy
outperforms the periodic review policy. Johansed Welchiors (2003) extended the
compensation approach of Melchiors (2002) by apprakng the discount
opportunities by a Bernoulli process with outcomé & discount order opportunity
occurs and 0 otherwise. The authors used thrgeddlicts examples with the first one
based on the example introduced by Atkins and Igo(i988). Demand for each
product follows a Bernoulli process with positivensand probability proportional to
the standard example. The performance of the dgttnompensation can-order policy
was compared to the P (m, M) and the can-ordecyaf Federgruen et al. (1984).
The new policy has a cost advantages that can r&&eh for problems with high

demand variability. (Khouja and Goyal, 2008)

In the studies of stochastic multi echelon syste@igbliz at al. (2004) focus on the
supplier which gives service multiple identical aitdrs. Replenishment system is
triggered when the total demand Q is observedretaler’s inventory level drops to its
minimum stock level. Thus, retailer’'s inventorysfimns are raised their order up to
level via joint replenishment process. The autiksted its heuristic results with (Q,S)
policy, periodic review order up to policy and aamler policy. The numerical results
indicated that proposed policy outperforms othdicfas.

Lee and Chew (2005) developed a dynamic joint replenent algorithm for products
with stochastic demand. Product demands are imdigpe and auto-correlated. Past
demand information can be used to obtain bettémasts of future demand. The
minimum time unit is assumed to be 1. The basitogdeas an integer multiple of the

minimum time unit and this basic period can chadgpending on demand estimates.
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Since the conditional mean (conditioned on pastendadions) of the demand is
dynamic, a more effective inventory policy should hble to take account of the
dynamic conditions. At each review point, a nemditonal mean and variance of
demands for all the products are calculated, théang and lyogun (1988) method is
used to compute T, Mand k, the marginal cost saving from delaying the ofezach
product (MG), based on the savings in the expected holding wmsthe additional
minor ordering cost and expected shortage costpisputed, and if MC> 0 then
ordering product i is delayed, else product i igleaish to level M The proposed
algorithm was compared to the static MP (T) pblicy in a 12-product simulation. The
proposed method provides substantial savings asmi@wariability and the correlation

coefficients increase. (Khouja and Goyal, 2008)

In Minner and Silver (2005) study, a multi productentory replenishment problem
with Poisson demand is analyzed. The aggregatentowy level is restricted by a
common budget or space limitation. The authorssesei-Markov decision problem
formulation and several heuristic for finding tleplenishment quantities. The study is
developed under zero replenishment lead time assumpnd continuous inventory
review policy. In their model, when a product'srémtory level drops to zero, its
inventory is replenished subject to the budget pace constraint. The main
contribution of the study is the development of ynaimic heuristic to determine
replenishment quantities given the inventory lewélall other products. Their heuristic
provides good performance, especially for largeobfgms which makes it very

promising in applications of practical size.

Choi et al. (2005) addressed the problem that asighinventory models for multiple
items with both equal and unequal replenishmergnials under limited warehouse
capacity. They proposed three efficient and inteitheuristics and these heuristic
provide optimum replenishment quantities in casee@fial intervals. The numerical
comparison of the heuristic solutions to the optis@utions shows that the heuristics
yield high quality solutions.
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Ozkaya et al. (2006) proposed (Q, S, T) policy isirzgle location, N-items setting.

This policy functions as follows: a new replenisimneés triggered and inventory

positions of all of the items are increased upheirt order-up-to points, whenever a
total of Q units are demanded or when T time ueliépse. In this study, it is shown
that the (Q, S, T) policy outperforms the othenjaieplenishment policies in most of
the problem instances considered. The policy aekie 1.14% average improvement
over the next best policy. The new joint replenigit policy is studied and its

performance is compared against other policiestimoaechelon setting in Ozkaya et all.
(2006). (Tanrikulu, 2006)

The most recent study on stochastic joint replenestt problem in literature is by
Wang et al. (2012). In their study, integratedhjagieplenishment and delivery model
under stochastic demand is proposed. They offeeféactive and efficient hybrid
differential evolution algorithm based on the diffietial evolution algorithm and
genetic algorithm to solve the NP hard probleme €&fiectiveness and efficiency of the
hybrid differential evolution algorithm are veriieby benchmark functions and
numerical examples. They compare results with Ferotpopular evolutionary
algorithm, results of numerical examples also iatiahat hybrid differential evolution

algorithm is faster and the convergence rate isdrig

The main contribution of this thesis to the exigtitterature is a method that is effective
and easy to use for joint replenishment problemvidatile demand environments. In
the literature, spreadsheet method is practical gimds substantial solutions. The
availability of such a simple procedure encouradgles concentration of more
complicated inventory problems which requires cdesng variation in demand. In
this paper, we focus on the joint replenishmenblenm which considers volatility in
demand. We propose the modification of spreadslgerithm for volatile demand
environments and believe that its modification esasonable in terms of application.
Since, considering demand volatility is more appiaip to analyse the business data,

implementation of spreadsheet algorithm providesehand near optimal solutions.



3. INVENTORY MANAGEMENT

Inventory management is an integrated approacthéoptanning and control of the
inventory, throughout the entire network of coopi@g organizations from the source
of supply to the end user. It is focused on thd-emstomer demand and aims at
improving customer service, increasing product etgri and lowering costs. An
inventory policy can possess local or global oliyest In the former case, the
inventory policy results from a collection of logadlicies in which every supply chain
actor tends to make decisions on its own invensatgly based on local performance
criteria. On the contrary, under a global poliayantory decisions tend to optimize
global performance criteria. However, by usingeefive incentive systems (such as
accounting methods, transfer pricing schemes, gyadiscount, etc.) every actor's
objective can be aligned to that of the supply rclzes a whole. Hence, also a collection
of local policies can be considered as part of sugpain inventory management

approaches. (Giannoccaro et al., 2003)

Inventory management is the key factor to satisfst@amer demand as well as to control
stock positions for manufacturers. In the past, ufeaturers were keen on producing
large number of products at the beginning of tHkngeseason. Since adapting demand
changes rapidly and managing cash flow is more rtapg lean manufacturing is well

considered. Therefore, replenishment is being mede on an ongoing basis by

manufacturers.

Consumers are demanding greater variety in prodaots$ their preferences are getting
harder to predict. As product proliferate and lmeeomore susceptible to changing
whims, the risk grows that a given product linel \wéve disappointing sales and have

to be discounted. But if the manufacturer dectdego lean on inventories, it runs the
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risk of stock outs, lost sales, and endangeretioakhip with the chains. (Abernathy et
al, 2000)

In terms of retailer side, inventory managementoiw®s maintaining a proper
combination of ordering, shipping, forecasting &adding cost minimizing. Accurate
forecasting methods, identifying inventory requiemts, set targets, reporting analysis
and monitoring of products moves is fundamentaicwpf inventory management. The
objective is determining the trade-off between nieed for product availability against

the minimizing the holding cost.

Inventory management plays a critical factor in sluecess of increased revenue, net
profits and customer service. Inventory managenmequires constant and careful
evaluation of external and internal factors andtr@brthrough planning and review. In
order to control the inventory, the major requiraeings providing efficient
replenishment techniques such as jointly replenetinof products. Searching for
efficient replenishment techniques is common andndatory topic for the

organizations.

One of the most important aspects affecting thdopmance of a supply chain is the
management of inventories, since the decisionsntakehis respect have a significant
impact on material flow time, throughput and auaility of products. Particularly

interesting is the problem of coordination in tleplenishment of multiple products
when they share common resources (e.g. same mddeneportation), with the idea of

saving fixed costs. (Musalem and Dekker, 2005)

The powerful and precise forecasting methods, #icalyffunctionality and efficient
replenishment capabilities help retailers bettetemstand demand environments, satisfy
customer order immediately and more accurately grtheir inventories throughout
the supply chain. In order to increase competitv®e and satisfy the customer
demands, an enterprise must adopt an effectivei niaih inventory strategy for
managing its inventory. A popular management ggsafer the multi item inventory

system is joint replenishment.
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3.1. INVENTORY REPLENISHMENT

The goal for establishing an inventory replenishiygiicy includes maintaining stock
on shelves (also known as no stock-outs), avoidiagr supply of inventory and
minimizing the cost of replenishment. Some of thetivation factors in maintaining
inventory is the uncertainty of demand and the ipdig of a shortage of supply. The
motivating factors in keeping no inventory inclutte cost of involved in piled up

inventory and loss in income from other investmerftéahmis, 1993)

Inventory replenishment has three basic cost coesn holding cost, ordering cost
and shortage cost. Holding cost is also knownaasying cost and proportional to the
amount of inventory. Various components make @phtblding cost of capital tied up
in inventory, taxes, insurance, storage spaceppees to handle inventory, damage to
inventory, obsolescence and opportunity cost oéstment. The lost opportunity to
invest the money tied up in inventory makes theampprtion of the holding cost. In
order to increase the profitability of the busindbksre are some strategies that can help
minimize holding costs in general, and thus inaetf®e net income earned by the
company within any given period. One of the mdfaative ways is to maintain as low
an inventory as possible. Carrying a smaller itwgn means less expensive

warehouse, efficient space utilization and not kegpigh inventory.

Ordering cost is the cost of placing an order ® shpplier for a number of different
products. It consists of major and minor orderogt. Major ordering cost is a fixed
cost which is charged every time one or more it the family are ordered. This
cost is fixed and independent of number and vaétgroducts. Preparing the order,
bookkeeping cost and cost of transportation meanbeareferred as major ordering
cost. There is also an ordering cost of each itethe order. It depends on the item’s

volume, weight, length and other special handliogt encurred by an item.

Shortage cost is another component of the costtitmcWhen there is not enough
inventory to meet customer demand, item is backedler sale is lost. If the item is

backordered, there are additional bookkeeping cdéthe sale is lost, the cost of loss
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profit and the loss of goodwill occur. Loss sates damage the brand value and

change the customer’s brand perception.

Inventory replenishment with accurate demand fortetgss the best opportunity for
retail businesses to be demand driven, focusingcustomer needs effectively and

delivering the products on time. The inventory eefghment has three key points:

1. When should be the reorder
2. How much should be the reordering quantity

3. Creating a purchase order

4

\ l Order up to Point rounded to product min pick quantity |
Order Up to Point—

S
T i How much do | order?
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5 | puss  Order Point — Place order today
i Lead Time + Safety Stock
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\
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Figure 3. 1 The depletion graph (Data-profits, 2013

The reorder frequency means the size or amount afvamtory replenishment order.
The most profitable businesses know that what priothéccustomer wants, how much
they will pay for it, and when they want it. Prafile retailers need only get those

products into customer hands with the least amofirexpense. While determining
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reorder frequency, it must be considered the totahber of days from placed the
replenishment purchase order until the goods aadadle. Lead time factors include

vendor build, preparation and transportation days.

The second question is determining reorder quantRetailers need a solution that
analyzing past and complex demand forecast algositand optimal reorder quantity.
Since holding cost is major components of totat fmsction, businesses are not willing
to keep high stock levels. Therefore, intellectegllenishment policies are required in

order to manage inventory more effectively.

Creating purchase orders is fundamental in invgnt@plenishment process. An
efficient policy help make the right decision theitsure to get the right inventory
replenishment orders placed for the company. dhgoshore appropriate supplier,
price and quality of purchasing items, special slead discounts are important factor

while creating orders.

These important questions determine organisatiomsfitability. Retailers and
manufacturers who can identify reorder timing amorder quantity appropriately could
achieve success in today’s supply chain systerherefore, inventory replenishment is

very important for inventory optimization and gegfioptimum profitability.

An inventory replenishment policy should avoid balie problem of oversupply of

inventory and the problem of stock outs. The bedity is usually one that takes into
account the factors which influence replenishmerthsas ordering cost and holding
cost. The easiest and most fundamental methodvehtory replenishment is Economic
Ordering Quantity (EOQ) model (Nahmias, 1993). H@Q model takes into account
the trade-off between the cost of ordering andhtilding cost. It also forms the basis of
more complex models such as joint replenishmente goal of the EOQ model is

derive the optimal number of units of an item toesreach time an order is placed.
(Olsen, 2002)



19

In inventory planning, determining safety stockdkis essential in order to maintain
favourable service level. As the demand varigbdiianges, optimum inventory levels
required to guarantee desirable service level. alhility to maintain service level high

depends on safety stock level in a supply chaitesys The relationship between two
parameters is exponential and can be seen in FR@re In order to guarantee 100%

service level in terms of availability, the infindenount of safety stock is required.

Safety Stock

Service Level

Figure 3. 2 The relationship between safety stoukservice level

The trade-off between maintaining high safety stanll obtaining favourable service
level is very important in inventory planning. Imat way, discriminating products that
require high service level and monitoring demanttepa regularly to set new safety

stock should be considered within the inventoryropation process.

In order to maintain a proper replenishment policigtdnical demand data, supply
information and lead time length should be analyzmdectly. Desired service level is
another input of the process. Service level dependse item, its demand, profitability

and associative relationship to the other items. efiicient replenishment policy helps
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determine optimum replenishment interval time, reoriével and order quantity for
each item in the process.

Suppliers
Order Schedules
Presentation Stock

Product Availability
Product Associations
Alternative SellingUnits

Manage
Assortment

Manage Execute ——
reateQraers
Inventory | Orders

BackroomProducts Transmit/Confirm Qty
00S, Damages, Reclaim Receive Orders
Physical Inventory Update Inventory on
hand

Figure 3. 3 Inventory processes (C-coregroup, 2013)

Although inventory replenishment seems directlyated to the execution orders
(creating orders, transmitting time frame, confirmaiity), it is actually one of the
central element of the whole supply chain proce$s.order to manage inventory,
maintain proper product availability and deliver toumser needs to the customer,
efficient replenishment policy is the key stratégyoptimize the system. Therefore, it
is a common phenomenon to provide effective reptenent strategy for inventory
planning process at most optimal levels.
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3.2.NOTATION AND ASSUMPTIONS

The following notation is defined:

i 1,2,3...,n, a product index

n  number of items ordered from a single supplie

D; average demand for product i (TL /units/week)

o standard deviation of demand forecast errormgwne unit of time

z multiplier ofc (determines the service level)

hi the holding cost for one unit of product i (TL/unieek)

s the minor ordering cost of product i incurred whenduct i is included in a group
replenishment (TL/order)

S the major ordering cost associated with a replenent involving one or more
products (TL/order)

Q: order quantity for product i, a decision variahlai{s)

T replenishment interval or basic cycle time

Ti the cycle time between placing consecutive ordeiteim i in weeks

ki the integer number of T intervals that the replemisnt quantity of item i will last
(decision variable)

m  integer number decided by decision maker.

C, total ordering cost per week

C. total carrying cost per week

TC total cost per week

In order to determine a joint replenishment poliayfamily of item is purchased from
single supplier. Similar to the general joint repddiment problem, the following
assumptions are made:

1. There is a fixed cost, S, associated with eachrondependent of the number of
items ordered.

2. There is minor ordering cost, écurred if item i is included but is independent
of the other items included in the order.

3. Shortages are not allowed.
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There is an infinite horizon time.
There are no quantity discounts.

The entire order quantity is delivered at the séime. (no lead time)

N o g &

There are no budget constraints on the amount ofdear.

3.3.REPLENISHMENT POLICIES

The inventory planning process establishes thar@tinventory levels that must be
maintained to meet expected service levels for aenfalfiment. Replenishment
process needs to define review period for reordeaimd reordering quantity. Then, it
provides with determining whether an order showdptaced for replenishment time
point or not.

In the replenishment process, continuous reviewartdic review strategies refer to
the frequency of monitoring to determine when osdenust be placed. Under
continuous review process, the inventory levelastimuously reviewed and when the
stock drops under predetermined safety level, tleev rorder is placed up to
replenishment quantity. In the real world, comparstart to track their inventory levels
and continuous review strategy becomes a common optichal way to plan for

replenishment.

In the periodic review strategy, inventory levedsiewed at specific time frequencies.
At this review time point, if the inventory leved under safety stock, the order is placed,
otherwise ignored until the next review point. Fnethod is easier than continuous
review process and well manageable for manual peesewhich includes large amount

of items.

In supply chain systems, there are two ways ofiptaan order. Order quantity in a
replenishment process can be fixed or determinedrding to the order up to level. In

the first process, in every replenishment pre-aefifix order quantity is placed. Since
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the order quantity for all replenishment orderdixed in this method, order day may
vary or may be fixed depending on the review methbud.the second process, order
guantity is determined according to the differene¢dwieen on hand stock and pre-
determined order up to level. The order quantityhis process will differ from one

order to another depending on the on-hand quamitthe day of the review.

There are four reordering process options areabailin the replenishment policies:

Reorder Level

Inventory Level

Figure 3. 4 Order point in continuous review sys{@upplychainmusings, 2013)

In Figure 3.4, there is a system uses fix order tityan continuous review policy. The
orders are placed when the inventory drops underptie-determined reorder level.
Since the order quantity is fixed, the resultingeintory levels can change according to
the starting inventory when an order is createle advantageous of this system is that
the new order is triggered as soon as inventorpdimder the reorder level, the stock

level rarely drops under the safety stock level.

In Figure 3.5, the system uses fix order quantitpemiodic review policy. The bold
dots indicate order points, while light dots représthe review point that the inventory
point is higher than reorder point and no needda@laced an order. Stable ordering
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cycle is the benefit of the system, whereas its Hemk is that inventory may
sometimes fall below the safety stock level.
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Figure 3. 5 Order point in periodic review systedngplychainmusings, 2013)

Figure 3.6 shows the system uses order up-to lewelogntinuous review policy. The
system is monitored continuously and whenever thentory drops under reorder
level, the new order is placed as soon as possibiece the system target is reaching
pre-defined order up-to level, order quantity vaergecording to the on hand stock at the
review point.

Order up-to Level (OUTL)

. Reorder Level

Inventory Level

Figure 3. 6 Order up-to level in continuous revigygtem (Supplychainmusings, 2013)
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Figure 3.7 represents the system that is ordeouevel with periodic review policy.
Order quantity changes in every replenishment timiatg. Order placement is not

required in every review point that the inventagydl is higher than reorder level.

E
Order up-to Level (OUTL)

Order Qty

Inventory Level

Figure 3. 7 Order up-to level in periodic revievstgm (Supplychainmusings, 2013)

In terms of variety in the order, there is two wayf replenishment polices as
independent and joint replenishment. In the indepat replenishment policy, every
item is replenished individually, whereas in thenjaieplenishment a family of items
replenished mutually at predetermined time points.this section, independent

replenishment and joint replenishment policies aesgnted with related formulas.

3.3.1. INDEPENDENT REPLENISHMENT

Under independent replenishment, every item is regihed individually. The major
ordering cost S is charged in every replenishmemtiwturns with high replenishment

cost. The search is to minimize the holding inventand ordering cost. In
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deterministic case, average demand has been coewitte each product and compute
for optimal replenishment cycle for each product.

The ordering cost of n items is as follows:

Co = ?=1(S + Si)/Ti (Bl

The holding cost of n items is as follows:

1

Cc = (3) 21, T Dy ZB.

The total cost of th&h item is:

The total cost of n items, TC is given by:

TC=Co+ Co= Xy (S+5)/T; +(3) Zi, Ty Dihy (3.4)

In order to minimize the total cost, optimal ordgrantity of each item should be
determined. The summation of the n optimal costsegates minimal total cost under

independent replenishment. The quantity ordergi/en by:
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Q; = DiT; (3.5)

Substituting from (3.5) into the cost formula (3.8) new equation is:

TC; = (2) (S + 5 +3(Qiho) (3.6)

To calculate optimun®;, we take the derivative with respectQg the quantity which

minimize the total cost is given by:

Qi =2(S +5s)D;/h; (3.7)

Since the cycle tim&; is:

T; = Q;/D; (3.8)

The optimum cycle time is as follows:

T/ = J2(S + s,)/(h:D;) (3.9)

Substituting (3.9) in (3.3), the minimum total cémtith item is given:
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TC; = /2(S + ) (h;Dy) (3.10)

Thus, the optimum total cost for n items is asoiob:

TC* = 37/2(S + s1) (h:Dy) (3.11)

Under independent replenishment strategy, demalfidhfent ratio is high since the
products are replenished stand alone. Howevgivés high total cost. It is reasonable
to think that coordinating orders which include mtian one item give substantial cost

savings.

3.3.2. JOINT REPLENISHMENT PROBLEM

The JRP encompasses a family of items where thexerajor fixed cost for any family
replenishment and a minor fixed cost (item-depet)dien each distinct item included
in the replenishment. Under the assumption of knéavel of demand for each item
the problem is to select the frequency of familgleaishments as well as which items
are to be in which family replenishments. As vl seen, it is not straightforward to

find the solution that minimizes the total relevaasts. (Nilsson and Silver, 2007)

In the joint replenishment policy, the family ofopilucts has a major ordering cost and
this cost is independent of the quantity of ord€he major ordering cost is fixed and
charged at every order for the replenishment grotibus, fixed replenishment cost is
split up by each product in the family in the joiaplenishment. It enables to get lower

cost than independent replenishment in terms ofrord charges. Furthermore, items
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are more coordinated due to convenient communicaiuh scheduling in the joint
replenishment.

The joint replenishment problem is usually based obuger-only viewpoint with
concerning multiple products where economies exwmt feplenishing products
collectively. The problem involves determining aibareplenishment cycle time T and
the replenishment intervalTkfor item i, where kis an integral number. The objective
function of the joint replenishment problem is noteex and typically has several local
minima. Optimal algorithms enumerate all the local mimmsolutions between a

lower bound and an upper bound for T. (Hsu, 2009)

Inventory
level

] T 2T ar 4T 1Y 6T Time

10T ] e IEMZ item 3

(ki=1) (k=2) (k3=3)

Figure 3. 8 Replenishment cycle for each item (GithMoon, 2005)

A joint replenishment is made every T time intervaldowever, all items may not be
included in each replenishment cycle. Item i is anbluded every K time intervals.
This means that the replenishment of each item is raadeery integer multiple {kof
the group replenishment time interval (T) as showfigure 3.8. This also indicates
that kT is the cycle time of item i. (Cha and Moon, 2005)
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The approach for joint replenishment problem canclassified according to the
grouping of item in a replenishment interval. Tehare two grouping strategies in joint

replenishment policy as direct grouping strategy iadirect grouping strategy.

3.3.2.1.DIRECT GROUPING STRATEGY

Under direct grouping strategy DGS, products aveldd into a predetermined number
of sets and the products within each set are jorehlenished with their set's own cycle
time. In direct grouping strategy also known adi cycle policy, the n items divided
into m groups and each group has own cycle timke dbjective is the strategy is to
find an optimal grouping for the items and the wptm cycle time for each group in

order to total cost function. The notations atofes:
m the number of groups

j the group number

G; thejth group

T; the cycle time between replenishing items in grjou

In the direct grouping strategy total cost functi®given by the equation:

1
TC =57 ((S + Niee; )/ Ty + 2Ty Sieg; Di hy) (3.12)

By taking the derivative of TC with respect tp the optimal time jF is as following:

T = \/2(5 + Yiec; $1)/ Qiec; Di hi) (3.13)
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After getting T* we can find the optimum TC value by substitutind=q. (3.12)

Rosenblatt (1985) compared a direct grouping metitddan indirect grouping method
to solve a joint replenishment problem in which thamor ordering cost of an item is
dependent on other items which are in the same.ofdecall that in the classic JRP the
minor ordering cost is independent of other itewiatfy replenished. Rosenblatt ran
experiments using 25 different settings with 50 nepkes from each setting. He
reported that indirect grouping performed bettemthlirect grouping for 60% of the

examples. (Olsen, 2005)

3.3.2.2. INDIRECT GROUPING STRATEGY

Under indirect grouping strategy (IGS), replenishirie made at regular time intervals
and each product has integer multiple of the regutze interval. The items ordered in
the same order share the major ordering cost. indieect grouping strategy is one type
of cyclic policy. It uses common cycle time T aadch product has own integer
multiple value k The indirect grouping determines the basic cytitee T*,
additionally computes each item’s integevddue that represents the integer multiple of

T for item 1.
In IGS grouping strategy, formulas are as follows:
Qi = TkiDi (314)

Total ordering cost of n items is as follows:

Co= (1) (S + Xsi/ks) (3.15)
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The holding cost of n items is as follows:

Cc=(3) Tk kiDi by (3.16)

The total cost of n items, TC is given by:

TC=Co+Cc=(3)(S+Thysi/ki) +(3) T XL kiDi by (3.17)

The aim of the problem is to minimize the cost tiot. Therefore, we can take the

partial derivative of TC with respect to T. (AssSama particular set ofi’k is fixed.)

T* = 2(S + XLy si/k)/(E, kiDihy) (3.18)

Substitution of T* into TC formula, gives the minum total cost:

TC* = /2(S + XL, si/k) (i, kiDi hy) (3.19)

Van Eijs et al. (1992) compared the direct andraatigrouping strategies. The results
show that IGS outperforms DGS for high major ondgrcost because many products
can be jointly replenished when using an IGS. Atghalso emphasized that
performance of the indirect grouping strategy dejeeinon the number of items and the

ratio of major ordering cost to the minor orderaugt.



4. PROPOSED MODEL AND SOLUTION PROCEDURES

Due to the nature that the joint replenishment lemmbis mixed integer nonlinear
model, it is NP-hard problem. For large instancégroblem, obtaining the optimal
solution of problem is prohibitive. In the real ’eh manufacturers and decision
makers require fast and effective way of solutioocpdures. Enumeration method is

difficult in terms of both computational time angtionum programme solvers.

Additionally, when there are certain data sets afadfor which the best known
algorithm fails to produce optimal results. Fomjoieplenishment problem, Van Eijs et
al. (1992) found that the indirect grouping stratéajled to produce optimal results for
some data sets where the major ordering cost wal sshative to the minor ordering
cost. These difficulties arise because there ameynfactors that need to be considered
when modelling the problem and in the real worlelséh factors are difficult to identify.
(Olsen, 2002)

When we consider real life manufacturing probleneré are large amount of products
to replenish, an effective and rapid solution i®ded. It may take long time to
calculate the optimal solution by operators. Tfwee there is a need for effective

heuristic solution procedures to be discussedisnctmapter.

In this chapter, we describe our proposed methqule&isheet for volatile demand
environments” as well as very common method toesgbint replenishment problems,
called RAND. We present both algorithms for deterstic and volatile demand
environments. In the literature, there is spreadsimethod for deterministic problems,
because of its effectiveness and easy to use, opope spreadsheet method for volatile
demand environment problems. In the real worlghsatering volatility in demand is



34

more appropriate to analyse a data. Thereforepmwposed effective and simple

implementation of spreadsheet algorithm for vadadiémand environments.

4.1. MODIFIED SPREADSHEET ALGORITHM

For the joint replenishment problem, spreadshegtrithm is effective and easy to use.
The main idea of the spreadsheet heuristic is riopdialance between replenishment
cost and holding cost. The heuristic is based ege&tedt’'s (1999) study, where the
method to solve an economic lot scheduling problERSP) with capacity constraint is
proposed. The basic assumption is that in an exmnorder quantity problem, the ratio
between replenishment cost and holding cost islaquane at optimum point. With
this logic, Nilsson et al. (2007) proposed a medifiversion of Segerstedt’'s (1999)
algorithm to be applied to the joint replenishmprablem. The closer the ratio is to
one, the lower is the cost. Keeping the ratioelwsone proved to be a very effective

heuristic way to solve joint replenishment problems

The closer the individual quotients are to one,libder the solution. It is possible to
solve JRP by adjusting the quotients to obtain ltestloser to one. This will be

achieved in a two-step heuristic, where the starsplution is where all items are
replenished at every time interval (all k-values aet to one). During these steps,
simply looking at the quotients and tracking howve ttotal cost changes as the

replenishment frequencies (k values) are updafsdsson et al, 2007)

The deterministic case of the problem generatezedio optimum solutions. Based on
this finding, our motivation was to explore the hstic performance in demand
volatility and we developed a modified version lo¢ spreadsheet algorithm. First, we
will propose the deterministic case of heuristiatttleveloped by Nilsson et al. (2007),
after that we present the modified version of tleuristic for the volatile demand

environments.
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The quotient or the ratio between replenishment@od holding cost is as follows:

qi = ZSi/TZkizDihi (41)

Substitution of T* into the formula, new quotieotula is:

Qigey = X7 kiD; hi/ (S + XF si /ki)) si/kEDih; 4.2)

The solution procedure of spreadsheet algorithtinadollowing (Nilsson et al, 2007):
Step 1.Set all k-values to 1 and compute the tatsi for the initial solution.

Step 2.Compute quotients Eq. (4a2)d increase the k-value(s) by one for all itenth wi
quotients higher than 1.4. Calculate the totat.cBepeat that until all quotients are
below 1.4 or the total cost starts to increasealll§uotients are below 1.4 go to step 2

or if the total cost increases, step back onetsiéipe best solution and then go to step 2.

Step 3.Calculate quotients and rank them how faayathey are from one. Then
individually increase/decrease the k-value of teeniwith the highest ranking (furthest
away from one). Calculate the total cost. Repdlathat until the total cost starts to
increase, then step back one step to the bestwohnd try to adjust the k-value of the
item having the second highest ranking. Repeatdtép until no more items exist to
examine, then go to step 3. Note that all m-valmest be>1. If an item has the

highest ranking, a quotient below one and m=1,uste skipped.

Step 4.Final step. Since there are several Iqa#@ihal solutions from the start solution

all the way to the final solution, it is necessamythis heuristic to both change the
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frequencies together and individually. That is wthg heuristic is divided into two

steps.
The pseudo code of the algorithm is as follows:
1. Setk; =1 Vi Compute total cosT'Cy = Ty

2. Compute quotient for each item. df > 1.4 , k; « k; + 1.
If TC,' <TC,,thenTCy « TC,. k; « k; and repeat step 2.
Else go to step 3.

3. | «argmax(q;,1/q;) €L

If g, <1andk; =1 thenL « %, L« L—1andl «argmax(q;,1/q;) i €L

ki < k;, If qg > 1thenk, « k;, + 1 elsek, « k; — 1
If TC,  <TC, thenTC, « TC, andk « k' and computg; Vi .
ElseL « L/{l} andL « L —1. If L > 0then repeat step 3.

4. FinalTC, is the best solution.

Application of the spreadsheet heuristic is noy@nlitable for deterministic models but
also for volatile demand models. Because of itapicity and effectiveness, we
modified the heuristic for the volatile demand eamments. In the model, there is an
average demand and also a standard deviation oartbriorecast errors. Based on
these inputs, we provide a more proper way of amady the real world data.
Considering only average demand to model the pnofalleere may be some mistakes or

missing interpretation for future decisions.

The inventory demand for items which have the sademand can vary significantly.
The manufacturer has to keep a much bigger inventor big variation product.

Although only average demand is taken into accommanufacturers generally ignore
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the variation and assign the same inventory tarfyetall SKUs. (Abernathy et al,
2000)

A simple procedure to implement demand volatilitydelling for spreadsheet heuristic
is indeed appropriate. The simplicity of applioatiof spreadsheet method and its
efficiency enables us to consider its modified marsfor the joint replenishment

problem in volatile demand environments.

The total cost function for the joint replenishmembblem in volatile demand is

presented as follows:

TC =243y (si /k)/ T+ N2 [(Ds kiThi/2) + (zi03hin[lT )] (4.3)

As indicated beforegz; represents service level of item i andrepresents standard
deviation of demand forecast errors. In the foanfirst and second terms are major

and minor ordering cost, third term is holding castl the last term is safety stock.

The aim of the problem is to minimize the cost timt. Therefore, we can take the

partial derivative of TC with respect to T. (Assugia particular set of’k is fixed.)

T = Jz (S+ 210 32) /B0 b (D + 7200/ TaTo) 0¢.4

whereT, = J 2(5+ Sy 2) /Sy by D, (4.5)
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The solution procedure of modified spreadsheetrdiguo for volatile demand problems

can be modelled as follows:

1. Setk; =1 Vi and compute

Tini = JZ (5 + Z?ﬂ%)/Z? hi ki(D; + z;0;/y/k;Tp) (4.6)

whereTo = [2(5 + ZILy2) / Sl by kD (@.7)

s
TC, = o + X 1(Si ki) Tini + Xie1[(Di kiTinihi/2) + (2i0:hi) ki Ting)]

(4.8)
2. Compute
qi = [Z1 ki(D; + 20D he/ (S + X3 sif ki (Dy+ziophy Vi (4.9)
3. Setr=0

For items Q; > 1.4 , k; « k; + 1. ComputeT  and TC" according to Eq. (4.4)
and Eq. (4.5)
If TC'<TCy,TCy« TC', k; < k; .

Compute new quotient according to Eq. (4.9therwise go to step 4.

4. Setr=r+1
Find the quotients how far away from one. Sorfrtlie descending order.
For the furthest quotient, if; < 1
If k; >1, k; « k; — 1, else look at the second furthest quotient.
If q;>1, k; <« k; +1. ComputeT and TC" according to Eq. (4.4) and Eq.
(4.5)
If TC'<TCy,TCy« TC', ky < k; .

Compute new quotient according to Eq. (4.9therwise go to step 5.
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5. In order to guarantee the best solution, try tedase remaining quotients in the

order. Stop all items tried. Take minimum val@i¢he total cost.

The appropriate value of the quotient as 1.4, Niisst al (2007) tested the performance
of the values between 1 and 2 in their study. [&hgest possible decrease of a quotient,
when thek value is increased by one will be less than 3/#heforiginal value. This
will happen when & value is increased from one to two. This meaasifra quotient

is two or higher an increase in the k value wilways gives a lower total cost. Low
values are not of interest since too many quotiaitsbe put too low. (Nilsson et al,
2007)

4.2.RAND ALGORITHM

For the joint replenishment problem, RAND method pposed by Kaspi and
Rosenblatt (1991) which is improved heuristic di/&'s. RAND method is based on
computing “m” equally spaced values of the fundataleaycle within and lower and
upper bound [Fin, Tmad. Iteratively, these values are applied to Siv€t976) method
to find each product's “k” values. It keeps eaciteival value’'s costs and select
minimum of them. RAND performed better than akyous algorithms that are not

enumerative.

Goyal and Deshmukh (1993) provided a better loweund for T which further
improved the performance of the RAND. A tightew& bound is helpful because it
reduces the range of T from which the “m” equafipced values are obtained. For the
cases where the RAND did not obtain the optimalitsmh, it was 0.002% from it on
average (Khouja et al, 2000).

In the deterministic case of RAND algorithm, thene estimated demands for each
product in per calculated cycle (year, month, weeRAND algorithm finds several

local optimal solutions from the iterative calcidat using different first T values.
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Consequently, the best solution is obtained amdmsget local optimum solutions.
Therefore, calculating a lower and an upper bouwrdT is very effective way of
obtaining close-optimum solution.

The solution procedure of deterministic RAND algjom is as follows:

1. Compute

Toas = (24 (5 + 21,50/ e, Oihy) 10)

Tmin = mln(l) \/ ZSi/Dihi (411)

2. Divide the range [fin, Tmad into “m” equally spaced values of T, (TTy, .....T;,
Tm). (Mis to be decided by the decision maker.) Set j=0.

3. Set j=j+1.
Set g=0.

4. Set g=q+1.

For T, compute “k” values for each product i:

k%4 = 2si/ (T/Dihy) (4.12)
5. Findk?, for each i, where

kKig=L If LLL—1)<ki, <L(L+1) (4.13)

Lq —

6. Compute a new cycle timg &ccording to

n
i=
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7. Ifg=1or ki, # k{4, foranyi, then go to step 4. At last, compu@for this
(T, kiq for all i). If j=m then selectT, ki ) with the minimum TC. Otherwise,

go to step 3.

Note that Silver's modified heuristic (Kaspi and deablatt 1983) is applied in an
iterative way until the values of; kconverge. In conducting their simulation
experiments, Kaspi and Rosenblatt (1983) found thatmajor improvement of the
algorithm occurs in the first iteration. (Khoujead., 2000)

On the other hand, RAND algorithm can be also irmgleted for the volatile demand
problems. In this case of the joint replenishmeanmatblem, demand of the products is
stationary in the mean and there are standard tamwsaof the forecast errors for each

product.

In RAND algorithm for volatile demand problems, temand is stationary and the
forecast errors are normally distributed. Thisuagstion is based on three reasons.
First, empirically in many cases the normal disttibn provides a better fit to data than
most other distributions. Second, particularlythié lead-time is long relative to the
"base" forecasting period, forecast errors in maeryods are added together, expecting
a normal distribution through the Central Limit Dnem is logical. Finally, the normal

distribution leads to analytically tractable resEynan and Kropp, 1998).
In our study, we are assuming lead time as zerausec of delivery time can be
negligible when we compare with other time unit§herefore, we generate our

solutions according to Eynan and Kropp (1998) allgor without lead time.

The solution procedure of RAND algorithm for thelatde demand problems is as

follows (Eynan and Kropp, 1998):

1. Determine
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T = J 25:/h; (Di + (Zf"")) (4.15)

To;

Whel‘eTol- = ./ ZSL' /hiDi i=1, ..... , N. (416)

2. ldentify the item with the lowedt". This item will be denoted as item 1 and

ki = 1.
3. T= \/2(5 +51)/hy (D1 + (2101/[To) (4.17)
where Ty = \/2(S + s, )/h.D; (4.18)

4. k; = L integer such that/L(L — 1) < (T /T) < JL(L+1) i=2,....,n.

5. 7= [2(5+300 ) /8y kD + 2000/ iTo) (4.19)

whereT, = JZ (S + 2?21%)/2?:1 h; k;D; .20)
6. Repeat steps 4 and 5 as necessary or until thelbvetal cost value yields

bigger than previous iteration’s total cost value.

In the heuristic, safety stock is considered ad aglholding cost for demand value.
The holding cost of the products, safety stockteeldorecast errors of these products
and replenishment cost form the total cost functimm the volatile demand
environment. Since RAND is very effective algomithfor the joint replenishment
problem under volatile demand, we compare RAND wdth results with proposed

spreadsheet algorithm for the real business dat@ealuate their effectiveness.



5. NUMERICAL APPLICATION

In this chapter, the real world data was constdi@ed run in order to find the
effectiveness of the proposed algorithm. The givemerical data belongs to a

worldwide known consumer electronic company.

High technology industry has several unique chargtics in terms of supply chain
management. First and foremost, technology praedbave short life cycles and high
rate of obsolescence. For technology companiew, in@ovations are developed
rapidly and products have short shelf life. Inasrtb increase agility and lower cost,
technology companies have low inventory targets.th& same time, they deal with a
high level of demand uncertainty. To balance ttaelg-off between high inventory
level and shortage, an effective replenishmentesiyais essential for high technology

companies.

The consumer electronics market is a highly cortipetand volatile market and agility
to response the customer is very crucial. To becessful, new products and
technologies are introduced continually, enhancestiag products in order to remain
competitive and stimulated customer demand for pevducts. The success of new
product introductions is dependent on a numbeactofs, including market acceptance,
the ability to manage the risks associated witldpet transitions and production ramp
issues and the effective management strategy ehiovy levels in line with anticipated

product demand.

The applied business company orders the items $wpplier as produced and there is
no need for extra manufacturing process. We assbatgroducts have zero lead time
and entire order quantity is delivered at the sdime. Table 5.1 shows products’

actual demands as weekly basis.
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Table 5. 1 Demand data for each item by week

Demand by quantity
Sales week tem1 | Item2 Item 3 Item 4 ltem 5 Iterg
WKO09 106 144 192 2126 401 237
WK10 138 95 156 2617 362 130
WK11 94 76 170 1139 194 142
WK12 65 46 211 1282 146 148
WK13 78 85 228 1314 166 262
WK14 69 120 157 1273 147 101
WK15 65 117 144 1395 133 129
WK16 92 123 140 1491 139 98
WK17 102 177 122 1134 170 250
WK18 126 102 131 1055 182 227
WK19 85 90 135 2096 154 342
WK20 78 115 185 1978 126 230
WK21 74 134 190 1646 136 187
Grand total | 1172 1424 2161 20546 2456 2483
Average 90,15 109,54 | 166,23| 1580,46 188,92  191/(
St. deviation | 22,88 33,07 32,86 480,23 88,08 73,51

We randomly have chosen demand data between wae# @eek 21 which we believe

peak season for consumer electronic market. Aaugitd the demand data, we assume

that demand is stationary and the forecast errers@amally distributed. (As in Eynan

and Kropp, 1998) This assumption can be based e seasons. In many cases, the

normal distribution provides a better fit to datart most other distributions. Moreover,

since the planning time horizon is infinite, forstarrors are added together, so normal

distribution can be expected through the CentraliLiTheorem. Finally, the normal

distribution leads to analytically tractable resul{Eynan and Kropp, 1998)
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In order to test the reliability of the assumptiove utilized from a data fit software
called as EasyFit. The forecast errors of each’st@istribution graphs are presented in
Figure 5.1. According to these results, we camurassthat the forecast errors are
normally distributed for the applied demand data.
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Figure 5. 1 The distribution graph for the foreaasbrs of each item

The experimentation was carried out through splesetsand RAND algorithms for
both deterministic and volatile demand cases. At,five ran RAND and Spreadsheet
algorithms for deterministic case. After that, cddtion for volatile demand structure
was implemented through using standard deviatiore ddmpared the results for the
proposed spreadsheet algorithm with well known RANristic for volatile demand
cases. In order to calculate the results, we MA&TLAB and we coded for RAND
(Kaspi and Rosenblatt, 1991), spreadsheet (Nilss@h, 2007), RAND for the volatile
demand (Eynan and Kropp, 1998) and finally propospteadsheet algorithm for
volatile demand environments.
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In order to compare our results with Eynan and ir¢©98), we used same cost data
for minor, major and holding cost. We took therage demand according to our real
world data and standard deviation as sigma in dneadlas. Service level is taken as

90% as well. The data is indicated as Table 5.2;

Table 5. 2 Data for numerical application

Item 1 Item 2 Item 3 ltem 4 Item 5 Item 6
Average demand| 90,15 109,54 166,23 1580,46 188,92 191,0
St. deviation 22,88 33,07 32,86 480,23 88,08 73,51
Holding cost 0,4 1,0 0,8 0,2 0,8 0,2
Minor repl. cost |1,8 2,0 1,2 3,2 3,1 2,7
Major repl. cost |10
Service level 90%

As indicated before, we tested four algorithms, dne deterministic case of the
problem is calculated through using average demandthe RAND algorithmm is

taken as 5. In the spreadsheet algorithm, quottetdken as 1.4. For the volatile
demand case of the problem, standard deviatiomact éem is considered. The results

of algorithms are presented in Table 5.3.

Table 5. 3 Numerical results

Deterministic case Volatile demand case

Spreadsheet RAND Proposed Spreadshedt Volatile RAND
TC 192,99 192,99 374,82 375,14
T 0,2251 0,2347 0,1649 0,1598
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According to the Table 5.3preadsheet and RAND methods for deterministic gase
same results in terms of total cost, whereas iratilel demand case our proposed
spreadsheet algorithm outperformed RAND algorithrithe proposed spreadsheet
algorithm gives total cost as 374.84, whereas WelRAND algorithm’s is 375.14.

Table 5.4 demonstrates the effectiveness of owasisheet method for volatile demand.
It can be observed that the first iteration totadtds 376.87 and second iteration gives
the result of the heuristic. TC=374.82 and T=09&fe obtained with only two

iterations through our proposed version.

Table 5. 4 Iteration results for proposed spreagtséigorithm

Proposed

Spreadsheet 1st iteration 2nd iteration
Iltem 1 1 1
Item 2 1 1
Iltem 3 1 1
Item 4 1 1
Iltem 5 1 1
Iltem 6 1 2
T 0,1728 0,1649
TC 376,87 374,82

Deterministic algorithms give lower cost than vidatlemand algorithms. However,
taking average demand into account by itself mas gncorrect strategy in terms of
customer service rates. Generally, retailers ignibre variation and prefer to use
deterministic algorithm.  Therefore, we calculatedstomer service level both
deterministic spreadsheet and proposed volatileasisheet algorithm. In order to test
customer service rate, we used the data betweek 2Zand week 34 as future demand

which follows our previous test data.
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Table 5. 5 Demand data for each item by week

Demand by quantity
Sales week Item 1 Item2 | ltem3 | Item4 Item5 | Iterf
WK22 125 117 168 1463 318 203
WK23 88 124 86 1916 335 246
WK24 49 107 101 1670 201 187
WK25 139 107 83 1641 135 203
WK26 73 122 118 1785 286 194
WK27 77 172 127 1863 176 177
WK28 120 87 143 1444 146 196
WK29 72 132 221 1135 117 192
WK30 34 71 276 1183 141 133
WK31 26 147 288 1057 335 128
WK32 147 107 113 1447 156 76
WK33 93 99 135 1320 255 135
WK34 104 129 220 1312 197 256
Grand total 1147 1521 2079 19236 2798 2326
Average 88,23 117,00 | 159,92 1479,69 215,28 1789
St. deviation 38,34 25,83 69,57 279,06 80,53 49,65

)2

In order to test customer service rate for both ehode calculated the real demand in

the replenishment interval for each item and ogeantity in the every replenishment.

Since backordering does not exist in our model, abgumption is that if demand is

higher than on hand stock, this is considered sisdale. Replenishment quantity is

obtained according to the data between week 9 aek\1, tested on week 22 and

week 34 to calculate customer service rate. A phithe calculation for item 1 is

presented in Table 516 illustrate the computation:
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Table 5. 6 Calculation to find service level

Proposed Spreadsheet
Average 90,15St. Deviation 22,88T 0,1649

Loss sales/
SalesDateTime | Demand per week Demand per |Stock remaining
rep. interval stock
WK22 125 20,61 14,87 -5,75
20,61 14,87 -5,75
20,61 14,87 -5,75
20,61 14,87 -5,75
20,61 14,87 -5,75
20,61 14,87 -5,75
WK23 88 14,90 14,87 -0,04
14,51 14,87 0,36
14,51 15,22 0,71
14,51 15,58 1,07
WK34 104 15,75 92,39 76,64
17,15 91,50 74,35
17,15 89,22 72,07,
17,15 86,94 69,79
17,15 84,65 67,50
17,15 82,37 65,22
14,33 80,09 65,76
TTL 1147 service level 96,669

The summary of calculation is presented in Tablé 5For customer service rate,
deterministic strategy gives 91.51%, whereas withuolatile demand strategy 95.41%
of customer’s demand can be fulfilled. Moreovess of revenue can be calculated by
each item’s average lost quantity in a replenishnmgerval multiplied with its price,
since backordering is not allowed in the systérhus, loss revenue is 588.08 TL in the
deterministic method, compared to 195.03 TL for Woéatile demand method. This
calculation can be interpreted as the differenc@ @ TL will be the charge of unmet
customer demand, whereas total cost differenc81s8B TL by using volatile demand

replenishment strategy.



Table 5. 7 Results for service level and loss saieeterministic and volatile demand algorithms

Service level Loss sales by quantity Loss sales by revenue
Price of item [Determistic [Volatility  |Determistic [Volatility |Determistic | Volatility
strategy strategy strategy strategy | strategy strategy
Item 1 4,00 TL 96,176  96,66% 0,77 0,48 3,08 TL 1,94 TL
Item 2 10,00 TL 92,156  93,62% 2,06 1,23| 20,59 TL 12,28 TL
Item 3 8,00 TL 87,420  99,92% 4,51 0,02| 36,06 TL 0,18 TL
Item 4 20,00 TL 95,066  98,32% 16,67, 3,86| 333,47 TL 77,16 TL
Item 5 18,00 TL 84,3206  87,34% 7,70 4,43| 138,56 TL 79,67 TL
Item 6 12,00 TL 93,9500  96,59% 4,69 1,98/ 56,32 TL 23,80 TL
RESULT 91,51% 95,41% 36,40 12,00/ 588,08 TL 195,03 TL
DIFFER. 3,90% 24,40 393,06
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The proposed spreadsheet algorithm outweighs RANDrithm for volatile demand
case in terms of total cost charges. Thereforg ldlgical to use our proposed algorithm
as an effective replenishment strategy. Moreowa@stomer service rate increased from

91.41% to 95.41 through using volatile demand m@planent strategy.

Table 5. 8 Parameter of each item and service legelts

Parameters Service level
WK 9-21| WK 22-34 | Deterministic | Volatile case| Diff

Average 90,1% 88,23

Item 1 |Deviation 22,88 38,34 96,17% 96,66% 0,49%
Dev/Aver. 25% 43%
Average 109,54 117,00

Item 2 |Deviation 33,07 25,83 92,15% 93,62% 1,47%
Dev/Aver. 30% 22%
Average 166,283 159,92

Item 3 |Deviation 32,86 69,57 87,42% 99,92% 12,49%
Dev/Aver. 20% 44%
Average 1580,4p 1479,69

Iltem 4 |Deviation 480,23 279,06 95,06% 98,32% 3,26%
Dev/Aver. 30% 19%
Average 188,92 215,23

Item 5 |Deviation 88,08 80,53 84,32% 87,34% 3,03%
Dev/Aver. 47% 37%
Average 191,00 178,92

Item 6 |Deviation 73,51 49,65 93,95% 96,59% 2,64%
Dev/Aver. 38% 28%

In terms of service level on item basis, we canemstme inferences regarding the ratio
of deviation to average demand. The highest diffee has been seen for item 3, which
means that substantial increase on service levelbeaobtained via using volatile
demand replenishment strategy. Item 3 gives 87.48fgice level for deterministic
strategy whereas 99.92% for volatile demand styat&ggure 5.1 illustrates the demand

chart of item 3. For items whose ratio of deviatio average demand will be higher in
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the following periods, choosing volatile demand leegshment strategy would be

wisely in order to service more customer.
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Figure 5. 2 Demand chart of item 3.

In order to evaluate the effectiveness of propgsett replenishment algorithm, we

tested the service level of replenishment of iteoniset clustered. According to week 9-
week 21 data, we can classify items to their ratiaverage demand to deviation. For
items whose ratio are below 30%, item 1, item 2, i8and item 4 can be replenished
together. The rest of items can be grouped togethbe results are seen in Table 5.9.

The first family of items gives total cost 269.07 ahd second family does 156.80.

Table 5. 9 Results for replenishment families

Replenishment family T TC

Item (1,2,3,4) 0,166Q 269,07
Item (5,6) 0,2783 156,8
Total 425,8"
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We calculated service level of clustering replemieht and compared the results with
joint replenishment service level. Table 5.10 gitke summary of the computation.
The replenishment with clustering items gives tatast as 425.87 whereas jointly
replenishment’s total cost is 374.82. Moreoveghbr service level cannot be obtained

via clustering items. Service level is better witems are jointly replenished.

Table 5. 10 Service level for joint replenishmeeatsus clustering replenishment

Service level
lteml |ltem2 |ltem3 |Item4 |ltem5 |Item6 | Average TC

Joint reple. |96,66% 93,62% 99,92% 98,32% 87,34% 96,59% 95,41% 374,82

Clustering [96,53% 93,43% 99,92% 98,31% 85,19% 96,65% 95,00% 425,87

Diff -0,13%| -0,19% 0,00%] -0,01%| -2,16% 0,06% -0,40%| 51,05

After all the calculations, we can draw some cosiclas for our real-world data set. In
deterministic case of the problem, RAND and sprkeet heuristics give same cost
result whereas proposed spreadsheet algorithm rdoipeed RAND in volatile demand
environment. The proposed spreadsheet algoritesdotal cost as 374.84 against the
volatile RAND algorithm’s is 375.14.

According to the customer fulfilment rate, volatiemand replenishment strategy gives
total cost as 374.82 TL and 95.41% service leveken@as deterministic strategy gives
91.51%. The loss revenue is 588.08 TL in the ddtestic method, compared to
195.03 TL for the volatile demand method. Theeat#hce 393.06 TL is the charge of
unmet customer demand, whereas total cost differesnd81.83 TL by using volatile
demand replenishment strategy. The test resulisdte that clustering of items does
not provide higher service level. Joint replenisitnis well suitable to obtain
favourable service levels. Consequently, our psedospreadsheet algorithm proves

that it provides higher service rate with lowertdesel.



6. CONCLUSIONS

In this paper, we presented a new adaptation @&asisheet heuristic for the volatile
demand environments. The simplicity of applicatminspreadsheet method and its
efficiency enabled us to consider its modified i@rsfor the joint replenishment

problem that considers volatility in demand. Wéspdd to consider not only average
demand value, but also variability in demand furcti Since consumers’ preferences
are getting harder to predict, the importance ofati@n is higher than before. For this
reason, we thought that if variation in demandlkgenh into account, it would give more

accurate results for the inventory problems.

In order to test and compare the algorithms, théwerld data was constructed and ran
to find out how effective the proposed algorithm i8he numerical data belongs to a
world-wide known consumer electronic company. Beeaof the short life cycles and
high obsolescence of technology products, accuegikenishment policy was highly
required in this case. The uncertainty in demaad ¢ead to the inventory’'s
accumulation and also shortages in terms of avhijaldn order to balance the trade-
off between high inventory level and shortage, fiecéve replenishment strategy was

essential for our business problem.

We compared the effectiveness of our proposed ighgorwith well known RAND

heuristic for joint replenishment problem. In arde code algorithms, we utilized
MATLAB. According to the applied business datathbalgorithms give same result in
deterministic case, whereas proposed spreadshgetitlan outperformed RAND

algorithm for the volatile demand environment.

We also highlighted the importance of using vaéatiemand strategy with a calculation

over deterministic strategy. The customer servate was computed for deterministic
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and volatile demand strategies. Proposed strajagg higher customer service level
which means lower unmet customer demand. The ehafrginmet customer demand
difference between deterministic and volatile dedhalgorithms is higher than the total
cost difference by using volatile demand replenishirstrategy. Therefore, choosing
volatile demand replenishment strategy is wisarter to service more customers with
a small difference in cost.

In terms of service level on item basis, we alsalenaome inferences regarding the
ratio of deviation to average demand. For the sterhose ratio of deviation to average
demand will be higher in the following periods, atile demand replenishment strategy

enables substantial increase on service level.

Last but not least, we tested the effectivenesthefjoint replenishment strategy in
terms of service level. For the numerical data, alssified items into two clusters
according to their ratios of deviation over averaggmand. Obviously, clustering
replenishment strategy has higher cost than joirgplenishment. More importantly,
clustering of items does not provide higher sendieeel. In conclusion, proposed
jointly replenishment strategy performs well foe treal world data and appropriate for

the company’s replenishment strategy.

While maintaining an efficient replenishment stggteit should be highlighted the
importance of dynamic recalculation to obtain tmeper replenishment interval and k
multipliers for each item continuously. Due to tieture of demand volatility, optimal
results may vary from period to period. Therefdneuristic algorithm should be

applied in every different period and its resutisidd be recalculated dynamically.

The proposed algorithm could be extended in sevdnactions. For instance,
backordering cost could be implemented to the é@lgor In this way, shortage cost
could also be considered in addition to the holdingts and the replenishment costs.
Furthermore, the concept developed could be applieder dynamic calculation in
different time periods. These periods could bemhined according to their conditions

and characteristics. We believe that future modifons may increase performance.
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APPENDICES

Appendix A- Matlab code for RAND algorithm under deterministic environments

function[TC_min] = rand_algorithm(S, s, D, h, m)
k_opt = [];
T ini =];
TC=[l;
T_max = nthroot(2*(S+sum(s))/sum(D.*h),2);
T_min = min(nthroot(2*s./(D.*h),2));
T step = (T_max - T_min)/(m-1);
fori=0:m-1
T_ini =[T_ini T_min+i*T_step];
end
b=1,
while b<=m
Tp = T_ini(b);
k_opt=1];
k_square = [];
q=0;
while g <=1 || sum(k_opt(q,:) - k_opt(g-1,:)) ~=0
q=q+1;
for j = 1:length(s)
k_square(a,j) = 2*s(j)/(power(Tp,2)*PH());
% forL =0:100
% if power(k(q.,j),2) > L*(L-1) && power(k(g),2) <= L*(L+1)
% k_opt(a.j) = L;
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% else
% continue
% end
% end
L=1;
z2=0;
while z ==
if kK_square(q,j) <= L*(L+1) && k_square(q,j) >= L*(I1)
z=1;
else
L=L+1;
end
end
k_opt(q.j) = L;
end
Tp= nthroot(2*((S+sum(s./k_opt(q,:)))/suni*k_opt(q,:))),2);
TC(b) = (1/Tp)*(S+sum(s./k_opt(q,:)))+(Tp&um(D.*h.*k_opt(q,:));
k_sonuc(b,:) = k_opt(q,:);
end
b=b+1,;
end
[TC_min, ind] = min(TC);
k_sonuc(ind,:)
TC_min
Tp
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Appendix B- Matlab code for RAND algorithm under vdatile demand

environments

function[TC_min T_opt, k_son] = rand_volatile(N,D,a,A,sig)

T=[];

T ini=[];
k=I;
k_opt = [;
q=0;

for i=1:N

TO(i)=nthroot(2*a(i)/(h(i)*D(i)),2);
T(i)=nthroot((2*a(i))/(h(i)*(D(i)+(z*sig(i)/ntlroot(T0(i),2)))),2);
end
T _ini=T;
[T_ini,sira] = sort(T_iniascend;
k(sira(1))=1;
T_jrp=nthroot(2*(A+a(1))/(h(1)*(D(1)+(z*sig(1)/ntloot(2*(A+a(1))/h(1)*D(1),4)))),2)

for j=1:N-1
k(sira(1+j))=T(sira(1+)))/T_jrp;
end
for i=1:N
if round(k(i))==0
k_opt(i) = 1;
else
k_opt(i) = round(k(i));
end

end

ini_TC=100000000;
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while g==0
To=nthroot(2*(A+sum(a./k))/sum(h.*k_opt.*D),2);

T_son=nthroot(2*(A+sum(a./k))/sum(h.*k_opt.*(D+(atgnthroot(k_opt*To,2)))),2);

TC=A/T_son+sum((a./k_opt)/T_son)+sum((T_son*k_opth')/2+z*sig.*h*nthroot((k
_opt*T_son),2)");
if TC<ini_TC;
ini TC=TC;
else
q=1;
break
end
fori=1:N
k()=T()/T_son;
if round(k(i))==0

k_opt(i) = 1;
else
k_opt(i) = round(k(i));
end
end
end
TC_min=ini_TC
T opt=T_son

k_son=k_opt



67

Appendix C- Matlab code for Spreadsheet algorithm nder deterministic

environments

function[TC_min, T_opt, k_son]=spreadsheet(N,D,a,A,h)
k_ini=ones(1,N);
q=0;
ini_T=nthroot(2*(A+sum(a./k_ini))/(sum(k_ini.*D*h))2);
ini_TC=A/ini_T+sum(a./(ini_T.*k_ini)+(ini_T*k_ini.*D.*h)/2);
fori= 1:N
ini_Q(i)=((sum(k_ini.*D*h")/(A+sum(a./k_ini)))ta(i)/(k_ini(i)*k_ini(i)*D(i)*h(i))));
end
Q =ini_Q;
T=ini_T;
k =k_ini;
whileq==0
fori= 1:N
if Q(i)>1.4
k(i)=k()+1;
else
if sum(Q>1.4) == 0;
q=1
end
end
end
T=nthroot(2*(A+sum(a./k))/(sum(k.*D*h")),2);
TC=A/T+sum(a./(T.*k)+(T*k.*D.*h)/2);
if TC<ini_TC;
ini_TC=TC;
ini_k =Kk;
fori= 1:N
Q()=((sum(k.*D*h")/(A+sum(a./k)))*(@(i)/(k(i)k@)*D(i)*h(i))));
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end
else
q=1
end
end
K =ini_k;
while g==1
temp = abs(1-Q);
[temp,sira] = sort(temjplescend,
b=1;
while b<=N
if Q(sira(b))<1
if k(sira(b))>1
k(sira(b))=k(sira(b))-1;
break
else
b=b+1,
end
else
k(sira(b))=k(sira(b))+1,;
break
end

end

T=nthroot(2*(A+sum(a./k))/(sum(k.*D*h")),2);
TC=A/T+sum(a./(T.*k)+(T*k.*D.*h)/2);

if TC<ini_TC;

ini_TC=TGC;

ini_k =Kk;

fori= 1:N

Q()=((sum(k.*D*h")/(A+sum(a./k)))*(a(i)/ (k()k()*D(i)*h(i))));

end
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else
q=2;
end
end
TC_min=ini_TC
T_opt=T

k_son=ini_k
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Appendix D- Matlab code for Spreadsheet algorithm oder volatilie demand

environments

function[TC_min, T_opt, k_son]=spreadsheet_volatile(N,B,a,z,sig)
k_ini=ones(1,N);

T_0=nthroot(2*(A+sum(a./k_ini))/(sum(k_ini.*D*h"3);

q=0;
ini_T=nthroot(2*(A+sum(a./k_ini))/(sum(k_ini.*(D+¢xsig)./nthroot((k_ini*T_0),2))*h’
)):2);
ini_TC=A/ini_T+sum((a./k_ini)/ini_T)+sum((ini_T*k_ni.*D*h")/2+z*sig.*h*nthroot((
k_ini*ini_T),2)");

fori= 1:N

ini_Q(i)=((sum(k_ini.*(D+z*sig)*h")/(A+sum(a./k_in))*(a(i)/(k_ini(i)*k_ini(i)*(D(i)+
z*sig(i))*h(i))));
end
Q =ini_Q;
T=ini_T,
k =k_ini;
while q ==
fori= 1:N
if Q()>1.4
k(i)=k()+1;
else
if sum(Q>1.4) == 0;
q=1
end
end
end
T=nthroot(2*(A+sum(a./k))/(sum(k.*(D+(z*sig).throot((k*T_0),2))*h"),2);
TC=A/T+sum((a./k)/T)+sum((T*k.*D*h")/2+z*sig.*mthroot((k*T),2)");
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if TC<=ini_TC,;

ini_TC=TC;

ini_k =k;

fori= 1:N
Q()=((sum(k.*(D+z*sig)*h’)/(A+sum(a./k)))*(afi(k(i)*k(i)*(D(i)+z*sig(i))*h(i))));
end

else

q=1

end

end

while g==1
temp = abs(1-Q);
[temp,sira] = sort(templesceng;
b=1;
while b<=N
if Q(sira(b))<1
if k(sira(b))>1
k(sira(b))=k(sira(b))-1;
break
else
b=b+1;
end
else
k(sira(b))=k(sira(b))+1;
break
end
end
T=nthroot(2*(A+sum(a./k))/(sum(k.*(D+(z*sig).throot((k*T_0),2))*h")),2);
TC=A/T+sum((a./k)/T)+sum((T*k.*D*h")/2+z*sig.*nthroot((k*T),2)");
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if TC<ini_TC
ini_TC=TC;
ini_k =k;
fori= 1:N
Q(i)=((sum(k.*(D+z*sig)*h’)/(A+sum(a./k)))*(afi(k(i)*k(i)*(D(i)+z*sig(i))*h(i))));
end
else
q=2;
end
end
TC_min=ini_TC
T_opt=T

k_son=k
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