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ABSTRACT

Due to the remarkable increase in the number of available text databases in last
decades, the need for efficient searching methods has become a major challenge for
information retrieval. Moreover, efficiency in the accessibility to the relevant
information, satisfying the information needs of the user is now becoming a crucial
issue in the choice of a searching system. Since document structure of a document
search base is not specifically built for the task, and this is particularly the case for the
web, users generally consider only small parts of documents returned as response to
their queries as being relevant. This is one of the reasons thematic text segmentation
has taken more importance where the aim is to access directly to the parts of the
documents containing the relevant information more efficiently than in traditional
information retrieval where only whole texts are considered. Thematic segmentation
can be defined as the process of separating written texts into meaningful homogeneous
units in accordance with the criteria stated in Salton et al.’s (1996) definition which
states that thematic segmentation of a text is its splitting into segments such that the
internal cohesion of segments and the dissimilarity between adjacent segments is
maximum. SegGen (Lamprier et al., 2007) is a linear thematic segmentation algorithm
grounded on a variant of the Strength Pareto Evolutionary Algorithm (Zitzler, 1999)
and aims at optimizing the two criteria of the Salton's definition of segments: a segment
is a part of text whose internal cohesion and dissimilarity with its adjacent segments are
maximal. This thesis describes improvements that have been implemented in the
approach taken by SegGen by tuning the genetic algorithm parameters according with
the evolution of the quality of the generated populations. Two kinds of reasons
originate the tuning of the parameters and have been implemented here. The first one
rests on general principles of autonomous search (Hamadi et al., 2008), which consists
in modifying the parameters and operators of the genetic algorithm along with the
increasing quality of the generated population through the generations. The second

type of improvements is also to take into account the increasing of quality of the



population as the process evolves, but to do so by taking into account the nature of the
coding of individuals which in this case are segmentation instances represented by

binary vectors corresponding to the positions of the boundaries of the segmentations.

Keywords: Thematic Segmentation, Genetic Algorithm, Multi-Objective Optimization

Problem.
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RESUME

En raison de 1’accroissement considérable du volume de données textuelles accessibles
en particulier au travers du Web lors de ces dernicres années, le besoin de méthodes de

recherche efficaces est devenu un défit majeur de la recherche d’informations.

Par ailleurs I’efficacité de I’acces de l’utilisateur a I’information pertinente comme
réponse a une requéte est un critére déterminant du choix d’un systéme de recherche
d’informations. En raison du fait que la structure des documents d’une base
documentaire ne s’appuie généralement pas sur le type d’utilisation qui en est faite, et
c’est le cas pour les documents interrogés sur le Web, les utilisateurs considérent en
général que seule une tres petite partie de chaque document fourni par un systéme en
réponse a une question est susceptible d’étre véritablement pertinente. Ceci constitue
I’'une des raisons qui explique DI’importance donnée ces derni¢res années a la
segmentation thématique automatique des textes pour des utilisations de type recherche
de passages (en anglais, passage retrieval) dans lesquelles les réponses du systéme a
une requéte sont constituées de parties pertinentes de documents et non de documents

pertinents fourni dans leur entier.

La segmentation thématique peut étre définie comme une tiche visant a séparer un
texte écrit, en unité significatives homogeéne conformément a la définition de Salton et
al. (1996) qui la présente comme le découpage d’un texte en un ensemble de segments
adjacents tels que, du point de vue sémantique, la cohésion interne des segments et la

dissimilarité entre des segments adjacents soient maximales.

Parmi les algorithmes de segmentation existant SegGen (Lamprier et al., 2007) est I'un

de ceux qui obtient les meilleures performances. Il s’appuie sur la définition de Salton



énoncée précédemment et pose le probléme de segmentation comme un probléme

d’optimisation bicritére ou les deux critéres en jeu sont ceux de cette définition.

Pour le résoudre, il utilise alors une variante de I’algorithme SPEA (Strength Pareto
Evolutionary Algorithm (Zitzler, 1999). Alors que SegGen utilise une version
générique de ’algorithme nous montrons dans cette thése comment en tenant compte
de I’état d’avancement de la solution et en adaptant le codage aux données spécifiques
sur lesquelles porte 1’algorithme les résultats de SegGen peuvent étre trés sensiblement

améliorés.

Mots clés : Segmentation Thématique, Algorithme Génétique, Probléme d'optimisation

multi-objectif.



OZET

Son yillarda kullanilabilir metin veritabani sayisinda ciddi bir artis meydana gelmistir.
Buna bagli olarak, bilgi edinme alaninda etkili aragtirma yontemlerine duyulan ihtiyag
da artmistir. Ayrica ilgili bilgiye erisimde etkinlik ve kullanicilarin bilgi ihtiyacina
doyurucu yanitlar verilmesi giiniimiizde arama sistemi se¢iminde 6nem kazanmaktadir.
Belge arama temelinin belge yapisi, hizmet ettigi gorevlere 06zel olarak
tasarlanmadigindan ve bu durum web ortami i¢in gegerli oldugundan genellikle
kullanicilar sorgularinin yaniti olarak gonderilen belgelerin ancak az bir boliimiiniin
aramayla ilgili oldugunu diisiinmektedir. Bu nedenle parca kurtarma olarak bilinen
donen belge parcalarina erisebilmek amaciyla gesitli aragtirmalar yapilmistir (Hearst &
Plaunt, 1993; Callan, 1994). Dijital kiitiiphanelerde otomatik metin dzetleme kullanimi1
potansiyel faydalar getirse de bu durum, 6zet olusturmada kullanilan etkin metin
boliimleme gibi araglarin yardimina baglidir. McDonald ve Chen (2002), boliimleme
yaklagiminin bir 6zet belgesinde gecen konular hakkinda yiiksek temsil kabiliyetine
sahip oldugunu belirtir. Iste bu nedenledir ki metinsel belgelerin tematik béliimlenmesi
bu alanda daha fazla 6nem kazanmis olup metinden anlamsal biitiinliik igeren boliimleri
edinmenin Oniinii agmistir. Bu igslemin amaci, dogrudan ilgili bilgiyi ihtiva eden belge
parcalarma geleneksel bilgi kurtarma yoOntemlerine gore daha etkili erisim

saglayabilmektir. Ciinkii geleneksel yontemler metni bir biitiin olarak alir.

Anlamsal bolimleme, yazili metni Salton’un (et al., 1996) yaptig1 tanimda gegen
kriterlere gére anlamli homojen pargaciklara ayirma siireci olarak tanimlanabilir. Bahsi
gecen tanima gore bir metnin anlamsal olarak boliimlenmesi onu pargalara yani
segmentlere ayirmak demektir. Bu islemde boliimlerin i¢ biitiinliigi ve birbirine komsu
boliimler arasindaki farkliliklar hat sathadadir. Bu tanima gdre otomatik metin
boliimlenmesi, bu kriterlere uygun bir belge icerisinde sinirlar1 belirleyerek belli bash

tematik ayrimlarin tayin edilmesi seklinde anlasilabilir. SegGen (Lamprier et al., 2007)



ise Strength Pareto Evolutionary Algoritmasiin bir varyant: iizerine sekillendirilmis
bir anlamsal bolimleme algoritmasidir. Bu algoritma ile hedeflenen, Salton’un
boliimleme tanimina dair iki kriterin optimize edilmesidir. Kriterler ise bir boliimiin ait
oldugu metnin kendi i¢inde maksimum biitiinliige sahip olmasi ve komsu boliimlerle

arasinda minimum benzerlik olmasi seklindedir.

Bu tez ¢aligmasinda, elde edilen popiilasyonlarin niteliinin evrimine gore genetik
algoritma parametrelerinin ayarlanmasi suretiyle SegGen yaklasimi {izerinde uygulanan
birtakim gelismeler anlatilmaktadir. Parametre ayarlar iki farkli nedene dayandirilmig
ve bu tez calismasi kapsaminda uygulanmistir. Birinci nedene gore; popiilasyonun
niteligine iliskin genel kriterlere gore degerlendirme yapilabileceginden elde edilen
popiilasyonlarin genel niteligi, siire¢ ilerledikce artar ve parametrelere deger koymak ve
arama siirecinde glicii artirirken ¢esitlilik faktorlerini azaltan yeni operatorler
tanimlamak mantikli goriinmeye baslar. Diger nedene gore ise; popiilasyonlar
icerisindeki 6geler makul metin boliimleri oldugundan mevcut bolimler igerisindeki
climlelere, optimizasyonu sz konusu iki kriterde gomiilii ciimleler arasindaki
benzerliklerin analizi agisindan, bagli bulunduklar1 sinirlara olan uzakliklarina gore

deger yliklemek gerekir.

Anahtar Sozciikler: Anlamsal Boliimleme, Genetik Algoritma, Cok Amagli Eniyileme

Problemi.
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1 INTRODUCTION

Due to the huge increase in the number of available text databases in recent years, the
need for efficient searching methods has become a major challenge for information
retrieval. Moreover efficiency in the accessibility to the relevant information,
satisfying user’s information need is now becoming a crucial issue in the choice of a
searching system. Because documents of a document search base are not specifically
built for the task they are used for, and this is particularly the case for the web, users
generally consider only small parts of documents returned as response to their queries
as being relevant. This is one of the reasons for which researches were initiated in the
aim to give access to parts of returned documents and constitutes a subfield of the
domain of information retrieval known as passage retrieval (Hearst & Plaunt, 1993;

Callan, 1994).

Thematic segmentation can be characterized as the process of separating written text
into meaningful homogeneous units by determining the positions at which topics
change in a stream of text. Using automatic text summarization in digital libraries
offers potential benefits but this is dependent on having tools like efficient text
segmenter built the abstracts. McDonald and Chen (2002), for example, remark that
segmentation is a good way to thoroughly ensure the representation of the various
topics of a document in a summary. In information retrieval, the burden to retrieve
information relevant to a query in large texts is a drawback due in particular to the fact
that the documents have not specifically been conceived to answer to the particular
query for which they are furnished as a response. This is another reason why the
thematic text segmentation of textual documents has taken more importance in this
domain and has given rise to passage retrieval, as a subfield of information retrieval,

where the aim is to access directly to the parts of the documents containing the relevant



information more efficiently than in traditional information retrieval where only whole
texts are considered (Salton et al., 1996).

SegGen (Lamprier et al., 2007) is a linear thematic segmentation algorithm grounded
on the definition of thematic segmentation of a text given by Salton (et al., 1996)
according to whom thematic segmentation of a text is its splitting into parts where the
internal cohesion and the dissimilarity between adjacent segments are
maximal. According to this definition, the main aim of SegGen is to find out the
boundaries between subtopics, such that in the resulting segments, internal coherence
and dissimilarity between adjacent ones are maximal. To achieve this, SegGen states
this problem as an optimization problem aiming at maximizing these two last criteria
and uses a multi-objective genetic algorithm for this task. Unlike other classical
segmentation methods where boundaries are sequentially put one after the other,
SegGen algorithm permits to have a global view on all the potential segments to take a

decision since all the boundaries between potential segments are set at the same time.

This thesis describes improvements that have been implemented in the approach taken
by SegGen by tuning the genetic algorithm parameters depending on the evolution of

the quality of the generated populations.

1.1  Purpose of the Thesis

One of the main drawbacks to the majority of existing segmentation methods, is that
the criteria used to set boundaries between segments are local in the sense that the
relationships or similarities between sentences are examined locally nearby the
potential segments under consideration and do not take the whole potential
segmentation into account. Roughly sketched in such methods, thematic similarities
between segments are calculated on the basis of the distribution of the meaningful
lexical inventory in each segment. And for that, a lot of the existing segmentation
methods use a sliding window to find out dissimilarity measures in consecutive
positions of the sliding window or values of some cohesion. While calculating the
thematic similarity, it is considered whether sentences are in windows. Moreover, the

efficiency of such methods is very dependent on the dimension of the size of the sliding



windows. Lamprier et al. (2008) indicates that small modifications of the window size
could greatly influence setting of the boundaries between segments leading to over or

under segmentation of the text depending on a too small or too large window size.

Contrary to these algorithms which rest on sliding windows and set the boundaries
between segments on local criteria, SegGen algorithm proposes an original and
efficient way to cope with the problem of linear text segmentation that allows having a
global view on all the potential segments to take a decision since all the boundaries

between potential segments are set simultaneously.

The main purpose of this thesis is to understand research, work on thematic
segmentation algorithms, and to improve SegGen algorithm. Different thematic
segmentation approaches existing in literature and SegGen algorithm are examined.
Then, several improvements to SegGen algorithm are proposed, implemented and their

performance are analyzed.

Proposed several improvements of SegGen algorithm are guided by two main ideas,
which inspired autonomous search (Hamadi et al., 2008). The first one rests on general
principles of autonomous search, which consists in modifying the parameters and
operators of the genetic algorithm along with the increasing quality of the generated
population through the generations. The second type of improvements is also to take
into account the increasing of quality of the population as the process evolves, but to do
so by taking into account the nature of the coding of individuals which in this case are
segmentation instances represented by binary vectors corresponding to the positions of

the boundaries of the segmentations.

1.2 Organization of the Thesis

Chapter 2 presents linear text segmentation and its basic functionalities in its
subchapter 2.1, and then chapter 2.2 covers SegGen algorithm and its detailed

explanations.



Proposed improvement approach to SegGen algorithm is presented in Chapter 3 in
detail, including mutation operator tuning, mutation probability tuning, crossover
operator tuning, and fitness function tuning.

Experimental results of proposed method are given in Chapter 4 detailing solution

retrieval, experimental process, and result comparison.

Chapter 5 is the review of the thesis and the conclusion.



2 BASICS OF LINEAR TEXT SEGMENTATION AND SEGGEN

2.1 Linear Text Segmentation and its Basic Functionalities

The first part of this section is devoted to the basics of information retrieval, and its
subfields such as in particular the core of search engines and text segmentation. Text
segmentation implies that a document may contain multiple topics, and the task of
computerized text segmentation may be to discover these topics automatically and
segment the text accordingly. The topic boundaries may be apparent from section titles
and paragraphs. In other cases the approach needs to use techniques similar to those
used in document classification. Segmenting the text into topics can be useful in some
natural language processing tasks: it can improve information retrieval efficiency
significantly by indexing/recognizing documents more precisely or by giving the
specific part of a document corresponding to the query as a result. Tokenization,
clearing stop-words, case folding and stemming are pretreatments before the thematic
segmentation of the document (Manning et al., 2008). An attempt to measure the
degree to which a document matches a query or the score of a document for a query
prompts the development of pretreatments such as term weighting and the computation

of scores.
2.1.1 The Pretreatments Before Thematic Segmentation
Tokenization: Tokenization is the process of chopping strings into meaningful

pieces. A token is an instance of a useful semantic sequence of characters in text as

seen in Figure 2.1.



Input: To be, or not to be: that is the question:

To be or not to be that is the question

Output:

Figure 2.1 An example of tokenization.

Dropping common terms: Some words are used extensively in text, and therefore the
contribution of text to keep search is smaller than meaningful words. These words are
called stop words, which are filtered out before the main process. Following some

examples of stop words:

“a, and, any, as, by, etc, for, in, kg, my, of, per, to”

Case folding: Since either uppercase or lowercase of a word usually has the same
value in the text, the general approach is to do case folding by reducing all letters to

lowercase.

“Prime Minister Benazir Bhutto will visit China on Feb. 117
should become
“prime minister benazir bhutto will visit china on feb. 11”

Stemming: The aims of stemming are to reduce derivative forms into base forms by
chopping off the derivational affixes; documents use different forms of a word. A

simple example of stemming is below,

toy, toys, toys’, toy’s -> toy
fishing, fished, fish, fisher -> fish

Porter Stemmer algorithm (Porter, 1980) is one of the most widespread known
stemming algorithms for English language. Figure 2.2 shows a paragraph of sample

text and its Porter Stemmer algorithm output (Woolf, 2003).



Sample text: A woman knows very well that, though a wit sends her his poems,
praises her judgment, solicits her criticism, and drinks her tea, this by no means
signifies that he respects her opinions, admires her understanding, or will refuse,
thought the rapier is denied him, to run through the body with his pen.

Porter Stemmer output: A woman know very well though a wit send her hi poem
prais her judgment solicit her critic and drink her tea thi by no mean signify that he
respect her opinion admir her understand or will refus thought the repier is deni him
to run through the bodi with hi pen

Figure 2.2 An output of Porter Stemming algorithm on sample text.

2.1.2 Document Representation

Tokenization, clearing stop-words, case folding and stemming are pretreatments before
the thematic segmentation of the document. On an ongoing basis, vector representation
of documents, term frequency, inverse document frequency, and cosine similarity
measure concepts are used to clarify great importance of representation of basic units
and number of occurrence of basic units in the document (Manning et al., 2008). There
are many types of document representation and similarity metrics; we used vector

representation and cosine similarity in this thesis.

Vector space model: Vector space model can be defined as an algebraic model of the
representation of a set of text documents as vectors. Each term t of the dictionary is
considered as a dimension and a document can be represented by the weight of each

dictionary term as following:

V(d) = w(ty,d), w(ty,d), ..., w(ty, d) 2.1)

Vector representation does not take into account ordering of words in a document. For
example, “Alice is quicker than Bob” and “Bob is quicker than Alice” have the same
vectors. As shown in Figure 2.3 (Manning et al., 2008), there are three-vector
representations of documents. Three sample words and corresponding weight of term

values.



Dictionary V(1) V(d2) V(d3)
affection 0.996 0.993 0.847
jealous 0.087 0.120 0.466
g0ossip 0.017 0 0.254

Figure 2.3 An example of vector representation

Term frequency: The number of times a term (t) occurs in a document (d) is called

term frequency. It is shown in the form of tf;,.

Document frequency: Document term frequency can be defined as the number of

documents in the document collection that contain a term t. It is denoted as df;.

Inverse document frequency: The inverse document frequency of a term is a measure
of general importance of the term. Inverse document frequency is the number of
documents in document collection that comprise term t. N represents the total number
of the document base; the inverse document frequency of a term t is formulated as

follows:

idf, = logdift (2.2)

If we use only term frequency, it causes a critical problem that all terms are considered
equally important. Since some terms have little or no discriminating power in
determining relevance; inverse term frequency renders spreading of terms in the
document base. For example, a document collection on the auto industry has the term
auto in almost every document. So we should use a mechanism for reducing the effect

of terms that occur often in the collection to be meaningful for relevance determination.



Term t dft idft
car 18165 1.65
auto 6723 2.08
insurance 19241 1.62
best 25235 1.5

Figure 2.4 An example of term frequency and inverse document frequency

As shown in Figure 2.4 (Manning et al., 2008), there are term frequency values and
inverse document frequency values of some terms from 806,791 documents. If the
term has a great number of df; values, it has lower number of idf; value. Inverse
document frequency permits to reduce a great number of df; values. From this point,
we now combine the definitions of term frequency and inverse document frequency, to
produce a composite weight for each term in each document that can be defined as

following:

w(t,d) =tf —idfi,q = tfiq x idf; (2.3)

If the weight of a term is:
* High, t occurs many times in a small set of documents
* Low, t occurs fewer times in a document, or t occurs in many documents

* Very low, t occurs in almost every document

Similarity metrics: Similarity between sentences or paragraphs can be represented in
various ways such as Jaccard similarity coefficient and cosine similarity. First, the
Jaccard coefficient measures similarity between given word sets, and can be defined as

the size of the intersection divided by the size of the union of the sample word sets.

|ANB|
|AUB|

jaccard(A,B) = (2.4)

The second similarity metric is cosine similarity method. In this similarity metric,

word is used as a vector to find the normalized dot product of the two documents. By
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using the word frequencies for each document, the normalized dot product of the
frequencies can be used as a measure of similarity. For cosine similarities resulting in a
value of 0, the angle between the objects is 90 degrees because the documents do not
share any words. The general approach of evaluating the similarity between two

documents d1 and d2 is to assess the cosine similarity of vector representations of

documents V (d,) and V (d,).

V(dy)V(dy)

Slm(dp dz) = m

(2.5)
Cosine similarity is a measure of similarity between two vectors by an inner product

that measures the angle between given two document vectors I_/)(dl) and I_/)(dz)

(Manning and Schutze, 1999). Cosine measure is the cosine of the angle 6 between the

two vectors I_/)(dl) and I_/)(dz), shown in Figure 2.5 (Slidewiki, 2013).

POOR
1 A

RICH

Figure 2.5 Cosine similarity illustration.
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2.1.3 Segmentation Process

Following the preliminary steps, text segmentation could be seen as determining the
most important thematic breaks by setting the boundaries in a document grounded on
previous calculation. Besides methods grounded on linguistics marks (Mochizuki et
al., 1998), there are many segmentation methods that rely on statistical approaches,
such as TextTiling (Hearst, 1997), C99 (Choi, 2000), DotPlotting (Reynar, 2000),
Segmenter (Kan et al., 1998). Many existing segmentation methods used to determine
boundaries between segments are local boundaries. In other words, similarities
between sentences are checked locally nearby the potential segments and do not take
into account the whole potential segmentation. In such methods, thematic similarities
between are calculated on the basis of the distribution of the meaningful lexical
inventory. The common point of statistical segmentation methods is that they
determine the thematic changes via lexical inventory variations; so, for example, they
set the boundaries by using sliding windows on the text to measure the variation of the
level of local cohesion, setting the boundaries where local cohesion is the lowest. A lot
of existing segmentation methods define a sliding window to find out dissimilarity
measures in consecutive positions of the sliding window. For instance; TextTiling
(Hearst, 1997) algorithm uses a sliding window, which determines blocks in the text,
and calculates the value of the dissimilarity of adjacent blocks based on differences
between lexical inventories in adjacent blocks (in fact, it uses a vectorial representation
of textual units and the measure cosine for that). Thematic changes are detected on the
basis of the evolution of the dissimilarities between adjacent sliding blocks. Thus,
significant vocabulary changes are seen at points with subtopic change. On the other
hand, there is a different algorithm from previously mentioned, ClassStruggle
(Lamprier et al., 2007) based on an initial clustering of the sentences of the text.
ClassStruggle uses an initial clustering of the sentences of the text based on their
similarity, in order for a global view on their semantic relations. The resulting clusters
evolve by considering their proximity in the text. This preliminary partitioning
provides a global view on the sentences relations existing in the text, taking into
consideration the similarities in a group rather than individually. ClassStruggle is

based on the distribution of the occurrences of the members of each class.
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2.2 SegGen Algorithm

SegGen (Lamprier et al., 2007) is a linear thematic segmentation algorithm grounded
on the definition of thematic segmentation of a text given by Salton (et al., 1996)
according to whom thematic segmentation of a text is its splitting into parts where the
internal cohesion and the dissimilarity between adjacent segments are maximal. With
reference to this definition, the main aim of SegGen is to find out the boundaries
between subtopics, such that in the resulting segments, internal coherence and
dissimilarity between adjacent ones are maximal. To achieve this SegGen states this
problem as an optimization problem aiming at maximizing these two last criteria and
uses a multi-objective genetic algorithm for this task. In SegGen, the main aim is to
find out the subtopics, which create internal coherence and are distinguished from other
parts of the text. Hence, the algorithm has two objective functions such as internal
cohesion and dissimilarity between adjacent parts. SegGen uses a variation of Strength
Pareto Evolutionary Algorithm (Zitzler, 1999); so it can be classified as an elitist
evolutionary multi-objective algorithm. (Elitism can be described as retaining the best
individuals in a generation unchanged in the next generation.) Following section,

firstly genetic algorithm is examined; after that SegGen is explained in more detail.

2.2.1 A General Explanation of Genetic Algorithms

Genetic algorithms (GAs) were devised by Holland and then developed by Holland, his
students and colleagues in the 1960s and the 1970s. Although, at the beginning the aim
of the study was not to propose algorithms to solve specific problems, they ended up
with develop the mechanisms of natural adaptation could be imported into computer
systems. Adaptation in Natural and Artificial Systems (Holland, 1975) introduced
genetic algorithms as an abstraction of biological evolution. After this historical
background, genetic algorithms can be defined as that use methods based on the
process of natural evolution. Genetic algorithms can be classified in evolutionary
algorithms (EA) that generate solutions to optimization problems using techniques

inspired by natural evolution.
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The simplest representation of individual for genetic algorithms is a string of bits is
known as a chromosome, and each bit is known as a gene. A chromosome is usually
taken to represent an entire individual within the population. An individual could
coding depends on problem such as a vector of numbers or a string of letters. The
population consists of a set of individuals. A more general form of genetic algorithm

contains three types of operators: selection, crossover, and mutation (Melanie, 1999).

Genetic algorithms use fitness function as a quality measure. Fitness function is the
objective function of the genetic algorithms that evaluates qualification of given
individual as a solution to problem by analyzing its genetic content value. As a result

the fitness function process, it assigns a fitness value to the given individual.

Selection: This operator picks out individuals in the population for
reproduction. Selection operator can be in progress different ways such as fitness
proportionate selection or tournament selection. Fitness proportionate selection also
known as roulette wheel selection that an imaginary proportion of the wheel is assigned
to each of the chromosomes based on their fitness value as shown in Figure 2.6
(Wikipedia, 2013). The fitter chromosome has more chance to select than worse one.
Roulette wheel selection is a kind of elitist selection that retaining the best individuals
in a generation unchanged in the next generation. Another well-known selection
method is tournament selection that involves n times roulette selection, which indicates
tournament to produce a subset of individuals. The winner of each tournament is in

this subset as the selected individuals.

0 Total fitness = F F
A B C D E F |G
re |0, F)

Figure 2.6 Fitness proportionate selection example.
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Crossover: This operator randomly chooses a position in two given individual, called
parents, and interchanges the subsequences before and after that position between
parents to create two offspring. In Figure 2.7 Illustrated an example (single point)

crossover operator (Wikipedia, 2013).

Parents:
crossover point

Children:

Figure 2.7 Single point crossover operator example.

The crossover operator in GA could be more than one point crossover that allows select

multi points to exchange subsequences between given a pair of parent.

Mutation: This operator makes various changes on selected bits in a chromosome.
The change depends on probability. The aim of the mutation operator is to sustain
genetic diversity from current generation to next generation. Mutation changes one or
more gene values or position in a chromosome from its initial state. Owing to the
nature of mutation by which the solution may change entirely from the previous
solution, GA can reach target solution by using mutation. For different chromosome
types, different mutation types are favorable as following,
* Flip bit mutation: The most known mutation type takes the chosen gene and
inverts the bits. For example, 1100101100 -> 1100001101.
*  Order changing: The two bits are selected and exchanged. For example,
123456789 -> 123756489.
« Add or subtract a small value: A small real value is added or subtracted to

selected genes. For example, [2.91, 2.11, 5.86, 4.18] -> [2.91, 2.11, 5.66, 4.38].

General flow of GA: GA working schema is follows:

1. Generate a random population of individuals (this is the first generation).
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2. Calculate the fitness value of each individual in the population. If the
termination criteria are satisfied, stop. Otherwise, continue with step 3.
3. Repeat the following steps until n offspring have been created:
a. Pick out a pair of parent from the current population,
b. With a probability crossover occurs, in the case, which no crossover
happens, selects a copy of a couple of parent in population.
c. With a mutation probability, mutation takes place, and put down the
produced individuals in the new population.
4. Replace the current population with the new population.

5. Go to step 2

Each iteration of above process is called a generation. At the end of entire iterations
there are often one or more potential goal chromosomes in the population. Due to the
major role of randomness in general flow of GA, each execution of GA could make
different detailed behaviors. As a result of this point, it is possible to obtain the result

as the average of different executions of the program on the same problem.

2.2.2 A Detailed Case of SegGen

SegGen method uses genetic algorithm for text segmentation. SegGen propose an
original and efficient way to cope with the problem of linear text segmentation since it
states the segmentation problem as a bi-objective optimization problem grounded on
the criteria of the Salton’s definition of segments previously evocated Unlike other
classical segmentation methods where boundaries are sequentially put one after the
other, SegGen has a global point of view on the segmentation due to the fact that it sets
all the boundaries between segments simultaneously. This global view seems to be
more realistic in particular since setting a boundary anywhere should have necessary
some effect on other boundaries on not only on contiguous one. Considering the
segmentation problem as a bi-objective optimization problem, SegGen is a kind of
evolutionary algorithm that evaluates the segmentations of the whole text in preference
to setting boundaries incrementally. The lack of knowledge about the structure of the

text or in the number of segments to create causes a large search space and leads us to
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consider a genetic algorithm to defeat the complexity. To solve the bi-objective
optimization problem, SegGen uses an implementation of the multi-objective algorithm
SPEA (Zitzler, 1999), a classical multi-objective algorithm.  Multiobjective
optimization problems are common that involve more than one objective function to be
optimized simultaneously. For example the aim of a multi-objective method SegGen:
maximization of the internal cohesion of the formed segments and minimization of the
similarity of the adjacent segments. Multiobjective optimization problems can be

formally defined as follows.

Multiobjective optimization: A general multiobjective optimization problem
comprises a set of n decision variables, a set of k objective functions, and a set of m
constraints. Objective functions and constraints are functions of the decision variables.

The optimization goal is to

maximize y= f(x) = (fl(x)er(x)' ---'fk(x))

subject to e(x) = (e1x), €2ty r Emeey)) < 0% = (X1, Xy, e, X)) € X (2.6)

where y=00uY2 Vi) EY

x is the decision vector, y is the objective vector, X is stands for as the decision space,
and Y is called the objective space. There is a need for redefinition of the concept of
optimality for the case of multiple objectives: Firstly, Pareto dominance is introduced
as follows.

Pareto dominance: For any two decision vectors a and b,

a > b (a dominates b) if f f(a) > f(b)
a = b (a weakly dominates b) if f f(a) = f(b)
a~b (aisindifferenttob)iff f(a) 2 f(b)Af(b) & f(a) (2.7)

Regarding to the concept of Pareto Dominance, if a is optimal, it cannot improve in any

objective without trade-off in both objectives.
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Pareto optimality: Such solutions are stand for as Pareto optimal that none of these
can be identified as better than the others on given objective functions.

A decision vector x € X fis said to be non-dominated regarding a set

ACXfiffda €Aia >x (2.8)

x is said to be Pareto optimal iff x is non dominated regarding X f .

In Figure 2.8, (Wikipedia, 2013) as for that given example the smaller values are better
than larger values, points A and B are non dominated by any other, and C is dominated

by both A and B.

Parey

f2(A) <12(B) 2

Figure 2.8 Example of Pareto frontiers.

SegGen algorithm uses Pareto optimality; it uses an external archive P to keep the non-

dominated individuals with reference to both criteria and a current population P; as
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illustrated in Figure 2.9. Individuals selected from these two populations to produce
new generations due to genetic operations. The new generation individuals substitute
the current population and are used to update P. At the end of the entire iterations, a

set of potential results in the external archive P.

Current Population P t

Mutation D D D Archive updating
0 oY

Crossing Over (
Og O

. l:‘ . Selection . -
Temporary Population - . -
=

Extraction of a Solution xternal Archive B

Figure 2.9 General flow of SegGen.

SegGen represents chromosomes as binary vector that means there are “1”’s and “0’s, if
x; = 1 there is a boundary between sentence i and i+1, else there is no boundary
between these sentences. The optimization objectives of SegGen are internal cohesion
of segments C(X) € [0,1] and dissimilarity between adjacent segments D (X) € [0,1].

SegGen formulates its optimizer as following,

0={x € {01} 1|Ax € {0,1}" 1,
(c® < c(x) A(D@ < D(x))} (2.9)
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Internal cohesion of segments: As mentioned previous section, SegGen uses vector
representation of the sentences and uses similarities between sentences with regard to

cosine measure.

t
21::1 Wirsl X Wi, _S2

t .2 t L2
J2i=1 Wl’sl X J2i=1 Wl'Sz

Sim(sy,s,) = (2.10)

SegGen introduces formula of internal cohesion of segments with using above cosine
similarity formula with number of segments of the individual nseg, the segment i of the
individual seg;, sum of the sentence similarities of the segment seg;, and the number

of possible couples of sentences in the segment is Ncouples.

C(J_C)) — 1 x Znseg SumSim(seg;) (211)

nseg i=1 Ncouples(seg;)

Dissimilarity between adjacent segments: SegGen firstly computes dissimilarity

between two segments as follows:

sj€S(seg1) Zsk €S(segp) Sim(sj'sk)
[S(seg1)| X |S(seg2)|

P
SimSeg(seg,,seg,) = (2.12)

a segment seg;, a sentence s;, the set of the sentences of the segment S(seg;), and the

cardinality of S(seg;) is [S(seg;)|.

After calculation dissimilarity between two segments, SegGen can define final

dissimilarity between adjacent segments in an individual following:

DE) = 1- (z?ifgSimSeg(segi.segm)) (2.13)

nseg-—1

The algorithm uses this computation of fitness values in order to select applicant
individuals for genetic operators. SegGen comprises ordinary genetic operators such as

roulette wheel selection which the fittest individual has a greater chance of selection
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than weaker one, classical single point crossover and a mutation with a probability

shifts a “1” to the next or previous position in the individual representation.

Hardness value of the individual in the external archive: Algorithm uses a hardness
value for each individual of the external archive in order to pick individuals from the
external archive. Hardness value H denotes a number that an element x € P dominates

the number of individuals of current population on both objective functions.

H(Z) = I{y |y € P AC(X)2C(y)AD(X)zD(y)}| (2.14)
|Pe|+1
Then, the fitness value of x € P is inverse of its hardness value.
F(X) = — (2.15)

H (%)

Fitness value of an individual: On the other hand, the fitness value of an individual in
the current population can be defined as sum of the hardness value of individual’s y

dominating x:

1

F(y) = (2.16)

14+ Xxcp AC(X)=C(P)AD(X)=D () H(x)

The main flow of SegGen algorithm is given in Figure 2.10. First of all, the program
represents individuals as binary vectors and initializes the population and an empty
external archive. After the initialization of population, if the loop iterator at the first
generation, the program picks out Pareto frontiers of the population and copies them
into the external archive. If the loop iterator at the later generations, the program
evaluates the fitness value of individuals in accordance with the fitness calculation
examined previously. After the fitness evaluation step, the program applies selection,
crossover and mutation operators to the current population and picks out new non-
dominated individuals and updates the external archive. The program takes into

account this new population that is produced by selection, crossover and mutation
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operators in order to sustain the current generation. When algorithm meets the stop
criterion which stagnation of the population evaluation, the external archive has several

potential results. The algorithm selects the best result from the external archive.

SegGen
individual <- represents as binary vector
Pt <- init population
P’ <- init external archive (not populated)
while stop criteria not yet encountered do
if first generation then
X' <- select pareto frontiers of population

P’ <- x' copy them into external archive

else
Eval F(x)U F(x') <- eval fitness all indiwviduals
X <- apply selection, crossover and mutation
Update P’ <- update external archive
end
X’ <- select the best individual from external archive

return x’

Figure 2.10 Pseudocode of SegGen.

Due to the fact that all documents do not require the same number of generations to
reach a satisfying segmentation; stop criterion of the algorithm is inertia of the
population evaluation. When the algorithm meets the stop criterion, the external
archive contains many potential segmentation and we have to extract best segmentation

from this potential result set. Extraction of solution is explained in section 4.1.



3 PROPOSED IMPROVEMENT APPROACH TO SEGGEN ALGORITHM

As mentioned previous chapter, SegGen is a text segmentation method that benefits
from genetic algorithm to solve bi-criteria optimization problem. However, the genetic
algorithm used by SegGen is exact a generic type of genetic algorithm. In other words,

it does not contain meaning peculiar to text segmentation.

3.1 Motivation for Improvement Approach to SegGen Algorithm

This thesis describes improvements that have been implemented in the approach taken
by SegGen by tuning the genetic algorithm parameters according with the evolution of
the quality of the generated populations. Two kinds of reasons originate the tuning of
the parameters and have been implemented here. First as it could be measured by the
values of global criteria of the population quality, the global quality of the generated
populations increases as the process goes and it seems reasonable to set values to
parameters and define new operators, which favor intensification and diminish
diversification factors in the search process. Second since individuals in the
populations are plausible segmentations it seems reasonable to weight sentences in the
current segmentation depending on their distance to the boundaries of the segment they
belong to for the calculus of similarities between sentences implied in the two criteria
to be optimized. A brief justification of this last point, is that the more we can trust on
a segmentation, the more we can take into account the importance of a sentence in the
similarity of segment, depending on its position with regards to the boundaries of the

segment it belongs to.
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3.2 Genetic Operators Tuning

The main aim of genetic algorithms is finding a solution to complex problems by a
method is inspired the process of evolution in nature. Nature evolves creatures which
are best designed to correspond their environments by selecting features is called
survival of the fittest. Following this approach, genetic algorithms perform by
combining potential solutions to a problem together in a way is disposed to produce
better solutions over sequential generations. Genetic algorithms are one form of local
search that starts from initial configuration and makes evolution-based changes to the
configuration until reaching the goal. Since the methods are attempting to optimize a
set of objectives but will mostly find local maxima rather than a global maximum, local

search methods are also known as local optimization (Coppin, 2004).

Researchers usually accomplish a proper balance between exploration and exploitation
ability in searching or optimization algorithms. Exploration means searching search
space as much as possible, while exploitation means concentrating on one point as
usual global maxima. Specific to GA, crossover operators are widely used to lead
population to converge on the good solutions and mutation operators are mostly used to

provide exploration.

3.2.1 Mutation Operator Tuning

Mutation changes one or more gene values or position in a chromosome from its initial
state. The goal of the mutation operator is to maintain genetic diversity from present
generation to next generations to inject new solutions into the population. The
departing point is the fact that mutation causes random changes on individuals. As new
and differing individuals join the population, increasing diversity of the population
offers a chance to reach more qualified individuals. A genetic algorithm is generally
terminated when it converges. Convergence occurs when most of the individuals in a
population have very similar genetic content. When convergence may happen very

rapidly so that it becomes impossible to reach to the goal a problem occurs, which is
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called premature convergence. Hence, using mutation allows avoiding the premature

convergence problem. The effect of mutation can be visualized in the following way:

40 T T T T T T

T
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global maximum

20 iocal maximum
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-10
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=30, 2 4 6 8 10 12 14

Figure 3.1 The Effect of Mutation Operator.

Assume that there is a function in Figure 3.1. The aim is to reach to the highest
location is called global maximum of the function. The algorithm can be stuck on a
higher location is called local maximum and terminated there. A successful mutation
can create completely random solutions, leading to dislocate from the local maximum
and can have a chance to find its way to the global maximum (Arslanoglu, 2006).
Obviously, the algorithm prefers more exploitation at the end of search process to
ensure the convergence of the population to the global optimum. Consequently,
mutation provides doing its best to avoid premature convergence and explore more

arcas.

Due to the powerful effects of mutation operator, proposed mutation operator tuning

approach attempts to create a specific interpretation for text segmentation. As
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mentioned previous chapter, SegGen represents the individuals of population as binary
vectors that means there are “1”s and “0’s, if x; = 1 there is a boundary between
sentence 1 and i+1, else there is no boundary between these sentences. A boundary
indicates that a thematic changing occurs between adjacent sentences. Thus, the
interpretation of an individual as a potential segmentation seems more appropriate than
only bit string representation. As a consequence, the proposed tuning approach

manipulates segmentation boundaries by mutation operator.

mutation_add boundary
input: individual
Pmut <- mutation probability
output: mutant individual
process:
P <- random probability wvalue
if p <= Pmut then
indices <- determine all “0” indices
selected <- select a random index
individual [selected] <- “1”
end
return individual

Figure 3.2 Pseudocode of add boundary mutation

Proposed tuning approach includes two types of mutation in addition to the mutation
types used by SegGen. First, it adds a boundary into the selected individual as defined
pseudo code of mutation in Figure 3.2. Our new mutation operator can change the
existing of boundary in the selected individual. We can effectively use the boundary

adding by new mutation for getting the accurate result in mutation search.

The second type of proposed mutation is based on with a probability Pmut that shifts

selected boundary to next sentence on given individual. It shifts the two selected
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boundaries to next sentences. It simply shifts the two selected “1” bites to the next
position in the individual vector as seen in Figure 3.3. Moreover, if selected one is a
qualified individual, cost of the shifting boundary process is smaller than recreating

qualified individual.

mutation_shift_boundary
input: individual
Pmut <- mutation probability
output: mutant individual
process:
P <- random probability wvalue
if p <= Pmut then
indices <- determine all “1” indices
if size(indices)>= 2 then
selected <- select two random indices
individual [selectedl] <- “0”
individual [selectedl+l] <- “1”
individual[selected2] <- “0”
individual [selected2+1l] <- “1”
else if size(indices) == 1 then
selected <- select two random indices
individual[selected] <- “0”
individual [selected+l] <- “1”
end
end

return individual

Figure 3.3 Pseudocode of mutation shift boundary.
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3.2.2 Mutation Probability Tuning

In GA, mutation operators are mostly used to provide exploration. According to
mutation facts, too small mutation rate can cause to premature convergence that means
getting stuck on local maximum instead of global maximum. On the other hand, too
high mutation rate enhances the probability of searching more areas in searching
problem space. At the same time, it interferes with population to reach to any optimum
solution and throws the solution into far distances of current solution. Due to the
searching algorithm acts different exploration and exploitation ability in different stage
of the search process, the best value of mutation is special to problem. Thus, Gaspar
(2010) indicates that a more dynamic mutation rate is more preferred. More complex
algorithms to adaptively tune the mutation rate according to the problem and the

situation of the current population compared to the previous generation.

Following the approach, we change probabilities of mutation in general and more
specifically. In this study, we will change the mutation probability so that we can
release the algorithm if it sticks to the local maxima so it can jump to the global
maximum. The departing point is the fact that mutation causes random changes on
individuals by its nature and larger mutation rates to tend high genetic variety and avoid
local maxima. As new and differing individuals join the population, increasing
diversity of the population offers a chance for reaching more qualified individuals.
There is low probability of mutation in early generations of the program. In subsequent
generations, mutation probability is either increased or stabilized taking into
consideration average quality of the population. If the program is close to the goal, we
may be confident on the boundaries; if not we have to diversify the solution. In this
way, we increase the possibility of reaching the goal by increasing the mutation

probability.

3.2.3 Crossover Operator Tuning

Crossover is a genetic algorithm operator that recombines two chromosomes to produce

two new chromosomes. Crossover operators are common to lead population to
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converge on a specific point in landscape. In GA, more exploitation at the end of
search process are preferred because, search process wants to ensure the convergence
of the population to the best solution. In contrast with mutation, crossover does not
recombine not existed gene pair in the population. From this point of view, we have
implemented two types of custom crossover. On the other hand, we have added a

different type of crossover that similar to mutation operator.

First type of crossover operator is a multipoint crossover instead of uniform mono-
point crossover operator as illustrated in Figure 3.4. We use two common boundary
points of selected parents because the generated individuals have to keep existing
boundaries on some part of the document to be defined. Due to the keeping existing
boundaries in crossover operation, tuning crossover operator process provides a

multipoint crossover more specific than ordinary multipoint crossover.

Parent 1:
Tl
Parent 2:
i BDOD Bnk
Offspring 1:
Tl
Offspring 2:
I3 OBED Dbk

Figure 3.4 Proposed multipoint crossover.

Second type of crossover operator can be described as keeping the same number of
boundaries. The facts that parent individuals that selected for crossover operator have

similar number of boundary give a clue about the similarity of the two chosen
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individuals. The pseudo code of the second type proposed crossover operator as shown
in Figure 3.5. It determines the positions of the part of boundaries and compares the
positions, if the position difference is equal or smaller than threshold value; the
operator cut and interchanges the parents at the defined position. Thus, relying on

similar number of boundaries indicates a chance of reach the goal.

crossover_same_boundary_ count
input: parentl
parent?
output: offspringl
offspring?
process:
b countl <- 40% of the number of boundaries of first parent
b count?2 <- 40% of the number of boundaries of first parent
positionl <- position of b countl
position2 <- position of b count2
if |positionl-positionZ2| <= 3 then
offspringl <- cut and interchange parents
offspring2 <- cut and interchange parents
end

return offspringl, offspring?

Figure 3.5 Pseudocode of proposed second type crossover operator.

Third type of proposed crossover is merge parents and eliminates exceeding
boundaries. Parents are entered into a logical OR operation, after this operation
keeping average number of boundary and eliminating exceeding boundaries. So these
all approaches have the same objective that there is not only a binary bit sequence, but
also there is a potential segmentation and the algorithm considers specific

modifications of genetic algorithm in segmentation context by obtaining boundaries.
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3.3 Fitness Function Tuning

Fitness function is the objective function of the genetic algorithms that it used to
measure qualification of given individual as a solution to problem by analyzing its
genetic content value. It has an important role in main mechanism of genetic
algorithm, because the algorithm decides to select individuals to the next generations
by its fitness value. As explained previous chapter, the objectives of SegGen are
maximum values of internal cohesion of segments and dissimilarity between adjacent
segments. SegGen benefits from results of its objective functions to determine non-

dominated individuals in the population.
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Figure 3.6 Example of Pareto frontiers produced by SegGen.

Proportion of the number of non-dominated individuals in the population indicates
fitness values of the individuals. As shown in Figure 3.6, our algorithm wants to find

maximum values of the similarity of internal cohesion and dissimilarity between
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adjacent segments, so we can say points that lie on the Pareto frontier line are non

dominated by any other, and smaller value points are dominated by frontier points.

On a given segmentation, the similarity measures between sentences have to be
changed to give different weights to sentences depending on their proximities with a
boundary but this has to take place during the ongoing process. At the beginning of the
process we could only have a low confidence on the position of the boundaries and so
have no reason to be treated differently from other sentences in the calculus of
similarity, with regard to our study, the calculus of cohesion of segments and
dissimilarity between adjacent segments. On subsequent processes, quality of
populations increases and we may reasonably think that boundaries are roughly in their
final position. So we can be more confident and take this into account in the calculus
of similarity. The segmentation in the current population is of a better quality as
population evolves but, there is no reason to think that boundaries a more or less in
their final position. So since this is near the boundaries that thematic changes occurs,
cohesion has to be measured with less or no influences of them. Therefore, the idea of
tuning the fitness function came into view. Our proposed method takes into account
the nature of the coding of individuals, which in this case are segmentation instances,
represented by binary vectors corresponding to the positions of the boundaries of the
segmentations. As shown in Figure 3.7, there is the creation of a weighted value vector
of given individual. We gave different importance value to sentences depending on
their positions with regards to the boundaries of the segment they belong to. We
figured out that near the boundaries and adjacent sentences of the near boundaries have
logarithmic importance values (negative values). Thus, we created weighted factor
individuals. Due to thematic changes occurs near the boundaries, weighted factor
evaluation process provides that these boundary points have less importance on the

calculus of cohesion of segments and dissimilarity between adjacent segments.
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weighted value_vector

input: individual

output: weicghted wvalue vector
process:

w <- the vector only contains 1

for i=0 to size(indiwvidual)-1 do

if individual([i] == 1 then
wli-1],w[i+2] <- -log4
wii],w[i+l] <- =log3
end

end

return w

Figure 3.7 Pseudocode of creation of the weighted value vector



4 EXPERIMENTAL RESULTS OF PROPOSED METHOD

This section consists of the experimental process of the proposed improvement
approach to SegGen. This process comprises of solution retrieval, preparation of input

text, measure method, results of the implemented program, and stability test.

4.1 Solution Retrieval

As mentioned Section 2.2.2, at the end of the SegGen algorithm operation, because of
the external archive contains more than one potential segmentations and we have to
extract best segmentation from this potential result set, result retrieval requires a few
additional processes. The best solution retrieval form potential segmentation results
can be performed by an aggregation function. For example, a linear aggregation of

both objective functions as following,

Agg@) = C@) + ax D) (4.1)

The coefficient o weights the second objective compared to the first.

We used aggregation method of SegGen, thus we extracted best aggregation score of
individual from potential result set. In the extraction process, we consider aggregation
evaluation in experimental studies of SegGen and « is obtained around 5. Then, we
select aggregation score greater than 4.9. After this filter process we choose best score
of filtered result set. On the other hand, aggregation score of weighted fitness function
does not provide sufficient selectivity in the extraction process. We distinguished a
negative correlation between aggregation score of basic fitness function and
aggregation score of weighted fitness function. Since this negative correlation we

decided on a threshold value in order to use select the best result.
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4.2 Experimental Process

We used test texts, which consist of articles from the Associated Press published all the
year around 1989 (Harman, 1993). As shown in Figure 4.1, we concatenated sample
articles which have various topics, selected from set of 350 documents. Due to the
subjectivity of the task this type of corpus is generally used by the community, we
decided to follow the same method. We created several corpora in order to be used in
the experimental process noted as T(ns,nb) where ns is number of sentences and nb is
the average number of boundaries. The test corpora are A(30,2), B(30,2), C(38,5),
D(50,5), and E(55,7).

We used a criterion WindowDiff (Pevzner & Hearst, 2002) that is a metric commonly
used in text segmentation, as an evaluation metric. WindowDiff indicates difference
between reference segmentation and the method to be evaluated. It considers the
number of boundaries between two sentences separated from a distance k, as shown in

formula,

Windif f (hyp,ref) = ﬁ Yo (b(refi,refisi) — b(hypy, hypi))  (4.2)

b(xl-,xj) is the number of boundaries between i and j in a segmented text x which
consists of N sentences, ref points to the segmentation of reference and hyp the one
found with the method to evaluate. We chose the average number of size of segments

as the value of k.
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In the most recent count last October, 3,136 AIDS cases had been diagnosed among the national
prison population of more than 627,000, according to the National Institute of Justice. In New York
state, where AIDS is the leading cause of death among inmates, medical care is deficient according
to an 18 month study released last year by the Association of New York. Doctors were unfamiliar
with AIDS treatment and detection, the study said. Since 1981, more than 50 prisoners have died of
AIDS in 25 percent of the cases, the discase was not diagnosed until an autopsy. Prisoners with
AIDS also have an unusually low survival rate, the report said. AIDS in prison increased 60 percent
last year, as against a 76 percent jump in the general population, which can pursue high-risk
behaviors more freely. Prisoners with full-blown AIDS are segregated in 20 other states and 14
states test or will soon start testing all incoming inmates for the discase. Segregated prisoners who
carry the virus, whether or nm they have the discase. Federal prisons randomly test 10 percent of
incoming inmates and all those leaving the system. Those with the virus are not isolated. Mandatory
mass screening and segregation of all HIV positive inmates is opposed by the National Commission
on Correctional Health Care, which sets voluntary standards for health care in prisons. It favors
solunons such as oducanon and changmg bchavmrs that causc illness.

wmds Tcxas got the brunt of thc severe storms carlier, wlth tomadom and haxl smkmg the
Panhandle. Tomadoes touched down Monday night in the northern Texas Panhandle. Thunderstorm
winds gusted to 65 mph ncar Texas. Hail the size of bascballs pummeled Texas, and further south,
hail fell at. Golf ball sized hail fell at the northern Texas Panhandle. A severe thunderstorm watch
was posted carly today over much of northern. A tornado watch also was posted over portions of
southwest Oklahoma and north central and western Texas. Thunderstorms this moming extended
from western Oklahoma across the Texas Panhandle and north central Texas through northwest
Texas and northeast nonhcm Oklahoma across nonhwcst

turnover of 7 5 b:lhon w0 10 bllhon chman manufacnn'crs provldc machmc:) for Sowct hcavy
industry as well as manufacture of consumer goods and food processing, all of which Gorbachev
desperately needs to modify the Soviet cconomy. The meeting with the business leaders was a key
event for Gorbachev in his four-day visit as he tries to work out ways to meet Soviets Union
increasingly vocal demands that his reform program improve their daily lives. Soviet Union bave
limited appeal for West German business. Said last week the Soviet Union cannot afford to boost
imports of consumer goods because of its budget deficit and poor balance of payments.
Nevertheless, Gorbachev said the level of Soviet West German trade was laughably low and that the
assets of Soviet West German joint ventures could be increased drastically. Gorbachev pledged the
Soviet Union wouldn't back away from cconomic reform, including taming its big burcaucracy.
Moving too fast to create what he calls a socialist market economy and make the ruble convertible

Some flail themselves with steel chains as drums beat slowly, a traditional ritual during Ashura, the
month of mouming for Hussein, the first Shiite spiritual leader and founder of the sect. Fire engines
spray water over the crowds to cool them in temperatures that reach 104 degrees Fahrenheit under a
blazing sun. People arrive in unending thousands in packed buses and trucks, tractors towing
trailers, in cars and on motorbikes. Water tankers are parked every few yards for the thirsty throngs.

Figure 4.1 An example of produced input text.

4.3 Result Comparison

Result comparison section consists of two main types of experimental processes. The
main difference between two experimental processes is heterogeneity of the population.
First type of population consists of individuals that have various numbers of
boundaries. The second type of population has individuals that only given number of

boundaries.
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4.3.1 Various Numbers of Boundaries

On implementation of this type of population, the algorithm creates random number of
boundaries while initialization of the population. Three different groups are used in
experimental process. First group consists of five versions of algorithm. These are:

» Basic: The basic version of the algorithm.

« MI: We previously mentioned about adding two types mutations into algorithm.
This version of the algorithm comprises of added two new mutations into basic
version.

« M?2: This version consists of changing mutation probability besides two new
mutation types.

» C: The C version has tuned crossover operator.

«  M2C: The version comprises applying combination of new mutation types,
changeable mutation probability and crossover.

The second group includes two versions of weighted fitness function changes besides
basic type. These are:

» Basic: The basic version of the algorithm.

«  Weighted: Weighted fitness function is applied in this version.

o M2C-Weighted: Weighted fitness function is applied besides combination of

new mutation types, changeable mutation probability and crossover.

The last group is not quite different from other groups that it comprises mixed type of
previous versions. With reference to first experimental results of combination of
proposed methods, we predicted that a mixed and dynamic version of algorithm would
produce satisfying results. Mixed-type algorithm works as follows: every ten
generation, n individuals are randomly selected from population, and calculated
population quality according to the aggregation values of selected individuals that can
be determined an average quality of current generation. There is a trade-off between

population quality and selected proposed method.

The third group includes three version of algorithm that are basic, mixed-type and

weighted-mixed type.
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» Basic: The basic version of the algorithm.
« Mixed: According to population quality, randomly selected proposed methods.

«  Weighted- Mixed: Weighted fitness function changes besides mixed type.

The initial population size is 250 and following generations consists of about 100
individuals.  The algorithm usually executes around 250 generations. Due to
depending on random parameters by genetic operators of SegGen, each version of
algorithm executes 10 times on each corpus, and then best results are extracted from

results.

First results of this experimental study of the algorithm obtained on the evaluation
corpora are promising. Recall that the lower values are better, because Windiff
indicates difference between reference segmentation and the method to be evaluated.
Even if the suiting of the parameters of the algorithm currently builds upon empirical
values, in the Table 4.1, tuned genetic operator versions of the algorithm results seem
better than results of basic version of the algorithm. Especially, combination of all

proposed tuning approaches is often better than single versions.

Table 4.1 Basic SegGen and Tuned Genetic Operators

Basic M1 M2 C M2C
A(30,2) 31.7 30.9 21.7 31.8 27.4
B(30,2) 28.2 37.0 29.0 20.3 20.1
C(38.,5) 36.4 37.4 36.5 32.9 33.4
D(50,5) 52.5 53.0 52.4 51.3 47.5
E(55,7) 61.3 52.8 52.3 50.0 37.8

Regarding the results in Table 4.2, calculation of weighted value of sentences in
accordance with their position in the whole text, also is promising. Using weighted
value method with tuned genetic operators will be better, because these results are first

empirical results and tuning of genetic operator process uses random parameters. But it
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shows that the approach still needs some improvement such as tuning the weighted

factor individual.

Table 4.2 Basic SegGen and Tuned Fitness Function

M2C-
Basic Weighted Weighted
A(30,2) 31.7 26.0 33.0
B(30,2) 28.2 22.0 32.1
C(38,5) 36.4 38.2 37.0
D(50,5) 52.5 60.6 55.0
E(55,7) 61.3 57.3 61.4

According to the results in the Table 4.3, mixed and dynamic adjustment of the
proposed approaches is better than previous suggestions. The mixed algorithm takes

into account global quality of population.

Table 4.3 Basic SegGen and Mixed Types

Basic Mixed Weighted-Mixed
A(30,2) 31.7 24.6 28.1
B(30,2) 28.2 223 29.2
C(38,5) 36.4 25.5 38.5
D(50,5) 52.5 50.1 544
E(55,7) 61.3 48.0 54.1

Weighted type of the algorithm needs some improvement, because the improved
implementation of the algorithm can provide a qualified operation that assigning value
to sentences regarding with their positions in the text. This proposal is expected to
taken better results than basic algorithm. The first experimental results of proposed
weighted fitness function approach are not satisfying. We figured out that there are two
reasons of these results. First, input texts are comprises of artificial texts, which do not
contain linguistic indices. Second, the first experimental segment lengths are short in

text inputs. For example, the average segment length of the E(55,7) corpora is 8
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sentences. Weighted fitness function proposal gives negative importance values to near
the boundaries and adjacent sentences of the near boundaries. The shorter length of
segments does not provide a fair distribution of importance value. By this way, we

prepared another corpora F(98,4) with an average segment length is 20 sentences.

Table 4.4 Weighted results of long segment size input

' . M2C- Mixed-
Basic Weighted . .
Weighted Weighted
F(98,4) 78.2 75.3 72.7 70.8

As shown in Table 4.4, weighted fitness function approach within long segment size
input text gives better results than weighted fitness function approach within short
segment size inputs. Additionally, M2C and Mixed type of the algorithm gives better
results than basic type of the algorithm.

To sum up, the parameters of the algorithm in first results rest upon empirical values,
first results are promising. We are convinced they will be better by automatically
fixing the values of the various parameters in using an automatic tuning method instead

of the empirical guess we have done in the current state of this research.

1.1.2 Fixed Numbers of Boundaries

Separation of given text into semantically coherent pieces is called thematic
segmentation. During the thematic boundary identification process, the thematic
boundaries between different subjects are determined. Thematic segmentation is
subjective. Even though thematic segmentation process which is performed by a
human, does not always give the perfect result. A person can determine ten boundaries
on given text; another person can be determined four boundaries on the same text. By
reason of subjectivity of text segmentation in our experimental studies, the fixed

numbers of boundaries algorithm wants to keep individuals, which has only fixed
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numbers of boundaries. Thus a new parameter is added to the algorithm: the number of
boundary. When population initializes, the population contains individuals with a

given number of boundaries.

The same groups are used in the previous experimental process. First group consists of
five versions of algorithm. The second group includes two versions of weighted fitness
function changes besides basic type. The third group includes three version of the

algorithm that are basic, mixed-type and weighted-mixed type.

Table 4.5 Results of Fixed Numbers of Boundaries

Basic M1 M2 C M2C
A(30,2) 19.2 19.1 18.5 18.9 17.9
B(30,2) 20.1 21.3 20 20.5 18.7
C(38.5) 24.3 20.8 22.8 23.5 22
D(50,5) 25.6 24.5 22.8 24.7 24
E(55,7) 46.6 42.5 40.8 45.7 41.5

Regarding to Table 4.5, first results of fixed numbers of boundaries are better than
results of various numbers of boundaries. Both the basic type of the algorithm and the
types of applied genetic operator tuning results are lower than various numbers of
boundaries, because beginning of the search process population does not irrelevant

solutions, so this trick makes the process even better.

Table 4.6 Results of Fixed Boundaries of Basic and Weighted types

Basic Weighted lelégt; d
A(30,2) 19.2 20.1 19.7
B(30,2) 20.1 %) 215
C(38.,5) 243 262 27
D(50,5) 25.6 25 26.3
E(55,7) 46.6 454 47.1
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As shown in Table 4.6, the results of basic type of the algorithm and the types of
algorithm, which tuned fitness function, are placed. The weighted types of the
algorithm sometime gives better results than the various numbers of boundaries results,

but they need still improvement.

To sum up with results in Table 4.7, applied mixed genetic operators of the algorithm is

better than other types of the algorithm.

Table 4.7 Results of Fixed Numbers of Boundaries Basic and Mixed Types

Basic Mixed Wﬁi?;zd_
A(30,2) 19.2 16.5 22
B(30,2) 20.1 16.8 21.5
C(38.5) 243 222 242
D(50,5) 25.6 23.8 26
E(55,7) 46.6 414 42.5

4.4 Stability Test

Evaluation metrics of text segmentation methods do not always give perfect results.
The evaluation results are depending on the sensibility of the methods. As mentioned
previous section, we used WindowDiff as an evaluation metric. We mentioned
previously, our segmentation criteria are a high internal cohesion and a low similarity
between adjacent parts. These two criteria do not consider the arranging of the
sentences in the segments. If a method is good, it should gives the same results

whatever the order of the sentences is in each segment (Lamprier et al., 2007).

So to evaluate the performance of our algorithm, we performed random sentence
permutations inside each segment of previously mentioned corpora A(30,2), B(30,2),
C(38,5), D(50,5), and E(55,7). Because of using concatenated passages that do not
include linguistic indices, changes in the order of the sentences inside the each text

parts should not affect in a negative way the determination of boundaries. After the
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changes in the order of sentences inside each segment new input corpora are segmented

with our algorithm.

Table 4.8 Stability Results of Basic SegGen and Tuned Genetic Operators

Basic M1 M2 C M2C
A(30,2) 30.2 314 30.1 32.1 28.4
B(30,2) 29.1 28.9 31.6 31.0 27.2
C(38,5) 41.4 29.4 38.2 29.0 33.8
D(50,5) 52.2 48.0 57.1 57.8 53.7
E(55,7) 54.3 49.0 51.3 55.6 46.6

Regarding the Table 4.8, changing the order of the sentences inside each segment
should give similar results with basic order of sentences in each segment. We use
WindowDiff with the result given by the method as reference segmentation. In
reference to Table 4.9, the stability test results of configuration of tuned fitness function
give around the results of the basic order of sentences in each segment. Additionally, it

shows the tuned fitness function approach needs more improvement.

Table 4.9 Stability Results of Basic SegGen and Tuned Fitness Function

Basic Weighted Wl\e/[iégt-e d
A(30,2) 30.2 30.0 31.3
B(30.2) 29.1 312 285
C(38.,5) 414 4.6 416
D(50,5) 52.2 53.2 55.6
E(55,7) 51.3 54.2 51.8

On the other hand, regarding to Table 4.10, results of mixed type of tuned genetic
operators seems promising and also all types are similar to results of basic

improvement approach.
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Table 4.10 Stability Results of Basic SegGen and Mixed Types

Basic Mixed Weighted-Mixed
A(30,2) 30.2 26.8 28.2
B(30,2) 29.1 24.2 28.7
C(38,5) 41.4 27.2 37.0
D(50,5) 52.2 43.0 49.3
E(55,7) 51.3 39.6 54.0

As a result, the first results based on empirical values are promising and with respect to
first results our proposed stability test results are also satisfied. Because we have an
expectation about stability of the proposed approach that it should give similar results

to results of the algorithm within basic configuration of the input corpora.

As shown in Figure 4.2, the input text has some ordinary news reports about on cases
AIDS in prisons in USA and about thunderstorms in Texas. On the other side, in

Figure 4.3, there is a proposed segmentation result on the same news report.

In the most recent count last October, 3,136 AIDS cases had been diagnosed among the national
prison population of more than 627,000, according to the National Institute of Justice. In New York
state, where AIDS is the leading cause of death among inmates, medical care is deficient according
to an 18 month study released last year by the Association of New York. Doctors were unfamiliar
with AIDS treatment and detection, the study said. Since 1981, more than 50 prisoners have died of
AIDS in 25 percent of the cases, the disease was not diagnosed until an autopsy. Prisoners with
AIDS also have an unusually low survival rate, the report said. AIDS in prison increased 60 percent
last year, as against a 76 percent jump in the general population, which can pursue high-risk
behaviors more freely. Prisoners with full-blown AIDS are segregated in 20 other states and 14
states test or will soon start testing all incoming inmates for the disease. Segregated prisoners who
carry the virus, whether or not they have the disease. Federal prisons randomly test 10 percent of
incoming inmates and all those leaving the system. Those with the virus are not isolated. Mandatory
mass screening and segregation of all HIV positive inmates is opposed by the National Commission
on Correctional Health Care, which sets voluntary standards for health care in prisons. It favors
solutions such as education and changing behaviors that cause illness.
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winds. Texas got the brunt of the severe storms earlier, with tornadoes and hail striking the
Panhandle. Tornadoes touched down Monday night in the northern Texas Panhandle. Thunderstorm

Figure 4.2 An example of reference segmentation

The results sometimes do not be at the desired points, because we use composed of

newspaper reports as input texts. Since usually more than one subtopic are combined in
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a news text, for example, a report on cases AIDS in prisons in USA could consists of
both AIDS and prisons subtopics. Due to the similarity of the two neighboring
sentences is measured by the algorithm, the algorithm detected two subtopics that one
topic is on the occurrence of the word related to AIDS and other topic is on the

occurrence of the word related to prisons.

In the most recent count last October, 3,136 AIDS cases had been diagnosed among the national prison
population of more than 627,000, according to the National Institute of Justice. In New York state,
where AIDS is the leading cause of death among inmates, medical care is deficient according to an 18
month study released last year by the Association of New York. Doctors were unfamiliar with AIDS
treatment and detection, the study said. Since 1981, more than 50 prisoners have died of AIDS in 25
percent of the cases, the disease was not diagnosed until an autopsy. Prisoners with AIDS also have an
unusually low survival rate, the report said. AIDS in prison increased 60 percent last year, as against a
76 percent jump in the general population, which can pursue high-risk behaviors more freely. Prisoners
with full-blown AIDS are segregated in 20 other states and 14 states test or will soon start testing all
incoming inmates for the disease. Segregated prisoners who carry the virus whether or not they have
the disease. Federal prisons randomly test 10 percent of incoming inmates and all those leaving the
system. Those with the virus are not isolated. Mandatory mass screening and segregation of all HIV
positive inmates is opposed by the National Commission on Correctional Health Care, which sets
voluntary standards for health care in prisons. It favors solutions such as education and changing
Thunderstorms rumbled through the Midwest and the South today, dumping rain and whipping up
winds. Texas got the brunt of the severe storms earlier, with tornadoes and hail striking the Panhandle.
Tornadoes touched down Monday night in the northern Texas Panhandle. Thunderstorm winds gusted

Figure 4.3 An example of proposed segmentation result on subtopics

Consequently, the first results of the proposed approach to SegGen are promising. In
detail, genetic operator tuning types give better results than the basic algorithm, but the
genetic operators depends on randomness, so the algorithm performance is improved

by the changing of types of used proposed genetic operator tuning.

Weighted fitness function proposes a reasonable improvement approach to the
algorithm. The improvement proposed that after a period of generation creates more
reliable individuals and gives different importance value to sentences depends on their
positions that near the boundaries and adjacent sentences of the near boundaries have
negative importance values. Weighted type of the algorithm needs some improvement,
because the improved implementation of the algorithm can provide a qualified
operation that assigning value to sentences regarding with their positions in the text.

This proposal is expected to taken better results than basic algorithm. The first



45

experimental results of proposed weighted fitness function approach are not satisfying.
We figured out that there are two reasons of these unsatisfying results. First, input texts
are comprises of artificial texts, which do not contain linguistic indices. Because, we
concatenated sample articles, which have various topics, selected from set of
documents. Due to the lack of ordinary text layout, it does not benefit from linguistic
clues in this case. Since this case, the study did not consider the linguistic indices in
order to determine the thematic changing occurrences. Using real text in test would
answer the purpose within tuned fitness function of the algorithm. Thus, there will be
more confident fitness values of the individuals thanks to relying on linguistic indices.
According to these confident individuals, creating weighted value vector of individuals
would give more successful results. Second, the first experimental segment lengths are
short in text inputs. For example, the average segment length of the E(55,7) corpora is
8 sentences. Weighted fitness function proposal gives negative importance values to
near the boundaries and adjacent sentences of the near boundaries. The shorter length

of segments does not provide a fair distribution of importance value.

We have an expectation about stability of the proposed approach that it should give
similar results to results of the algorithm within basic configuration of the input
corpora. Due to the lack of linguistic indices, two criteria of optimization do not into
account the arranging of the sentences in the segments. Thus, changes in the order of
the sentences inside the each text parts should not affect in a negative way the
determination of boundaries. The results of stability test are similar to results of the
algorithm within basic configuration of the input corpora, and validate the hypothesis

about changing order of the sentences.

4.5 Extensions

This thesis would provide some extensions in the future. First of all, having the
segmentation unit evolving during the process (evolving grain of segmentation during
the process). Till now we consider sentences as unit to segment documents. It would be

interesting to investigate other units, or having these units evolving during the
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segmentation process. For example we can consider units as being k-contiguous
sentences at the beginning of the processes and our problem becomes

I.  Segmenting the text with units of a raw grain

II. Having grain evolving during process
II.  Introducing linguistic indices at the end of the process to determine the exact

position of the boundaries.

We suppose here that we stop the preceding (step 2) with units composed of several
sentences.
Secondly, with another perspective, this method can be classified as a clustering
method. The main aim of clustering is to group a set of objects in such a way that
objects in the same cluster are more similar of each other than to those in other clusters.
On the other hand, SegGen performs to find out the subtopics, which create internal
coherence and are distinguished from other parts of the text. By this way, the
significant similarity can be seen that between the main aim of clustering and the
general approach. Due to the main aim of the algorithm is separating the text according

to the their topics, this process is basically a clustering process.

Figure 4.4 SegGen illustration as clustering method

As shown in Figure 4.4, SegGen separates given input texts with respect to topic of

each other. Due to the maximum value of the internal consistency of each clusters and
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the maximum value of dissimilarity of different clusters, we can say that SegGen acts
like a clustering method. Although, there is a different point between clustering
methods and SegGen that SegGen takes into account the order of the sentences.
SegGen intends to separate the text into meaningful homogeneous at the boundaries of

different subjects.

Finally, in this thesis, the first results based on empirical values, so a new different
study will be better by automatically fixing the values of the various parameters in

using a kind of learning method.



S CONCLUSION

Automatic text segmentation identifies the most important thematic breaks in texts by
setting the boundaries between segments on the ground of some given criteria, such as
the internal cohesion of so determined segments and the dissimilarity between adjacent
segments. Contrary to most of existing algorithms that create boundaries sequentially
and set the boundaries between segments on local criteria, SegGen algorithm permits to
take a decision on the base whole text to be segmented since all the boundaries between

potential segments are set at the same time.

In this thesis, we presented our improvement approaches to SegGen algorithm, which
consists of tuning genetic operators and tuning fitness function. We have presented the
first results of an ongoing work aiming at improving efficiency of SegGen. The ideas
behind the implemented improvements is to tune parameters of the algorithm during in
its running. The first kind of improvements consists in the modification of the
parameters and operators of the genetic algorithm used by SegGen along with the
increasing quality of the generated population through the generations. The other
improvements that have also been considered with the increasing in quality of the
population as the process evolves is the taking into account of the nature of the coding
of individuals: in this case individuals are segmentation instances, represented by

binary vectors corresponding to the positions of the boundaries of the segmentations.

In this study, different types of the algorithm are performed on several test corpora.
These types of experiment are various numbers of boundaries, fixed numbers of
boundaries and stability test. Even though, the parameters of the algorithm in first
results rest upon empirical values, first results are promising perspectives. Mixed type
genetic operator tuning types give better results than the basic algorithm. Weighted

type of the algorithm needs some improvement, because the improved implementation
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of the algorithm can provide a qualified operation that assigning value to sentences

regarding with their positions in the text.
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