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ABSTRACT

Semantic place prediction problem is the process of giving semantic names, such as
school, home, office, to locations. Different than the localization problem where the
coordinates of a place are predicted, the aim is to semantically characterize the location.
While the GPS coordinates of a place can be utilized in solving the problem, phone
usage patterns of the users in that location can be used as well. In this thesis, we
collected data from 20 participants from Galatasaray University for a month-duration.
Our aim is to semantically classify locations of smart phone users utilizing the data
collected from wireless interfaces and the motion sensors available on the phones with
machine learning algorithms. The efficiency of features extracted from raw data is
analysed in terms of metrics such as accuracy, using different classification algorithms
such as Decision Tree, Random Forest, K-Nearest Neighbour and Naive Bayes. Using
attributes selection algorithms we discovered the features from communication, time
and activity feature groups returned the highest success rates. The results were almost
80% for cross validation and close to 100% in terms of accuracy with leave one subject

out using Random Forest classification algorithms.

Keywords : semantic, place prediction,mobile phone



OZET

Semantik yer tahmin problemi yerlere, okul, ev, ofis olarak semantik isimler verme sii-
recidir. Yerellegtirme sorunu olan bir yerin koordinatlar: tahmin edilmesinden farkhdir,
amac anlamsal olarak konumu karakterize etmektir. Bir yerin GPS koordinatlari soru-
nun ¢oziimiinde kullanilabilir olsa da, istenen konumdaki kullanicilarin telefon kullanim
aliskanliklar: da kulanilmis olur. Bu tezde, bir ay siireyle Galatasaray Universitesi'nden
20 katilimcr veri toplanmigtir. Amacimiz kablosuz arayiizleri ve makine 6grenme algo-
ritmalar: ile telefonlardaki kullanilabilir hareket sensorleri ile toplanan verileri kul-
lanilarak akilli telefon kullanicilarinin konumlarini anlamsal olarak siniflandirmaktir.
Ham verilerden ¢ikarilan 6zelliklerin verimliligi Karar Agaci, Random Forest, K-En Ya-
kin Komgu ve Naif Bayes gibi farkli sinifflandirma algoritmalar1 kullanarak, dogruluk
gibi metrikler acisindan analiz edilir. Oznitelik secim algoritmalar kullanarak ileti-
sim, zaman ve aktivite Oznitelik gruplarindan yiiksek bagari oranlari elde edilmigtir.
Sonuclarda Rastgele Orman siniflandirma algoritmasini kullanarak capraz dogrulama
ve bir-kigiyi-digarida-birak (BKDB) methodlan ile, sirasiyla, 80% ve 100% bagar elde
edildi.

Anahtar Kelimeler : anlamsal, yer tahmini, mobil telefon



1 INTRODUCTION

Context of a user can involve various information both about the user and his/her
surrounding, including user’s activities, his/her location, emotions, etc. Context-aware
applications adapt their behaviour according to the context of the user. For example,
if the person is to be detected in a meeting, the incoming calls can be declined, or if
the person is detected in a noisy environment, volume of the phone can be increased.
In order to provide context-aware services first the context of the user should be pre-
dicted and in this regard, the mobile devices, such as the phones and smart watches,
provide a unique platform for context recognition applications with the integrated rich
set of sensors, such as GPS, accelerometer, their ubiquity, ease of use and wireless

communication capabilities with various interfaces.

Location is one of the key aspects of a user’s context. If the location of a user is known,
suggestions based on the location information can be presented, such as the closest
branch of a bank. Location-based services (LBS)use location data to control services
presented to a user. However, in terms of privacy, revealing a user’s physical location
is a sensitive issue Hence, privacy-sensitive solutions can be used to tackle with this

problem in LBS.

Semantic place prediction problem is the process of giving semantic names, such as
school, home, office, to locations. Different than the localization problem where the
coordinates of a place are predicted, the aim is to semantically characterize the lo-
cation. While the GPS coordinates of a place can be utilized in solving the problem,
as mentioned due to privacy reasons, some users may not want to share their exact
location information and disable location settings. On the other hand, phone usage
patterns of the users and their performed activities in that location can also be very
useful in semantically characterizing the places. For instance, in an office environment

a user may be mostly still, however when he is transporting he will be mobile.

In this thesis, the aim is to semantically classify locations of smart phone users utilizing
the data collected from wireless interfaces, the motion sensors available on the phones
and phone usage characteristics (number of running applications, battery level, etc.)

with supervised machine learning algorithms. For this purpose, we collected data from



17 different participants, with a minimum duration of 1 month. In the data collection
phase, we utilized an application named ARService (Coskun, 2014)), which logs sensor
data from smart phones. The application collects data from the integrated sensors on
mobile phones, from the usage of wireless interfaces (WiFi and cellular data), as well
as phone usage, such as running applications, battery level, screen on/off transitions.
Additionally, the application periodically predicts the activity of the user by utilizing
data from accelerometer. The detected activities are sitting, standing, walking, running,
transportation and stairs. The collected data is uploaded to a server for further analysis.
In order to be able to train our classifiers, the application also collects place label (class)
information from the users. The users can mark up their location, similar to Foursquare
check-ins. Additionally, the application asks the user about his location periodically,

every 15 minutes.

After collecting the data with the ARService application, next we pre-processed the
data for combining different sets of tables and extracted features. For each user, AR-
Service creates 4 tables, each containing data from different sources : communication
information, activity information, phone usage information and place labels. These sets
should be merged to identify features. By using the timing information available in each
table, we could merge the data. As the next step, we extracted features from the raw
data. We identified the data which could be important for place prediction and cate-
gorized the features into three classes. The first class includes features related to time.
It is clear that people have daily routines, such as being at home at night, and timing
information is a key aspect in predicting a place. Related to timing information we
extracted features including day of the week information, week/weekend information,

time of the day information and period of day (morning, afternoon, etc.).

The second class of features is extracted from communication information. As men-
tioned, ARService logs data from wireless interfaces. It scans the nearby WiFi access
points and collects data from the cellular network about the nearby base station id’s.
The number of access points and base stations change according to the place of the user
and they can be good predictors in identifying the places. Instead of using exact access
point and base station ids, we used the number of unique id’s nearby a user. Using
exact id information would be user specific and hence would limit the generalization

of our methodology to new users.

As the third class of features, we utilized the activity data. People perform specific



activities in specific locations. While sitting and standing can be the dominant activities
in an office environment, running or walking could be the dominating activities while
outdoors or in a gym. ARService predicts the activities of the users every seconds and
as mentioned the list of activities include six different motion activities. We used the

ratio of each activity in a specific location.

As the final class, we used the phone usage data. This data includes the number of
running applications, battery level, whether the headset is on/off, and whether the
screen is on/off. Phone usage patterns also change according to the location. While a
user may not interact with the phone in an office environment, he/she may have more

time to use the phone at home or in a cafe.

All these feature sets are combined into a single table by merging information from
different sources of data collected from ARService. The final step of our methodology
includes the classification/prediction step. For this purpose, we utilized supervised
machine learning algorithms, including decision tree, random forest and KNN. in Weka
machine learning toolkit (Hall et al., [2009). These classifiers have been used in the
literature (Do and Gatica-Perez, 2014; Zhu et al. [2013) and are reported to perform
well, so that we can compare our performance with related studies. The list of labels

is as follows :

1. Home,

2. Friend’s/parent’s home,

3. Work/School,

4. On the Road (Transportation),
5. Outdoor (Park, etc.),
Canteen/Restaurant /Cafe/Bar,

Mall/Shop,

®© N

Other,

9. GSU Classroom/Lab,
10. GSU Canteen /garden,
11. GSU Library.

This list is formed according to the feedback we gathered from our users about their
significant places. Additionally, the users can add any location which is not given in

the list by the ARService application.



In the initial set of experiments we collected data from 3 individuals in order to analyse
the efficiency of features extracted from raw data in terms of metrics such as accuracy,
using different classification algorithms. The results show that, while random forest
and decision tree algorithms achieve 66% accuracy with only time features, adding
features from communication features and activity features increases the accuracy up
to 99%. In the second round, we collected data from 14 participants with an age range
of 18 to 40, including Galatasaray University students and faculty members. Similar to
the initial study, we analysed the performance of feature sets with different classifiers.
After analysing the features we focused on the impact of validation methodology in
the classification phase. In the initial analysis, cross-validation per user is reported
and next its performance is compared with cross validation for all users and leave-one-
subject-out (LOSO) methods. Although, the place characteristics may differ according
to the users, the LOSO method enables us to evaluate the generalization of our solution

to new users without any training data.

The following lists the main contributions and highlights of this thesis.

— We have collected mobile data from more than 20 participants with a duration

of month.

— We focus on the efficiency of features in predicting places and show that while
time features may not perform well when used alone, when they are combined
with features extracted from user’s activities, communication and phone usage

patterns, the accuracy of prediction increases.
— We visualize the data and show the dominant features for place prediction.

— Different than previous studies, we also show that activities performed in specific

places give important clues in predicting these places.

— Many of the semantic place prediction works collect the GPS data, social net-
work markings, etc. to predict next place. Which causes to privacy violation. In
our research we try to prove, that one can make a high rate prediction without

disclosing location information.

The remainder of the thesis is organized is as follows : In Chapter | 2| we review the

existing studies from the literature and then explain the tools that are used in the

implementation. Chapter [ 3| explains the details of our methodology, including data

collection, feature extraction and classification. In Chapter we evaluate the per-



formance of our methodology according to different metrics, including features and

validation methods. Chapter | 5| concludes the thesis and explains the future work for

further studies.



2 LITERATURE REVIEW

In this section, first we review the existing studies from the literature and then explain

the tools that are used in the implementation.

2.1 Related Work on Mobile Data Collection

Smart phones not only help people in communication, but they are also ideal platforms
for collecting mobile data. Mobile device users produce different types of data : battery
charging patterns, the types of commonly used applications, where users like to go
after work, which songs they listen and many more. With health applications users
can track their activity levels, heart rates, their calorie intakes, etc. By using social
network applications (i.e. Foursquare) companies and restaurants can learn what their

costumers like or dislike. Then they can use this information to provide better service.

Using "Big Data", researchers and companies can answer many questions about users’
habits (coffee consumption increase in the mornings), daily problems (traffic jam), etc.

Place prediction problem is one of these questions.

One of the Mobile Data Challenges is entitled "From big smartphone data to worldwide
research : the mobile data challenge" (Laurila et al) 2013)). In this large scale data
collection campaign (Lausanne Data Collection Campaign-LDCC) smart phone data
from nearly 200 volunteers in the Lake Geneva region over 18 months is collected. The
dataset consisted of precomputed attributes of participants, provided as a 100,000 -
15,000 customer-attribute matrix, and the target values for the training set. In the
Mobile Data Challenge the participants were free to exploit the raw sensor data for

their prediction methods.

The smart phone model used in the Lausanne Data Collection Campaign was Nokia
N95 phone. Total number of participants was 185 with 62% male and 38% female
distribution. The data was collected between October 2009 and March 2011.

Reality mining work "Reality mining : sensing complex social systems" (Eagle and

Pentland, 2006) was focused on social systems. The data was collected for 9 months



Data type

Quantity

Calls (in/out/missed) 240,227
SMS (in/out /failed/pending) 175,832
Photos 37,151
Videos 2,940
Application events 8,096,870
Calendar entries 13,792
Phone book entries 45,928
Location points 26,152,673
Unique cell towers 99,166
Accelerometer samples 1,273,333
Bluetooth observations 38,259,550
Unigue Bluetooth devices 498,593
WLAN observations 31,013,270
Unigue WLAN access points 560,441
Audio samples 595,805

Figure 2.1: LDCC Main Data - Amount Data

from 100 mobile phones. Using standard Bluetooth enabled mobile phones, collected
information used with different contexts and social patterns of a daily user obtained.
These patterns were activity, infer relationships, identify socially significant locations,
and model organizational rhythms. Modellings of individual users was done by Blue-
tooth and cell tower IDs. Using cell tower IDs to determine location is more visited
idea then using Bluetooth device information. BlueAware application was designed to

log BTIDs. It is a passive application that runs in background.
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Figure 2.2: Reality Mining on Complex Social Systems

This study consisted of 100 Nokia 6600 smart phones pre-installed with several pieces
of software. These are some developed by study and a context application from the
University of Helsinki. The data collected are call logs, Bluetooth devices in proxi-
mity, cell tower IDs, application usage, and phone status. Data was collected during
an academic year (nearly 450,000 hours). User location, communication and device be-
haviour.(Public, anonymous version of the dataset is available on the website http ://-

reality.media.mit.edu)

This work is similar to ours it uses Time Of Day feature as a classification class. As

shown in a participants location prediction depends on the time spend between

a friend and a work place acquaintance (co-worker). A professor’ s daily work routine
may be similar to an other faculty member but for weekly routine a friend’s behaviour

is a better choice to study.

"Sensing the" health state" of a community" (Madan et al. [2012) is a study bent to
the topic of health state. Individuals phone usage behaviour may change according
to their mental and physical health. Madan’s study predicts changes in health using
phone features. Changes like cold, influenza and stress are common changes in the
urban areas. Sick individuals behave differently than their healthier days. Also obesity
plays a important role in the activity change. This research found that the participants

with weight gain and the participants that did not gain weight have correlation with



each other.

This data collection from a smart phone application was performed by 70 participants
(students) at an undergraduate residence hall during an academic year (September
2008 and June 2010). Dataset consists of 3.15 million scans of Bluetooth devices, 3.63
million scans of WLAN access-points, 61,100 call data records, and 47,700 logged SMS

event.

Participants took monthly self-report surveys related to their health habits, diet and
exercise, weight changes, and political opinions during the presidential election cam-

paign dated between September 2008 and June 2010, an entire academic year.

Especially during the influenza peek period (February to April 2009), participants also
provided 2,994 daily symptom reports related to common colds, fever, influenza, and
mental health. When the fewer and CDC defined influenza infected the participants,
both WLAN entropy (university access points) and external access points showed a

dramatic decrease.

This research also tracked mental health changes. If a participant was often-stressed and
sad-lonely-depressed, they had shown more isolated behaviours. Total communication,
late-night communication, communication diversity and late-night Bluetooth entropy
decreased as well. This study also illustrates the potential of mobile phones to monitor

the health status of an individual in almost real-time.
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Figure 2.3: Mandan Affect of Physical and Mental Condition to Bluetooth Entropy

2.2 Related Work on Semantic Place Prediction

2.2.1 Placer and Placer+-+

Placer and the continuation of this study, Placer++ algorithms are good labelling
machine learning examples for our research. They have inspired us on how to name

our place labels so the participants have better user experience. Placer algorithm was

discussed in "Placer : semantic place labels from diary data" (Krumm and Rouhanal

2013) Their training data is collected from 87,600 place visits (from 10,372 distinct

people) evaluated on 1,135,053 visits (from 124,517 distinct people). Placer algorithm
identifies place labels based on the timing of visits to that place, nearby businesses,

and simple demographics of the participant.
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Placer algorithm uses two publicly available datasets. American Time Use Survey
(ATUS) and the Puget Sound Regional Council Household Activity Survey (PSRC).

ATUS dataset features are as follows :

— Age of subject in integer years
— Gender of subject

— Arrival day of week

— Arrival time of day

— Visit midpoint time of day

— Departure time of day

— Duration of visit

— Holiday (binary)

— Season of year (0,1,2,3)

PSRC participants were from the Puget Sound region in the U.S (four counties near
Seattle, WA.) They have filled out a survey covering their visits over two consecutive
days. The PSRC diary data includes latitude/longitude data of these visits. PSRC
consists data from 86,764 trips taken by 9790 different people who gave labels to 18,888
distinct places. The arrival date and time, the duration, and the latitude/longitude of

the location. PSRC is a Point of Interest dataset. It has labels like;

— Arts & Entertainment

— Automotive & Vehicles

— DBusiness to Business

— Computers & Technology
— Education

— Food & Dining

— Government & Community
— Health & Beauty

— Home & Family

— Legal & Finance

— Professionals & Services
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— Real Estate & Construction
— Shopping
— Sports & Recreation

— Travel

Using these labels, the feature list given below is created :
— Count of each type with 50 meters
— Count of each type within 100 meters
— Count of each type within 200 meters
— Distance to nearest instance of each type

Hidden Markov Model classification algorithm is used as well as decision tree. The

Placer gave an accuracy of 73.0% on this dataset.

The following Placer++ algorithm is discussed in "Placer-++ : Semantic place labels
beyond the visit"(Krumm et al., 2015). It was developed as a more accurate labelling
method than Placer. The accuracy increased by 8.85 percentage points over the baseline
of Placer. As similar to Placer, government diary data was used as dataset as well. These
are same datasets, 2006 Puget Sound Regional Council (PSRC) Household Activity
Survey. Also labelled data from almost 10,000 participant concentrated in a single

metro area was used.

Placer++ features has two main innovations. Machine learning was used for examining
sequences of of a participant’s visits in order to increase labelling accuracy. They have
found out that when a participant spends time at the label "college", she/he does not
spend time at label "childcare". Second approach was to use other participants’ label

data.

Placer++ increased classification accuracy to 72.70% over the baseline accuracy of the

original Placer algorithm by 8.85 %.

2.2.2 Predicting Home and Work Locations Using Public Transport Smart
Card Data

The research "Predicting Home and Work Locations Using Public Transport Smart
Card Data by Spectral Analysis" (Li et al., 2015) uses public transport smart card

data to predict home or work place.
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Singapore is used as a case study in this research. The island-wide automated fare
collection system for public transportation based on payment EZ-Link card Trans-
portation charges customers according to their travelling distance. Time and location

information was collected when the card was used.

This research’s data was provided by the Singapore Land Transport Authority (LTA).
The dataset comprises Singapore’ s three-month smart card transactions between 1
November 2011 to 31 January 2012. Time span between last alighting and consecutive

boarding is less than a threshold of 45 minutes.

From the preprocessed travel records they estimate the likelihood of a bus stop or train

station to be the home/work place of a commuter by considering a number of factors.

According to this research one of the most important indicators for home and work
activities performed between two successive public transport journeys is its duration.
However, they did not calculate the duration of the stays in the given location. They
just used the time of day feature. They have assumed that a commuter will stay at
home/work place alternately in weekdays and their stay duration should match his/her
working hours. This method assumed that people go to work in public workdays. This
result is similar to our weekday /weekend analysis explained in Chapter

2.2.3 Feature engineering for semantic place prediction

"Feature engineering for semantic place prediction"(Zhu et al.| 2013)) study is also from
Nokia Mobile Data Challenge. As classification algorithms, four different algorithms
were used : Logistic Regression (LogReg), Support Vector Machines (SVM), Random
Forests (RF), and Gradient Boosted Trees (GBT).

For feature selection, this study used the following features :
— Time
— Application
— Bluetooth and WLAN
— Accelerometer
— Call log

— System
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— Media

2.2.4 Analyzing Location Predictability on Location-Based Social Net-

works

By using users check-in data, this project predicts future check-in place. This paper
(Lian et al., |2014) estimates the entropy of an individual check-in trace and then
leverage Fano’ s inequality to transform it to predictability. They used decision trees

and cross validation.

2.2.5 Mobile Persuasion : 20 Perspectives on the Future of Behavior
Change

This study is another research using Mobile Computing and Location-based social
networks (LBSNs). Nokia Mobile Data Challenge (Nokia MDC) provides the largest

and the richest public dataset for researchers to study this problem.

Their dataset contains 112 users’ mobile sensing data and each type of data may
contribute discriminative power to Semantic Place Prediction. With time context alone,
they were able to distinguish working places and homes accurately. After midnight
people usually stay at home. In addition to time context, call log and other sensor data
recorded in the user’s smartphone during the user’s stay at a place may also indicate

the type of it. (from reference (Berchtold et al., 2010; |Zhu et al., [2013)))

2.2.6 Places of Our Lives

This workcitedo2014places also utilizes Nokia challenge data. However , what makes
it important for our research is how they labelled the data. For our project we choose
labelling data as Home, Work /School,etc as generic as possible. As mentioned in this
paper, people tend to visit many undefined /non-frequent places during their daily lives.
As a solution, we choose to name "Friend’s/parent’s Home" as a general label for all
family and friends places, and use "Outdoor(Park,etc)" as for all outdoor activities
like bus stops, bazaar, etc. According to the differences of activities and time we can

differentiate them.
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This study focuses on characterization of real-life place visiting patterns from smart
phone data and automatic place labelling in a location privacy sensitive setting. They
reveal findings regarding both regularly and novelty trends in the visiting patterns.
Considering the problem of place labelling with 10 place categories, they have shown

that frequently visited places could be recognized reliably (over 80%).
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PSRC Activities

PSRC Where for Placer

Generic Where for Placer

Home - Paid Work Work Work

Home - Other Home Home

Work Work Work

Attend Childcare School School

Attend School School School

Attend College Schoal School

Eat Out Restaurant or Bar Restaurant or Bar
Personal Business Personal Business Other

Everyday Shopping

Stare for Shopping

Stare for Shopping

Major Shopping

Store for Shopping

Store for Shopping

Religious/Community

Religious/Community

Place of Worship

Social Social Other
Recreation - Participate Recreation Other
Recreation - Watch Recreation Other
Accompany Another Person Accompany Another Person  [Other
Pick-Up/Drop-0Off Passsenger Pick-Up/Drop-Off Passsenger (Other
Turn Around Turn Around Other

Figure 2.4: Placer PSRC Table

ATUS Where AUTS Where for Placer Generic Where for Placer
Respondent's home or yard Home Other
Respondent's workplace Work Waork
Someone else's home Someone else's home Other

Restaurant or bar

Restaurant or Bar

Restaurant or Bar

Place of worship

Place of Worship

Place of worship

Grocery store

Store for Shopping

Store for Shopping

Other store/mall

Store for Shopping

Store for Shopping

School School School
Dutdoors away from home Outdoors Other
Library Library Other
Other place Other Other
Car, truck, or motorcycle (driver) Transportation Other
Car, truck, or motorcycle (passenger) |Transportation Other
Walking Transportation Other
Bus Transportation Other
Subway/train Transportation Other
Bicycle Transportation Other
Boat/ferry Transportation Other
Taxi/limousine service Transportation Other
Airplane Transportation Other
Other mode of transportation Transportation Other
Bank Bank Other
Gym/health club Gym Other
Post Office Post Office Other
Unspecified place IGNORED IGNORED
Unspecified mode of transportation |Transportation Other

Figure 2.5: Placer Atus Label Table
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Dependent Place

Given Place in Sequence
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Home - Paid Work 1.00[ 0.92] 0.62] 0.00] 0.00] 0.02] 0.38] 0.57] 0.42] 0.06] 0.08] 0.14] 0.24] 0.09[ 0.08] 0.32] 008
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Attend Childcare 0.00] 1.00[ .00] 1.00] 0.23] 0.00 0.18] 0.50] 0u08] 0.02[ 0.01] 0.17] 0.30] 0.08] 0.48[ D.22[ DLOL
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Personal Business 0.05| 0.98)| 0.40) 0u02] 0.14{ 0.02| 0.37) 1.00| 0.48| 0.07| 0.09| 0.18) 0.27) 0.09] 0.13| 0.27| 0.04
Everyday Shopping 0.05 1.00] 0.47) 0.01] 0.05| 0.03| 0.33| 0.61| 1.00] 0.08) 0.09] 0.21| 0.27 ll.CE'l 0.09] 0.30] 0.05
Majar Shopping 0.05] 1.00{0.39] 0.01] 0.03] 0.03] 0.45] 0.64] 0.58] 1.00[0.08] 0.24] 0.27] 0.09] 0.24] .32 0.08
Religious/Community 0.05| 1.00]|0.38| 0,00| 0.13{ 0.02| 0.35| 0.61| 0.53| 0.06| 1.00( 0.23| 0.25] 0.06] 0.13| 0.32| .05
Social 0.03( 0.98] 0.36] 0.02] 0.17| 0.03| 0.39| 0.52| 0.47| 0.07|0.09] 1.00) 0.28] 0.10| 0.16( 0.29| QLD&
Recreation - Participate 0.04]| 098 0.35| 0.03] 0.21) 002 | 0.34| 0.54( 0.43| 0,06 0,07 0.20| L00| 0.09| 0.17| 0.28| 0.06
Recreation - Watch 0.05] 0.99| 0.43] 0.02] 0.14) 0.01| 0.43| 0.56| 0.44] 0.06] 0.06] 0.23] 0.29] 1.00] 0.18| 0.45 QD&
Accompany Another Person | 0.03( 1.00| 0.17{ 0.09) 0.33{ 0.01) 0.32| 0.43| 0.27| 0.06 0.07| 0.21| 0.32| 0.10{ 1.00| 0.30{ 0.04
Pick-Up/Drop-Off Passsenger| 0.06( 1.00| 0.49]0.02| 0.11] 0.02( 0.38| 0.57| 0.43| 0.07|0.10| 0.22| 0.29] 0.15| 0.17| 1.00| OLDS
Turn Around 0.07| 0.99] 0.44) 0.01] 0.09] 0.02| 0.40( 0.54| 0.54] 0.08] 0.09] 0.27| 0.37| 0.12{ 0.14| 0.36] L.00

Figure 2.6: Placer++ Probability to Attend Other Places

Label #places |#visits | time(hours)
Home 122 | 30343 350814
Friend-Home 76 3388 23681
Work/ School 142 | 22638 105721
Transportation 36 208 114
Friend-Work/School 14 571 1125
Outdoor sport 31 478 1317
Indoor sport 19 669 1030
Restaurant or bar 14 432 676
Shop or shopping center 24 408 399
Holiday 10 28 212
Total of main categories 488 | 59163 485090
Others or Unlabeled 9799 | 48183 132977
Total 10287 107346 618067

Figure 2.7: 10 Main Category of The Places of Our Lives



18

Unlike our data verifying process they gave a survey at the end of their process. Toge-
ther with annotation, they have also used feedback on the meaning and the quality of
some of the discovered places (5 top frequent places and 3 infrequent places). Highly
positive feedback was obtained for the set of frequent places, with 95% of them were
confirmed by the users. One fifth of the set of infrequent places were not remembered

by people.

This paper shows that it is not easy to recognize the semantic meaning for a large
number of places in our lives if the actual physical location is not known. Frequently
visited places such as home, work or the home of a friend can be reliably recognized
using only location-sensitive smart phone data. For instance, we combined Family and

friend’ s home label together.

Since we collected our own data, we start with an early observation stage, then applied
these necessary changes into small group of newly collected data as a second stage. Last
data collection stage came with small modifications on our code and more participants

for collection. In Tables and [ 2.2] we provide a comparison with related studies.

In our study, we explored a different methodology than these related studies. Unlike our
study, the other studies were not focused on the relation with activity and location. We
try to establish a connection between the places visited during re participants daily
routine and try to guess these places with participants’ performed activities besides
other features. Do participants sit during transportation? Can we identify the places
with activities 7 This way we study the effect of the Activity Features on predicting
places. Time features and communication features were also utilized in similar studies,
however, among the phone related features, while application and media usage were

utilized, battery level, headset usage were not explored.

An other difference was the collection of the data set. The preliminary and month-long
data collection let us to study the different features. During preliminary data collec-
tion, we could adapt our methodology to return better prediction rates. In our main
data collection, we included different sets of features such as phone features, as well.
As mentioned, previous studies mainly utilized the available datasets, such as Nokia
dataset (Laurila et al., [2012). Since we utilized the ARService application with real-
time activity classification capability with high accuracy, we could gather information

about the participants’ activities which was not available in previous datasets.
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2.3 Tools

2.3.1 WEKA

WEKA (Waikato Environment for Knowledge Analysis) (Hall et al., 2009) is a Java
based machine learning software developed by Waikato University (New Zealand) and
it is used for applying classification and feature selection algorithms on our data. Weka
can be used not only with desktop computers but also with smart phones. Users can
choose training and test data easily and modify many variables through options. User

may use .arff, .csv, .data, etc. file types with Weka. We mostly use .csv files as our file

type.

Weka Software is easy to use, it gives users classification and testing options. As seen

in the figures [ 2.8] we can choose a filter and apply selected data attributes. As

an example we use "Normalize" filter with whole attributes set. For each attributes

(Time, Mean, sdX, sdY, sdZ, Var, FFT1,FFT2, FFT3, FFT4, PITCH, ROLL, Ori,
Act) a graph has been drawn.

2.3.2 ARService

ARService is a mobile data collection application developed in (Coskun|, 2014) at Ga-
latasaray University. This application has been used for collecting the location-activity
dataset used in this thesis. In the data collection phase, volunteers are students and
faculty members of Galatasaray University. This application collects various data such
as GPS, WiFi, accelerometer, running applications on the smart phone, battery level.
In this project we use machine learning algorithms to solve place prediction problem

with using these pre-collected data.

ARService has been developed for Android platform (Coskun, 2014). The system is
composed of client-side mobile application and the server side where data collected
from users are uploaded. In order to save battery, in ARService attention is paid for
data uploading and sleep-wake time sharing. ARService automatically sends collected
data packages to the server, only when the WiFi connection is established and when

sensors are not sampled.
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Figure 2.9: Example for ActFeatureData using Normalize filter with all whole attri-
butes selected.

Login Screen, shown in Table lets the users to enter their name, age, height, and

weight with password they choose. After creating their account, users can see their user

page and track their process with the given graphs on the server side.

In every 15 minutes, an automatic pop-up window is shown to the user. In the window,
the possible predicted activity of the last 2 minutes is presented. The screen shows
the most probable two activities recognized by the online classifier. If the predicted
activities are not correct, the user can input the correct activity. If the user does not
interact with this window, it closes in the next 45 seconds. For this thesis, ARService
was modified to ask for user’s location as well. After the activity recognition popup

window, another popup window appears and asks the user about the place she/he
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Figure 2.10: Our Results.

has been. The user can select a place from the presented list. This data is used as
ground truth information for place recognition. This popup window is also presented

in Table The list of place labels are : Home, Friend’s/parent’s home, Work /School,

On the Road (Transportation), Outdoor (Park, etc.), Canteen/Restaurant/Cafe/Bar,
Mall/Shop, Other, [GSU] Classroom/Lab, [GSU] Canteen/garden, [GSU] Library. The
last three places are specific to our university campus whereas the others are selected
according to the most popular places visited during daily life. Similar list of places were

adopted in related studies as well (Do and Gatica-Perez, 2014)).

Using “Manual Mark up” page, a user can also enter the place label manually. The
same list of places is presented to the user as in the place popup window, but the user

can also enter new place names that are not on the list.

Mission option lets the user collect new annotation data to increase the precision of
activity prediction rate. For the 2 minutes, the smart phone collects data and matches
the activity tags with the given tags. User can choose between "Walking", "Running",
"Transportation", "Stairs", "StandingStill",and "Sitting" activities. At the second op-
tion, user can choose a phone location as "Pants Pocket", "Jacket Pocket", "Chest Po-
cket", "Backpack", "Messenger-Shoulder Bag", "Handbag", "Belt", or "Hand" places.

When the mission duration ends, ARService ask user "if it is a valid mission ?". This

way the correction of the matching done by user at first.
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CommA <- comm.data
CommA$V1 <- str replace all(CommAS$V1,"-","/")
CommAS$VE<-as.numeric (strptime (CommAtS$V1,

L L

format = "%Y/%m/%d %H:%M:%0S5', tz="UTC'))

Figure 2.11: R Code Example

2.3.3 R Programming Language

R is an implementation of the S programming language combined with lexical sco-
ping semantics inspired by Scheme. S was created by John Chambers while at Bell
Labs. There are some important differences, but much of the code written for S runs
unaltered. R was created by Ross Thaka and Robert Gentleman at the University of
Auckland, New Zealand, and is currently developed by the R Development Core Team,
of which Chambers is a member. R is named partly after the first names of the first

two R authors and partly as a play on the name of S. (RStudio Team) 2015).

R language is used in data processing stages through this thesis. R can be used in not
only mobile devices but also with web programs. It is light. And R languages updates
frequently by the people use it. Some features of the R language :

— Big Data Analytics

— Machine Learning Analytics

— Graphics and Visualization

— Data Mining and Machine Learning
— Statistical Methodology

— and many more.

R language does not need compile code before using it. Since it is an open source
code, users can find specific package for their specific needs. From analysing big data
to creating a web page you can find different options. In this thesis we have used
diplyr, tidyr and stringr String manipulation libraries, as well as lubridate date- time
manipulation library. In our first and second stages of data processing we face with
date- time conversion problems. the example code below is a code snippet of how we

solved it.

We used R and R Studio for preprocessing the data and in combining different types

of data, namely communication, phone, activity data (explained in Section .
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Figure 2.12: R Studio User Interface

2.3.4 R Studio

R Studio is a free software with main aim of ease of use. Many of R libraries are deve

by students, thus they may not be dependable. By using R Studio users can keep track

of updates and changes. Also one can be found many library packages for some specific

subject, i.e. graphics. However between these packages contains different attributes for

same things.

In figure | 2.12, we can see R Studio user interface. On the left, Environment section

shows the data and value and this can be used without redefinition. Console section is

the place we code. On the right bottom corner users can see plots, help information,

etc. ActFeature data of a user collected during March 2015 is presented in Figure[2.13]

In the plotted graphic we draw sdX, sdY, sdZ features.
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Figure 2.13: Tables for ActFeatureData created with RStudio.
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3 SEMANTIC PLACE PREDICTION METHODOLOGY

In this section, we explain the methodology for place prediction. We elaborate on the

details of each step, from data collection to classification.

3.1 Place Prediction Framework

In figure [ 3.1} we present the steps taken for place prediction. Initially, raw data is

collected from mobile phone. Next, different tables from raw data are merged together
and features are extracted. Finally, the training and testing steps start. In the following

sections, we explain the details of each step.

3.1.1 Data Collection and Preprocessing

Collecting the data and preprocessing it were the most important steps of our study.
There were three stages of data collection. First stage consists of November 2015 to
January 2016. Four people and six smart phones contribute to the collection. Smart
phone models were Samsung Galaxy S3 Mini and Samsung Galaxy S5. Two of the parti-
cipants used two phones of different models at the same time period. Participants were
one male faculty member and one female faculty member, one female undergraduate
student and a female master student. In this initial step, we tested our methodology

with limited number of users and improved it for a bigger dataset.

Second stage consists more than 20 users. Same four users still contributed at this
stage. But this time students of Galatasaray University (17 participants) joined the
data collection. The data collection took place from April 1 to May 2, 2016, for about
31 days. We think that the main difference in places between an undergraduate student
and a master student is their frequency of attending to school, while the difference
between an undergraduate student and a faculty member is mostly about their out of

working/school hours.

Our raw data contains Activity Information, Annotation Data, Communication Infor-
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Figure 3.1: Steps of Place Prediction

mation, Phone Data and Location Information. However, we choose to not use Location
Information for classification or feature selection due to privacy reasons. Our aim is

predicting location without any location information, such as GPS data.

ARService creates four main data files. These four main are files called CommInfo,
PhoneAct, Annotation, and ActFeatures files. These four data tables were the source
of the our raw data. In the Commlnfo table, data related to the wireless network
usage is preserved. The columns are named as : "Time","Feature","Field",and "Extra".

Detailed description of this data is given below.

— Time :This column collects time data in the format of Year(four digits) - month(two

digits) - day(two digits) hour : minutes : seconds. three digits of milliseconds

(YYYY-MM-DD HH :MM :SS.mmm )

— Feature : Column collects data about what kind of action, the user’s smart phone

performs. Feature consists of "WiFi", "location","data" and "calls" subgroups.

— Field : Depending on which Feature stored, this column can get different values.
Since this column directly effects "Extra" column values as well, the possible

results of "Extra" column it was discussed here, too.
— Extra : Column values correlate with Field and Feature columns.

The detailed description of these groups given below.

Feature as WiFi : The WiFi option shown when wireless connection was establish.
— "network state","CONNECTED" : The network connection was established.
— "connected to"," @ xx :xx :xx :xx :xx :xx'" gives the id of the connected device.

— "state","enabled" : Displays that the connection is enabled.
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Feature as calls : Extra column will display the state of call. For example ("service

state" "normal"), ("idle","no activity").

Feature as location :

— ""provider","cell tower ids" what kind of provider the smart phone scanned.

— "cell tower id","xxxxxxx" the seven digit id of the connected cell tower.

— "location area code","xxxxx" the location are code for the connected cell tower.

Feature as data :

— "connection state","disconnected" or "connected".

— "activity" field value we can get "None", "sending data" and "sending & receiving

data'" activity types of our smart phone into the Extra column.

Commlnfo table is our base table for merging. All the merging was done by sorting
Commlnfo time frame. During our observation state and second stage we classified all
the repeating data as ell. This repeating caused by measurement and collection time
interval differences. Same data tables stored different data by milliseconds, while others
collected by seconds. To a better and faster classification we removed this duplicated

data by hanging our processing script.

The Annotation table includes the activity and place labels for the data collected. The

column values are listed as "Time", "PossibleAnnotations", and "Annotation".
) )

— Time : Collects time data in the format of four digits year - month - day hour : mi-
nutes : seconds. three digits of milliseconds (YYYY-MM-DD HH :MM :SS.mmm

) It is same with CommlInfo data table format.

— "PossibleAnnotations" : It is calculated by the ARService activity recognition al-
gorithm depending on the most possible Annotation type the participant might
be done at the two minutes time frame. If the participant sits for a while then
walks around, then the ARService provides a popup selection menu for the user.
"StandingStill(0,956) /Sitting(0,044)" is an example for the stored "PossibleAn-
notations" data. Here with a 0.956 to 0.044 possibility that the participant was
standing still instead of sitting during recording. In the modified version of AR-
Service where we added location popups, this column is used to identify place
labels from the activity labels. If this column has "-" then it means user is ma-
nually entering labels. If this column has "Location" as the input then this is the

answer a user has given to the location popup window.
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— "Annotation" : The real annotation. It is either recorded answer of the participant

to popup selection menu, or the manual mark up from the participant.

The ActFeatures data table consists of "Time", "Mean", "sdX", "sdY", "sdZ", "Var",
"FET1", "FFT2", "FFT3", "FFT4", "PITCH", "ROLL", "ORIEN", "Act" and "IsSent"

column set :

— "Time" column stores the current date in year - month - day hour : minutes :

seconds. three digits of milliseconds format (YYYY-MM-DD HH :MM :SS.mmm
).
— "Mean" stores the mean of sdX, sdY and sdZ.

— "sdX" Android smart phones can collect standard deviation of the activity in the

X axis.

— "sdY" Android smart phones can collect standard deviation of the activity in the

y axis.

— "sdZ" Android smart phones can collect standard deviation of the activity in the

7 axis.
— "Var" Variable column.
— "FFT1" is Fast Fourier Transforms of data.
— "FFT2" is Fast Fourier Transforms of data.
— "FFT3" is Fast Fourier Transforms of data.
— "FFT4" is Fast Fourier Transforms of data.

— "PITCH" ? smart phones can detect pitch, roll and azumute of its location. Pitch
collects the x axis of movement. Pitch sensor gives positive values when the z-axis

(azule) moves toward the y-axis (roll).

— "ROLL" Roll data collects the y axis data(-90 to 90) increasing as the device

moves clockwise.

— "ORIEN" is the orientation data of smart phone. It is defined as a combination
of three angular quantities azimuth, pitch, and roll data.

— "Act" ARService classification algorithm generates this column. "Trans", "Wal-

king", "StandingStill", "Sitting", "Running" and "Stairs" labels were our results.
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The last data table we used for classification is "PhoneAct" table which includes phone
usage details. This file has columns called "Time", "Feature", "Field", and "Extra".
As you can see the column names are same with CommlInfo data table. And their
connection with each other is quite similar. Extra column variables depends on Field
column variables, while Field column variables changes according to Feature variables.
Again Field and Extra column has variable groups responds to same Feature variable.

These groups and how each column is sorted can be described as;

— "Time" Collects time data in the format of four digits year - month - day hour :
minutes : seconds. three digits of milliseconds (YYYY-MM-DD HH :MM :SS.mmm
).

— "Feature" This column can get "Application", "Screen" and "Battery" values.

— "Field" When "Application" data collected in "Feature" column the responding
value group is the name of the last active application. For "Application" our Field

column can have the following options.

"Feature" column as a "Screen", then Field and Extra columns can get the :
— "turned on" formed when the device detects the screen is turned on.
— "turned off" formed when the device detects the screen is turned off.

options.

Feature as "Battery Level"would get The "Battery" as Field value. The remaining

battery level would be stored in Extra column.

— "Extra" column depends on "Feature" and "Field" columns. For "Application"
value the application name (ie. "AR Service") would be followed by "x". However
if the next value is "Running Applications", then the "Extra" column will shows
the number of the running applications at that time. When the "Screen" value
recorded, regardless of "Field" value, the "Extra" would be a "x". Again, for the

"Battery Level", the remaining battery level by 100 percentage would be given.

— "IsSent" depending the connection between smart phone and server this column

can get 0 for failure and 1 for successful connection.

ARService also provides LocationInfo file, however, our main goal is predicting the next
place of a user without any GPS information. Thus LocationInfo table was not used

during any classification steps.

As our data set, we can group it into three different stages. First four participants

collected during all these three stages. We will name them as our base group. Base
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group consists of 2 faculty members, and 2 students (1 was a undergraduate student,
while the other was a master student). While one of the faculty members is male, rest

of the base group are female.

Age difference can cause daily routine differences as well. While a young (for this study
below 25 years/ undergraduate student) might prefer hanging out at late night hours,
while older participants prefer to spend this time at home due to their responsibilities
(kids at home, early working hours, etc.) Another difference of the age groups can be
shown as their activity level. "WalkingCountR" and "RunningCountR" values might
be higher for young individuals. However, activity levels also depends the participants

life style.

Battery level consumption is a major problem in mobile data collection applications.
One of the set backs of smart phone usage is battery consumption. The battery cells
only store certain amount of energy and if sensors are continuously sampled and data is
continously sent to the server on ARService application, battery may deplete within a
few hours. In order to minimize battery consumption, we used a duty-cycling method.
5 minute cycles were used and sensors were sampled for 2 minutes and in the remaining
3 minutes, sampling was stopped. This duty cycling method lets us to use the phone

at least from morning to evening for an average user.

ARService also provides LocationInfo file, however, our main goal is predicting the next
place of the user without any GPS information. Thus LocationInfo table was not used

during any classification steps.

3.1.2 Merging Files and Feature Extraction

As mentioned in the previous section, we have four files extracted from ARService :
Phone data, activity data, communication data and the annotation data. Annotation
data includes the tags that were input by the users. These tags include information
both about the performed activities and the places visited. At the end of processing
them, we have Time, Communication, Activity and Phone Features. Our data mining
process continues with grouping these features during classification to reach maximum

efficiency.
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3.1.2.1 Time Features

Each of our raw data tables has a date column. But each of them has different format.
In order to be able merge these tables we first created an Epoch Feature. Epoch Feature
is the numeric representation of current date. It is also called Unix time as well. Epoch
time the total seconds spend from Thursday, 1 January 1970 or 00 :00 :00. Since
milliseconds important for ordering and sorting our raw data epoch time used. At the
first stage with our minimal (4 participant data) this feature used in the classification.
However at the second and third stage of our study we only use epoch time feature as

processing/merging our raw data, not in the classification phase.

Day Feature lets us be able to see what are the daily routines of participants. Do our
behaviours change according to days of the week ? Almost no participant has 9 to 17
daily works so, these changes can be seen. We have hour based routines Hour Feature
added. At 8 pm people tend to be on the road to work/school while at the 20 o’clock
they tend to be at home. Hour Feature helps us to track daily routine of participants.
Working class and students tend to attend the morning communities, so they were

more active during these hours.

ToD or Time of Day Feature lets us segment a day into four parts. Mornings (between
6 pm to 11 pm), Afternoon (between 12 to 17), Evening (between 18 to 23), and
Night(between 24 to 5). At Night period there tends to be less tags than others, because
between 24 to 5 people with daily jobs/lessons prefer to sleep. Any inconsistent tagging

can be detected easily.

Weekday.weekend Feature is included for tracking peoples daily life changes. While
people tend to go to Work/School during early hours of weekdays ; people like to take

leisure time on weekends. In total we have 5 features extracted from the Time data.

3.1.2.2 Communication Features

When our smart phones connect with wireless communication devices (cell towers, WiFi
hot-spots, routers, etc.) ARSevice collects the device ids and number of connections.

Communication Features are created using these data.

The part of Communication Features are, "UniqueBSID" and "UniqueSSID". "Uni-
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queBSID" stores the total number of the unique cell towers id” s. Normally a smart
phone scans at periodic time intervals for cell towers. This way connection will not
interrupt even if the owner of the smart phone is mobile. Android lets the developers
collect these cell tower’ s MAC address. However it causes privacy issues. So, while
grouping each tower id’ s with the location label; we choose to calculate the total

number of different cell towers that our device scanned.

For example CommlInfo data file stores "2016-03-29 11 :48 :58.664","location","provider","cell
tower ids" "2016-03-29 11 :48 :58.668","location","cell tower id","10553xxxx" "2016-
03-29 11 :48 :58.690","location","location area code","64xxx" group at 29 March 2016
at 11 :48. As you can see in 36 milliseconds smart phone (Samsung Galaxy S5) scanned
it’s environment and found a cell tower, then stored it’s id and local area code. (x’s

used as numbers to provide privacy)

"UniqueSSID" collects the wireless network devices that our smart phone scanned.
Again similar to "UniqueBSID", we only calculate the number of the different devices
between time intervals. As an example the scanning and connection process start at row
"2016-03-29 13 :28 :54.413", "Wifi", "scan result", " @ yy :yy :yy :yy :yy :yy-GSU" and
ends with "2016-03-29 13 :30 :36.465", "Wifi" ["scan result", " @ xx :xx :XX XX :XX :XX-
GSU" "2016-03-29 13 :33 :56.136", "Wifi", "network state", "CONNECTED" "2016-
03-29 13 :33 :56.140", "Wifi", "connected to", " @ xx :xx :Xx :XX :XX :Xx" takes less

then 2 seconds. All this time the smart phone scanned 67 different wireless devices.

The reason for choosing unique BSID and SSID numbers instead of the exact IDs, is
the protection of anonymity. Since SSID’ s and BSID’ s collect the name of the scanned
devices, one can track the movement of the participant. For example, in the campus
of Galatasaray University access points have "GSU” label in their names. Additionally,
some users chose to name their access points like "home”, "work”, etc. By using total
count of these devices ; we can observe the change of the number of the scanned devices
through participant’s daily routes. Some of the semantic place prediction works collect
the GPS data, social network markings, etc. to predict a place. This may cause privacy

violation. In our research we try to prove, that one can make a high rate prediction

without disclosing location information.
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3.1.2.3 Activity Features

For activity tracking, ARService provides an automatic recognition and questioning.
Every two minutes a pop-up lets the participants choose from prediction list. And if the
participant has another action, they can chose "Neither" and add manually. Walking,

Sitting, StandingStill, Running, Stairs, Transportation are our main/ automatic tags.

Prediction Percentage Window Location Tag Window
4 A A Iﬁ

B F .l 5ol 10:59

Where are you?

(__J Houinie

t"} Friends/paienl’s lwnes

{) Werk/Schasl

~ On lthe Ruad

= (Transporlulion)
22.01.20176 10:59:13 .
() OQurdoor (Park, e1c.)

What were you doing? )
O Canresn/Rastaurant/Cafe/
Bar

MNEITHER STANDINGSTILL(D,282) 2ITTie
) Mall/Shop

() Other
) [GSU] Classroom/Lab

() [GSU] Canteen/garden

() [GSU) Library

Table 3.1: ARService smart phone label options

Activity grouping of ARService gives us 8 different types of activities. These actions
are, "Sitting", "Walking", "Transportation", "StandingStill", "Mobile", "Running",
"Stairs" and "Standing". Activity Feature has the corresponding "WalkingCount",
"TransportationCount", "StandingStillCount", "MobileCount", "RunningCount", "Stairs-
Count" and "StandingCount" For the duration of the data collected from participant
we counted the number of times these 8 activities occurred. Let us say for 15 minutes
data collection, our participant may have walked for 10 minutes, then decided to sit
on a bank for the remaining 5 minutes. In the Activity Feature all the occurrence are
calculated. Then this result would be normalized with the total occurence of all the

activities. If the participant had 200 walking instances, 150 sitting instances and 150
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transportation instances; the results would be 0.40000 for WalkingCount, 0.30000 for
SittingCount and TransCount.

Unfortunately "Stairs" activity has a classification problem in ARService, in the data

we collected "Stairs" returned zero value for every participant.

3.1.2.4 Phone Features

Phone data table contains the smart phone device usage information. Detailed defini-

tion of these data are given below.

1. Number of total running application gives us both background and foreground

running applications. ARService is always accounted during our measurement.

2. Screen turned on or off. When do the participants lean to turn on screen of their
smart phone? Ts it during morning commuting? Or the participants prefer to
open it during working hours ? Reason to turning on or off the screen may differ.
Participant may wish to check the time, read their incoming message, or tried to
skip the song they were listening. As smart phone’s collected features we have
choose to use "Head set", "Battery Level", "Running Application Numbers".
Head set feature, the device controls if the user is using any head set gear. If
the user is using it(Bluetooth sets head phones for listening music, etc.) then our
"HeadSetCount" feature will get 1, else it will be a zero. Battery level is one of
the most changing feature of a smart phone. The more active the user gets, the
faster the battery levels drop. Smart phone users tend to carry their recharge
devices with them. Some using cables and use landlines to charge. So this group
must be in a building, rather it is "Home", "Work /School" or any other location.
However if the user has a portable charging device, then user can charge on
the go. We wondered if the charging habit help us to determine the prediction
of the location. "BatteryLevel" Feature collects the current battery level of the
phone as percentage. As we have round the Activity Features "StllCount" to
"StillRCount", we have decided to round the battery level and create a threshold
for it. "BatteryThreshold" values calculated as :

— 1 : for 0-20 percentage of remaining battery.
— 2 : for 21-40 percentage of remaining battery.
— 3 : for 41-60 percentage of remaining battery.

— 4 : for 61-80 percentage of remaining battery.
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— 5 : for over 80 percentage of remaining battery.

"RunningAppCount" feature is created with running applications feature of smart
phone. When the "Feature" column gets "Running Application Number" we can
get the extract number from "Extra" column. The number of application used
in a smart phone can change depending on how active is the user. Some appli-
cations like touch screen, wireless scanning, etc. are default application of the
device. While texting, photo sharing, social media account application usage can
increase with the user’s activity. We wondered if the age plays any factor on the

smart phone usage, or just the participant preferred different applications to use.

3.1.3 Feature Selection

Feature selection is one of the key points of machine learning. Our feature set contains
four main feature groups (Time, Communication, Phone and Activity) with various

subgroups.

The most common problem we have faced was matching the manual labels. Some par-
ticipants choose to use Turkish characters for example [GSU]Classroom/Lab instead
of |GSU|Classroom/Lab writing "yiiriiyiis" instead of "Walking". Each of these mis-
matches had to be changed on preprocessing the raw data. One of the common errors
was using white space characters. Especially for the labels with more than one word

(Outdoor (Park, etc.)) white space character was entered during manual mark up.

The necessary steps we need to take in order to have good results can be listed as;

1. Over fitting : It is a regression model occurs when you attempt to estimate too
many parameters from a sample that is too small. In our first stage of data col-
lection we faced overfitting. In order to overcome this problem we tried removing

double variables, rounding our results to two digit, etc.

2. Feature selection : To achieve high results in relevant results, we need to choose
between the features of our data. Is the Day Feature more relevant then Battery-
Levels Feature ? Or is the Hour Feature returns better results then Time of Day

Feature ?

3. Attribute Feature selection : Selecting the attribute with the highest information

gain.

Attribute selection with Weka allows the users to choose between different search al-
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gorithms. Correlation based Feature Selection (CFS) algorithm is one of the most

commonly used attribute selection algorithms.

1. Best First : According to official Weka, tutorial, this method searches the space of
attribute subsets by greedy hill climbing augmented with a backtracking facility.
Setting the number of consecutive non-improving nodes allowed controls the level
of backtracking done. Best first may start with the empty set of attributes and
search forward, or start with the full set of attributes and search backward, or

start at any point and search in both directions.

2. Linear Forward Selection : is an extension of Best First. It takes a restricted num-
ber of k attributes into account. Fixed-set selects a fixed number k of attributes,
whereas k is increased in each step when fixed-width is selected. The search uses
either the initial ordering to select the top k attributes, or performs a ranking
(with the same evalutator the search uses later on). The search direction can
be forward, or floating forward selection (with opitional backward search steps).

(Gutlein et al., 2009)

3. RankSearch : Ranks attributes by their individual evaluations. Use in conjunction

with attribute evaluators (ReliefF, GainRatio, Entropy etc).

All the features used in our classification looks like Figurd 3.2} As you can see in the

right side of the window is our main class "Label" has 7 different variables in the given

data table (April data of one participant).

According to Mark Hill’s thesis (Hall, [1999) CFS was evaluated by experiments on
artificial and natural datasets. Three machine learning algorithms were used : C4.5 (a

decision tree learner), IB1 (an instance based learner), and Naive Bayes.

1. CfssubsetEval : Evaluates the worth of a subset of attributes by considering the
individual predictive ability of each feature along with the degree of redundancy
between them.Subsets of features that are highly correlated with the class while

having low intercorrelation are preferred. (Hall, [1999)

2. Relief Attribute Eval : Evaluates the worth of an attribute by repeatedly sam-
pling an instance and considering the value of the given attribute for the nearest
instance of the same and different class. Can operate on both discrete and conti-

nuous class data. (Kira and Rendell, |1992)
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Figure 3.2: Processing Our Merged Data with Weka

3. Classifier Subset Eval : Evaluates attribute subsets on training data or a separate

hold out testing set. It uses a classifier to estimate the 'merit’ of a set of attributes.

3.1.4 Training and Classification

After preparing collected data into the homogeneous data structure, we could start to
train the dataset. Testing and training data set partition needs to be done carefully.
If the training is done in a haphazard way, unpredictable results may be received.

Especially data over fitting is a common problem.

1. Cross Validation is one of the most popular model estimation methods of machine
learning. Cross validation holds back part of the data set as a test model and use
the rest of the data as training data set.

K-fold cross validation divides data set into equal sized k parts. Within these
subsets only one subset used to validate testing model. Rest of the (k-1) subsets
used as training data set. K-fold cross validation helps user to avoid over fitting.

The models used during data processing are given below.

(a) 10 Fold Cross Validation : It is the most preferred k-fold cross validation
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Figure 3.4: True False Positive Venn Diagram

method. The dataset will be divided to 10 equal parts.

(b) 7 Fold Cross Validation : The dataset will be divided to 7 equal parts.
Following results obtained with the 7-fold .

(¢) 3 Fold Cross Validation : The dataset will be divided to 3 equal parts.
Following results obtained with the 3-fold.

2. Leave-one-subject out
As the performance metrics, we used the following metrics :

1. True Positive : These values are the rightly guessed ones as can be seen in the

figure Relevant documents/data and retrieved documents/data correlation.

2. False Positive : These values guessed as positive even they are actually false

results.

3. Recall : True Positive result numbers’ ratio to all relevant documents/data. (True

Positive / True Positive + False Positive)

4. Precision : True Positive result numbers’ ratio to all retrieved documents/data.
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Figure 3.5: Performance Evaluation Metrics Equations

(True Positive / True Positive + False Negative)
5. Accuracy : All True result numbers’ ratio to total population.

6. F-measure : It combines precision and recall is the harmonic mean of precision
and recall, the traditional F-measure. We can show it as; F-measure — 2 * ( (

Precision.Recall) / Precision 4 Recall) ) or = 2*TP / (2*TP) + FP + FN

For classification the performance evaluations of our models are made by using preci-
sion, recall, F-measure, or accuracy. We also use confusion matrices. In the confusion
matrix, the rows show the ground truth labels as provided by a human annotator, while
the columns show the labels inferred by the model. The diagonal of the matrix shows
true positives (TP). The sum of each row provides us the total ground truth of each
label (TT). Lastly, the sum of each column gives us total of inferred labels (TT). The
precision and the recall are separately calculated for each class and then the average is

taken over all existing classes.

3.1.5 Classification Algorithms

In this section we explain the classification algorithms that are used in the thesis.

3.1.5.1 Naive Bayes

This classifier is based on Bayes’ theorem with independence assumptions between
predictors. This model is easy to build, with no complicated iterative parameter es-
timation which makes it particularly useful for very large datasets. It is quicker than
discriminative models. Which means user needs fewer training data. Since Naive Bayes

is simple yet efficient, this model is highly in demand.
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Figure 3.6: Decision Tree Example

3.1.5.2 Decision Trees

A decision tree builds classification and regression models in the shape of tree. It

contains decision nodes and leaf nodes. [3.6] Decision node has least two branches. The

top most decision node in a tree called root node. Leaf node represents a classification
or decision. We can use decision trees for both categorical and numerical data. It is
easy to interpret and explain. User needs not to worry about outliers or if the data is

linearly separable.

3.1.5.3 Random Forest

A Random Forest is an ensemble of decision tree classification algorithm. In Random
Forest algorithm ; each decision tree will be constructed by randomized subset training
data. By using same training set; random forest tries to reduce the variance. It uses

out-of-bag error as an estimate of generalized error.

3.1.5.4 KNN

KNN or the K Nearest Neighbour classification algorithm is the one of the most popular
classification algorithms. In this classification, the output is a class membership. An
object is classified by a majority vote of its neighbours, with the object being assigned
to the class most common among its k nearest neighbours. K is mostly a small integer.

If k = 1, then the object is simply assigned to the class of that single nearest neighbour.



44

| Preprocess| Classify | Cluster | Associate | Select attributes | Visualize
Classifier

| Choose ||IBk - 1 Wy 0 =& "weka.core.neighboursesrch LinearMNSearch -4 Y weka core. EuclideanDistance -R first-last""

Test options Classifier output
() Use training set === Run information ===

() supplied test set Set...

Scheme:weka.classifiers.lazy.IBk -K 1 -W 0 -& "weka.core.neighboursearch.Li
(®) Cross-validation  Folds Relation: MergedData Bhmet Odf4bf-weka.filters.unsupervised.attribute.l

. Instances: 10&
O P ETR I ki Attributes: 19
More options... | Ve

Vi)
‘ va

(Nom) V6 v

Result list (right-click for options)
2 .IBk

Figure 3.7: KNN on Weka

KNN also called a lazy algorithm. In the Weka classification algorithms, KNN sorted

under lazy section, in the name of IBk.
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4 PERFORMANCE RESULTS

In this section, we first give the results of semantic place prediction on the preliminary
dataset collected by 4 participants. Next, we visualize the feature type-place relation-

ship on the full dataset collected from 17 participants for one month in Section [ 4.2}

Afterwards, we present the results of prediction on the full dataset using cross vali-

dation in Section We analyze the performance with different feature sets. Next,

we focus on feature selection and analyze which features provide better results in the

classification in Section Finally, in Section we explore the performance in

a person-independent manner and provide the results with the leave-one-subject-out

validation technique.

4.1 Preliminary Results

The stage 1 and 2 are considered as the preliminary stage of the data collection. The
preliminary stage of data collection started in December 2015 with four participants.
Two faculty members, a master student and a undergraduate student of Computer
Engineering at Galatasaray University. Data collection ended in March 2016. Stage 1
consists of December 2015 data ; while stage 2 consists of February-March 2016 data.

At the first stage, we have observed the data storage differences between smart phones
(Samsung Galaxy S5 and Samsung Galaxy S3 Mini). The questions that we focus on in
the first stage were : How the labels should be arranged, should we give the participants
a pre-defined label list or let them write as they wish, how could we improve the data
storage problem and how should we divide time into subgroups? These problems and
any other problems occurred during these two stages let us improve our data collection

and processing phases.

The most common problem we have faced was matching the manual labels ente-
red by the users. Some participants choose to use Turkish characters for example

[GSU]Classroom /Lab instead of [GSUJClassroom/Lab, writing "yiiriiyiig" instead of
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"Walking". Each of these mismatches had to be changed on preprocessing the raw
data. One of the common errors was using white space characters. Especially for the
labels with more then one word (Outdoor (Park, etc.)) white space character entered

during manual mark up.

At the first stage of data collection ; participants may create their own tags as well. This
created a grouping and classification problem. Some participants created specialized
tags like "taking a walk", "boat", "bicycle", etc. on the other hand, other participants
just used the "On the Road(Transportation)" tag instead.

Tables | 4.1} [ 4.2 | 4.3] [ 4.4] consist of the early stage data collected during December

2015 by four different participants. Two of the participants are faculty members, one

of them is a master student and the last one is an undergraduate student.

Label True Positive | False Positive
Home 0,890 0,006
On the Road (Transportation) | 0,919 0,065
Work /School 0,973 0,025
Canteen/Restaurant/Cafe/Bar | 0,864 0,009
Other 0,850 0,038
Boat 0,000 0,000
Yellow Minibus 0,664 0,000
Walk 0,000 0,000
Xvelghted 0,885 0,029
verage

Table 4.1: December Data Classification with DT Algorithm Male Faculty Member

Label True Positive | False Positive
On the Road (Transportation) | 0,988 0,053
Home 0,940 0,000
Canteen/Restaurant/Cafe/Bar | 0,901 0,000
Work /School 0,996 0,008
Weighted Average 0,972 0,032

Table 4.2: December Data Classification with DT Algorithm Female Faculty Member
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Label True Positive | False Positive
Sit 1,000 0,011
On the Road (Transportation) | 0,950 0,080
|GSU|Canteen/Garden 1,000 0,044
Work /School 0,625 0,000
Outdoor(Park, etc.) 0,000 0,000
Weighted Average 0,906 0,041

Table 4.3: December Data Classification with DT Algorithm undergraduate student

Label True Positive | False Positive
Home 0,948 0,015
On the Road (Transportation) | 0,840 0,029
Mall/Shop 0,932 0,008
Canteen/Restaurant/Cafe/Bar | 0,911 0,000
Work /School) 0,952 0,043
Gym 0,937 0,007
Other 0,000 0,000
Station 1,000 0,008
Weighted Average 0,917 0,027

Table 4.4: December Data Classification with DT Algorithm Master Student
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All the data is classified with using only Time Features. As you can see even though
“Home” label is one of the main labels of every participant’s daily route ; the undergra-
duate student never used it. The label "Sit" is probably used instead of our "Home"
label.In order to overcome this problem in the second stage of our data collection a

predefined label list was given to all the participants.

In the second stage of our data collection an upgrade is made on the ARService ap-
plication to give user a predefined label list to choose. This pop-up menu appears in
every fifteen minutes and asks the user for his/her location. Similarly, for the manual
location markup a predefined list of locations was given but the user can define and

new locations.

In the second stage, two participants, one female faulty member and one master
student, collected data using two smart phones for one month. The results with J48 De-

cision Tree classification algorithm are given in Tables and [4.6] Both tables present

the results classified with Decision Tree J48 algorithm with Time Feature only.The
devices are Samsung Galaxy S5 and Samsung Galaxy S3 Mini smart phones. Two par-
ticipants used these smart phones at the same time. Even though the same participant

used these two smart phones at the same time ; collected data has shown differences.

Label True Positive | False Positive
Canteen/Restaurant/Cafe/Bar | 0,361 0,043
On the Road (Transportation) | 0,701 0,149
Work/School 0,354 0,006
Outdoor (Park, etc.) 0,547 0,005
Home 0,772 0,055
Other 0,774 0,081
|GSU|Classroom /Lab 0,853 0,038
Mall /Shop 0,743 0,024
Cinema 0,398 0,007
Gym 0,000 0,000
Weighted Average 0,667 0,076

Table 4.5: Galaxy S5 Data, Female Faculty Member, J48
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Label True Positive | False Positive
On the Road (Transportation) | 0,988 0,053
Home 0,940 0,000
Canteen/Restaurant /Cafe/Bar | 0,901 0,000
Work /School 0,996 0,008
Weighted Average 0,972 0,032

Table 4.6: Galaxy S3 Mini Data, Female Faculty Member, J48

Samsung Galaxy S5 data have more labels. However Samsung Galaxy S3 Mini data
has a better TP rate then Samsung Galaxy S5 data. While "Home" label has 0,772
percentage of true positive prediction with Samsung Galaxy S5 data; "Home" label
has 0.940 true positive prediction rate with Samsung Galaxy S3 Mini data. The dif-
ference between the same tags might be because of the participant’s tagging habit.
Since Samsung Galaxy S5 smart phone is the participants main device, the participant
can easily tag more notifications. While Samsung Galaxy S3 Mini device is used less

frequently, the tagging was more proficient and the number of classes was lower.

The second participant, whom used Samsung Galaxy S5 and Samsung Galaxy S3 Mini
smart phones at the same time had similar results, shown in Tables and [4.7] This

participant also used Samsung Galaxy S5 device as the main phone, so notifications
were tagged more often by that. Again the data labels differ from each other. The main
phone Galaxy S5 has an additional label "Canteen/Restautant/Cafe/Bar".

Label True Positive | False Positive
|GSU|Classroom /Lab 0.268 0,000
Canteen/Restautant /Cafe/Bar | 1,000 0,039
Outdoor (Park, etc.) 0,932 0,238
On the Road (Transportation) | 0,640 0,138
Mall/Shop 0,000 0,000
Home 0,871 0,000
VAvelghted 0,716 0,132
verage

Table 4.7: S5 Data
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Label True Positive | False Positive
|GSU|Classroom /Lab 1,000 0,000
On the Road (Transportation) | 1,000 0,563
Outdoor(Park, etc.) 0,000 0,000
Mall/Shop 0,000 0,000
Home 1,000 0,000
Weighted Average 0,714 0,304

Table 4.8: S3 Mini Data

The result obtained from our preliminary research has been published as (Celik and
Incel, 2016)) in the 2016, 24th Signal Processing and Communication Application Confe-
rence (SIU).

4.2 Data Visualization

After the preliminary data collection and correcting the problems encountered in this
phase, we collected data from 17 participants. A summary about the participants is

presented in [77]

As you can see in the [77]in the last stage of our data collection we had 20 participant
candidates. However, after preprocessing the collected data; we discovered that some
of the data was not suitable to include our research. Some smart phones had problem
with server communication and refuse to send data or corrupt it, some candidates

collected below our threshold instances, so it was unnecessary to include them.

& < 2 = & N e h 53
P LR I N
-;l\ch 3 \3\\' \\(P ‘g?\ Dﬂ'\ 'ba— Q{!‘
P < ) ) & q o
s (.;5\ e A & e K
o & 3 & 2
S & 2 o®
& N o
~ & R
= <
F o

Figure 4.1: Number of Labels for Place Categories
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No | Age | Gender || Class Occupation Smart Phone Model

1 21 | M 1 Student Samsung 53 Mini

2 20 M 1 Student LG G2

3 28 | F g{isdt;ﬁ ¢ Full Timer Samsung S5

4 |35 |F %g;%gr Full Timer Samsung S5

5 |21 |F 3 Part Timer/Student | Samsung S4

6 21 | F 1 Student Samsung ST7580

7 20 M 1 Student Meizu MX4

8 42 M Faculty Full Timer Samsung S3 Neo
Member

9 23 | F 4 Student Samsung J2

10 | 21 M 3 Student General Mobile 4G

11 |23 |F 4 Part Timer/Student | Samsung J7

12 119 | M 1 Student Samsung S3 Neo

13 (10 | M 1 Student Samsung S5

14 122 | K 4 Student Samsung Note 2

15119 | M 1 Student Samsung S4 Mini

16 |18 | M Prep. Student Samsung S3

17 | 22 M 4 Student Samsung S4

18 |19 |M 1 Student Samsung S3 Mini

19 | 22 M 4 Student Samsung S3 Mini

20 |23 | M 4 Student Samsung Note 2

Table 4.9: Participant Table
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Before processing the collected data from 17 participants, we visually explored the
relationship between the place tags and the feature types extracted from the raw data.

Although we apply feature selection methods to the raw dataset in Section | 4.4] our
aim was to decide on the set of features by analyzing the raw data initially.
In Figure a summary of the data collected from 17 people is presented. In this

figure the total number of tags for each place category is presented. Fach tag is given

to a place in the total number of units entered.
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Figure 4.2: Places and their visit hours during a day

Time Features : In Figures[4.2][4.3|and [4.4] we present the number of labels for time

features : hour, time of the day, week /weekend, respectively. In Figure we observe

that place types such as work/school, GSU Canteen, GSU Classroon and Library are
not labeled at the weekends, while the Home category is the mostly tagged place at the
weekends, as expected. In Figure[4.3] it is seen that while “Home” is the mostly tagged

place in the evenings, work/school and other classes related to GSU campus are tagged
mostly in the mornings and afternoons. The places tagged at night are Home and on
the road/transportation while other place types were labelled at night very seldom or

not at all.
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Figure 4.3: Places and their visit times during a day

Hour Feature is one of the most efficient features we have. For almost every place

label, we can make prediction with using Hour Feature. As in the we can see the

impact of it. Hour 17 (time between 17 :00 and 17 :59) is mostly points to "On the
Road(Transportation)" label. While people tend to at the GYM at the Hour 21 (21 :00
- 21 :59) period, we can say Hour 13 (13 :00 - 13 :59) period mostly used as lunch break
based on [GSU|Canteen/garden and Canteen/Restaurant/Cafe/Bar label behaviours.
Some Hour periods have almost no tagging. These are Hour 2, Hour 3 and Hour 4.
These hours are (between 02 :00 - 04 :59) mostly spent in sleeping. So the absence of
the tagging was expected.

Communication Information Features : In Figure[4.5], we present the average and
maximum number of BSID’ s recorded at different place categories. Similarly, in Figure|

we present average and maximum number of SSID’ s at different places. When
a participant is at a particular place, the ARService application may have recorded
signals from a specific base station. Instead of using the total number of records, we
use the unique number of base stations and access points at a particular place. When
the participants are changing location, such as on the road/transportation, or walking
outdoors (Outdoor (Park, etc.)), the average and maximum number of SSID’ s and

BSID’ s are higher.

Phone Features : Another feature set that we analyze is the phone features. This
set includes the number of times the phone screen is turned on and turned off, number

of times the headset is plugged in, number of running applications and battery levels.



54

100%
90%
80%
T0%
60%
S0%
40%
30%
20%4
10%

= = =1 = -~ S

g 5§ & 3 g 5 s B

T g 5 3 o E 7] & 5 . S

= n = o = Z x ]

: 8 =5 8 g g 5 =

g o 0 = 2 T =

= = 0, o g =]

§ 7 E = g

= 9, [T = g

i & g o

o, = &
i £  Weekday
8 5 W Weekend

Figure 4.4: Places and Week/Weekend Relationship
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Figure 4.5: Number of unique BSID’ s from which a signal is received at a place
In Figure [ 4.7 we present the place and phone usage relationship. In Figure we

present the battery levels and places, and in Figure we present the number of
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Figure 4.6: Number of unique SSID’ s from which a signal is received at a place

running places versus place categories.

For battery Levels, instead of using the exact levels, we grouped the levels as : 20-40%,
40-60%, 60-80% and 80-100%. This feature helps us to understand the participant’s

phone usage behaviour.

Activity Features : One of the questions that we try to answer in this thesis is that
whether there is a relationship between the places and the activities taking place in
such places. Another feature set that we utilized is the activities of the participants

identified by the ARService application in real-time.

In Figure we visualize the relationship between the places and the state of

users, i.e., whether they are still or mobile (such as walking, transportation). At places,
such as Home, canteen /restaurant /cafe /bar, classroom, library, participants are mostly
stationary. On the other hand, at places, such as outdoor, mall/shop, on the road,
participants are mobile, as expected. One unexpected result is observed at gym. While
we expect the participants to be mobile here, they are observed to be stationary. When
we questioned the users about this, they replied that the phone was left in a drawer or
on a flat surface while exercising. If a smart watch was used while collecting data, this

situation could be eliminated.
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Figure 4.7: Phone Usage at Different Places : screen and headset states

In Figure [4.T1] we present the relationship between the places and activities taking

places in the places. Y-axis is given in %. The activities were not marked by users but
ARService automatically predicts the activities, with around 80% accuracy. Here, we
observe that in mall/shop and outdoor, walking activity is mostly recognized, while at
home sitting and standing activities were mostly seen. For on the road (transportation)
class, percentage of transportation activity is similar to other activities. The reason
is that, ARService classifies the activity as sitting and standing while the vehicle is

stationary, either in a traffic jam or at traffic lights.
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4.3 Impact of Different Feature Combinations

In this section, we analyze the classification performance with different feature sets
using four different classification algorithms, namely Naive Bayes, KNN, decision tree

and random forest.

In Figure we present the results with different feature combinations. The letters,

i.e., the short forms, used in the figure are listed as follows :

148 RF NEB KMMN

BT mTC mFT mTA mTCPF mTCA mTPA mAll mC mA EP

0,6

0,5

0

=

0,3

0,2

0,1

1]

Figure 4.12: Feature Combinations with 14 Participant Data

— T : Time Feature only. Consists of Day, Hour, Week/Weekend and ToD (Time
of Day) features.

— C : Communication Information Feature only. Contains UniqueBSID and Uni-

queSSID features.

— A : Activity Features only. Contains StillCount, MobileCount, SittingCount,
StandingCount, TransportationCount, WalkingCount, RunningCount, StairsCount

features.

— P : Phone Features only. They are RunningAppCount, HeadSetCount, ScreenON,
ScreenOFF, and BatteryThreshold features.

— TC :Combination of Time and Communication Information features.

— TP : Combination of Time and Phone Features.

— TA :Combination of Time and Activity Features.

— TCP :Combination of Time, Communication Information and Phone Features.

— TCA :Combination of Time, Communication Information and Activity Features.
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— TPA :Combination of Time, Phone and Activity Features.

— All : Combination of the all features we have, Time, Communication Information,

Phone and Activity Features.

In Figure the y-axis is given in terms of TP (True positive) rate. The results

are presented with Decision Tree(J48), Random Forest, Naive Bayes and K-Nearest
Neighbour classification algorithms. We observe that, Phone Features alone have the
lowest success rate for the all four classification algorithms. However, when they are
combined with Time Features, success rates increase at least by 0.1. We observe that
some feature combinations return better prediction rates than others. Features alone

have lower recognition rates then binary or triple feature combinations.

Time Feature returns almost the same rates with all the four classification algorithms.

Same observation can be mentioned for CommunicationInformation Features as well.

When Phone Features are combined with Naive Bayes they return the lowest true

positive rate ; while combining with KNN, it increases to higher rates.

When we combine time and other three features one by one; all the binary combina-
tions give better results. Among all three binary feature combinations ; TC exhibit the

highest rates among all the four classification algorithms.

Time Features (Day, Hour, ToD and Week.Weekend) let us to categorize our parti-
cipants’ routine behaviours. A student, or a faculty member tends to have classes in
the morning- afternoon- evening times, mostly at the weekdays. In the light of these
behaviours ; our algorithm has a higher possibility to predict their whereabouts when

combining with other features.

For CommunicationInformation features UniqueSSID and UniqueBSID numbers tend
to change as we move around. The number of access points and base stations change
when a participant changes the location. With this information, our algorithm can have

higher prediction rates.

For the triple combinations of TCP, TCA, TPA ; the TCA has the highest rates. TC
alone has a prediction rate around 50% success rate with the all four classification

algorithms.

Activity Features are telling us if the participant is on foot, sitting, walking, etc. When
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a participant is walking, or in transport mode this knowledge combined with time
variables (Monday at 8, in the morning) and CommunicationInformation (increase and
decrease of the UniqueSSID and UniqueBSID numbers) the classification algorithms

exhibit better results.

When all features are combined, they exhibit the most highest rate as we predicted.

However TCA gives almost the same recognition rates. In Section[4.4] we apply feature

selection algorithms to our data and this reveals that time, communication and activity

features are the mostly selected features compared to phone features.

Decision tree algorithms J48 and Random Forest presented almost the same results,
while K-Nearest Neighbour algorithm followed them with good results. But the Naive

Bayes algorithm has the lowest results.

As an example, the confusion matrices for the random forest classifier is given in Table|

On the Road(Transportation) and Outdoor(Park, etc) labels tend to be confused
with each other. Since both of them are placed outside the change of Activity, Commu-
nication Information and Phone Features lead to this confusion. While a bus stop is lo-
cated at the Outdoor (Park, etc), the bus itself counts as On the Road(Transportation).
Home, Work/School and On the Road(Transportation) labels also get mixed. For all
the feature combinations, the number of confused prediction times change. By using
only Time Features, the algorithm mixed Work/School with Home 13 times and mixed
with On the Road(Transportation) 17 times. These numbers change as; mixed Work /-
School with Home 23 times. And mixed with On the Road(Transportation) 16 times
by using Time and CommunicationInformation Features. By using Time and Activity
Feature combination we got mixed Work /School with Home 15 times and mixed with
On the Road(Transportation) 17 times. No drastic changes are observed here. When
we use all features together the numbers are 10 times for Home and 29 times for On
the Road(Transportation). On the other hand, Home label is mixed with Work /School
11 times and with On the Road(Transportation) 14 times when we combine all fea-
tures. For the On the Road(Transportation), 6 times Work/School is chosen, while 24
times Home is chosen instead of it. Surprisingly one of the other Home place confusion
happened between Canteen/Restaurant/Cafe/Bar. By using Time and Activity Fea-
tures combination Canteen/Restaurant/Cafe/Bar is mixed with Home 24 times. Time

Feature also got confused with Home 24 times again. With Time and Phone Features
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combination the mix decreases to 17 times.

One of the most repeated confusion happened between [GSU|Library and [GSU|Canteen /garden.
It may happen because the Galatasaray University Library is located inside the garden.
Canteen and library are within 1 minute walking distance. Using all feature combina-

tions together decreased these confusions.
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Figure 4.13: True Positive and F Measure Results for Random Forest Classification

In Figure [ 4.13, we provide class-specific results. True Positive and F Measure results

using Random Forest classification algorithms are obtained. [GSU]| Library label was
never predicted correctly since the number of instances in the whole data was very

low (Figure | 4.1). While Home label was predicted with good results, we can not

say the same thing for [GSU|Canteen/garden. Especially with using Phone and Time
Features combinations, higher false positive rates are obtained. This is due to fact
that, |GSU|Canteen/garden is confused with Work/School (for all participants GSU
Campus was labelled as Work/School) and with GSU Classroom/Lab classes as we
see in Table The "Other" label contains not periodically visited places. Since

periodic movements could be predicted using Time features, some irregularities could
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be mixed with each other. When a participant leaves home 30 minutes before than
usual hour, prediction might confuse it. For the Other label this problem does not

exist. It is already an irregular behaviour.

Both True positive and f measure has high level results for Home, On the Road(Transportation)
labels. Work /School label follows them closely. These three labels alone have huge im-
pact in our daily lives. All of our participants are either students or have a full time

job as faculty members. This is reflected in the results.

4.4 Impact of Feature Selection

In Section [ 4.3 we observed that different feature sets exhibit different performance

results. In this section, we apply different feature selection algorithms to explore which

features, instead feature sets, are more efficient in classifying the places.
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Figure 4.14: CfsSubsetEval Results for All Participants
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We use CfsSubsetEval and ClassifierSubsetEval Attribute Selection algorithms (explai-
ned in Section | 3.1.3) are used with J48, Random Forest, Naive bayes and K Nearest

Neighbour algorithms. As the search methods, we use BestFirst, LinearForwardSearch

and RankSearch methods explained in Section Results are given for CfsSubse-
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Figure 4.15: ClassifierSubsetEval with Random Forest Results for All Participants
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tEval method in Figure for Random Forest in Figure [ 4.15] for decision tree in

Figure and in Figure for Naive Bayes algorithm. Additionally, in Figure |

we present the average number of times each feature is selected by all 5 algorithms
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Figure 4.16: ClassifierSubsetEval with J48 Decision Tree Results for All Participants
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Figure 4.17: ClassifierSubsetEval with Naive Bayes Results for All Participants
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While StairRCount and RunningRCount Features returned low rates for all the four
options, UniqueBSID and UniqueSSID Feature returned high rates. StandingRCount

Feature is a good option to choose according to all the four methods.

100 |
a
[¥5]
w
Q
35
=
[
=]

Figure 4.18: ClassifierSubsetEval with K-Nearest Neighbour Results for All Partici-
pants
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Day Feature is one of the first attributes identified for data classification in the pre-
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Figure 4.19: Average Nr. of Times (in %) Each Feature Selected by All 5 Algorithms
and 3 Search Methods

liminary stages. Even though we have expected high results, it seems CfsSubsetEval
selection algorithm and ClassifierSubsetEval algorithms with Naive Bayes favour this

feature. As you can see in Figure both BestFirst and LinearSearch methods picked

it with 100% rate. For the ClassifierSubsetEval - Naive Bayes combination, Day Fea-
ture is chosen with 100% rate with all three search methods. Unlike the Day Feature,
Hour Feature was selected by all the algorithms. And with the exception of Classifier-

SubsetEval - Random Forest combination and ClassifierSubsetEval - J48 decision tree

combination, the Hour Feature returns 100% rate. (Figures | 4.16| and | 4.15|)

ToD Feature is highly picked only with RankSearch method among all the selection
algorithms. ClassifierSubsetEval with Random Forest algorithm selects all features with
varying degrees. Especially combined with RankSearch method even the normally not
picked features returned least 20% rates. StairsRCount was not chosen with any other

selection algorithms we used (Figure | 4.15]).

As a summary, in Figure|4.19] we observe that UniqueSSID, Hour, UniqueBSID, Still-

Count are the mostly selected features by the algorithms. They are selected more than
80% of the time. RunningAppCount, StandingCount, MobileCount, TransCount, Sit-

tingCount and WalkingCount were also selected more than 50% times. StairsCount
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and RunningCount have very low rates since ARService cannot predict these activities
accurately. Week /Weekend feature was seldomly selected since the number of instances
collected in our dataset at the weekends were very low. Similarly ScreenON, ScreenOFF
and HeadsetCount features were not selected most of the time. We were expecting that
screen features could give us hints about the participants’ interaction time with the
phone and this may change from place to place. However, this was not observed in
our dataset. We plan to explore other phone-related features as a future work. Simi-
larly, another phone feature, battery level, was not among the mostly selected features.
We guess that this is due to the fact that participants did not have regular charging
patterns, such as they charge it when they go home. As for the Activity Features,
StillRCount is the best selection of our data set. StandingRCount, MobileRCount and

TransRCount are the other good options.

4.5 Impact of Validation

In this section, our aim is to analyze the data in two different methods : person-
dependent analysis where we use both the training data and the test data only from
a specific person and person-independent analysis where we use the leave-one-subject-
out method, such that when we use test data from a specific participant, his/her data

is not available in the training set. Compared to our analysis in Section where we

combined all the data and used cross validation, in this section, our aim is to analyze

the impact of personalization.

4.5.1 Person Dependent Results

In this section, we process the data in a person-dependent manner : We assume that
both the training data and test data are from the same user. We analyze the perfor-

mance with different feature combinations similar to Section [4.3
Results with J48, decision tree, random forest, KNN and naive Bayes algorithms are
given in Figure All the data from stage-3 participants for one month duration

is processed. After removing duplicate data, and removing mismatches in labelling

the remaining data is classified with using Time, Communication, Activity and Phone
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Features.

Person dependent classification results for our participants mostly have around 60%
success rate. However the participants 1 and 2 returned the lowest rates with K-Nearest
Neighbour classification algorithm. The success rate decreased to 30% for the partici-
pant 2. Random Forest classification algorithm is one of the best options according to

Figure with 50% rate. With the exception of the participant 7, which returned

around 40% rate.

The participant 13 results are the odd one out within the results. Despite being the
lowest label number (only three label tagged by participant 13), the prediction success

rate is around 90%.
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Figure 4.20: Person Dependent Classification using All Features with All Classification
Algorithms

4.5.2 Person-Independent Results

In this section, we present the results when the data is processed in a person-independent
manner, such that when a specific participant is selected for testing/classification, his/-
her data is excluded from the training set. The effect of Leave One Subject Out can

be observed by comparing the Cross Validation results. One of the major differences

between | 4.12| and | 4.21] is the number of elements in x-axis. Since two of the partici-

pants (Participant 7 and Participant 13) had marked only small number of labels, they
returned relatively high scores (almost 100% correct prediction), they are not included

at the LOSO classifications as a separate test data.
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Figure 4.21: Leave One Subject Out Classification Results

When we observe the results, Random Forest and K-Nearest Neighbour classification
algorithms delivered the highest prediction rates ( 100%) with Participants 2,3 and 9.
Random Forest tends to return high rates for all participants while K-Nearest Neigh-
bour algorithm changes from test set to test set. For participant 1 and 8 the K-Nearest

Neighbour algorithm returned the lowest results of the four classification algorithms.

When we compare these results with person dependent results given in Figure [ 4.20]

while participants 3 and 9 return high results both in person dependent and person
independent classification, however we cannot say the same for other results. One of the
most drastic changes is the change of Participant 6’ s results. With person independent
classification, we obtained success rates between 50 to 60%. However when we processed

with the LOSO method, the success rates decrease to 20%.

On the other hand for the participants 2,3 and 9 person-dependent results return 100%
success with Random Forest and K-Nearest Neighbour algorithms. All the other par-
ticipants’ results drop down at least by 10%. In the person independent classification,
Naive Bayes and KNN algorithms return the lowest success rates for almost all par-
ticipants. For participants 1, 2, 5, 6 and 10 KNN returns the lowest rates, while the
participants 3,9,11 and 13 got lowest rates with Naive Bayes. Random Forest algorithm
has the highest success rate among other algorithms. The detailed information per each

class is presented at the Appendix.

One of the other reasons in terms of difference between person dependent and in-

dependent results is due to the variety of the labels tagged by the participants. Some
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participants used all the predefined labels in their daily routines, while others only used
3 or 4 labels to mark their places. Participant 13 only used "Home", "Work /School"
and "Canteen/Restaurant /Cafe/Bar" as the place labels. There were differences in the
results between person dependent and person independent classification for this par-
ticipant. Since there were only 3 possibilities to choose from, the person dependent
search (cross validation) returns high prediction rates with 100 % rate. For this parti-
cular case, person independent search (leave-one-subject-out) the prediction rates were
lower. Since the total number of place labels are 11, the participants with lower tag
numbers return lower results. However, for the rest of the participant data; the diffe-
rence between tagged label number and total label number did not make a particular
difference. The total number of tagged labels also have a non- uniform distribution.
"On the Road (Transportation)" label were tagged 784 times, while "[GSU]| Library"
only tagged 8 times as shown in Figure
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5 CONCLUSION

The studies on semantic place tagging in the literature preferred to use GPS, or social
media tracking information. Even though it returns high correct prediction rates, it

creates privacy, data package and battery problems.

In this research we preferred to use a more anonymous approach. Using total number
of connected devices, instead of devices’ ids, leaving GPS’ langtitude, longtitude data
altogether, sending collected data only when the smart phone is connected to a WikFi

are our solutions.

In this thesis, we collected mobile phone data from 20 participants from Galatasaray
University for a month-duration using a sensor logger application named ARService.
These data include information about the communication information, such as BSID’
s and SSID’ s from which the phone receives signals, phone-usage information, such
as the number of running applications, battery level, activity features, whether the
person is still/mobile, walking, in transportation mode, etc. Besides these information
automatically collected from the phone, we also used information about time. Since
people have daily routines in life, we used hour, time of the day (morning, afternoon,
etc.) and whether a day is a weekday or a weekend since people’s visiting patterns

change at the weekends.

Before processing the data, first we visualized how different features correlate with
different places. Next, we explored the impact of using different feature sets, related
to time, communication, phone usage and activities, on identifying such places. We
observe that, when all features are used together better recognition accuracies are
achieved. However, the combination of activity, time and communication information

also provide very close results compared with using all features.

Afterwards, we analyzed the impact of each feature instead of feature sets. Similarly,
we observe that UniqueSSID (communication), Hour (time), UniqueBSID (communi-
cation), StillCount (activity) are the mostly selected features by five different feature
selection algorithms combined with three different search methods. Attribute selec-

tion methods reveals Hour feature has more impact than ToD feature. Even though
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ToD (Time of the Day) feature created grouping Hour Feature, it becomes less effec-
tive. Walking Feature has on of the least important attributes in the Activity Features

group. While Sitting has considerably more effective on our results.

In the last part of our analysis, we focused on whether person-independent classification
can achieve high rates compared to a person-dependent approach and showed that if the
participant has a lot of training data, than a person-dependent approach can achieve
higher rates. However, if the participant does not have labelled data, then using training
data from other people can achieve good rates. In all steps of our analysis, we also
explored the performance with four different classification algoritms and random forest

classifier achieved the best results.

As for future work of this study we are planning to use SVM classification algorithm
with collected data of stage three. Analysing behaviour of people through seasons with
our base four participants data is also another thing we plan to do. Detailing the

difference caused by age and gender is part of our plans.



75

REFERENCES

Berchtold, M., Budde, M., Gordon, D., Schmidtke, H. and Beigl, M. (2010). Actiserv :
Activity recognition service for mobile phones, Wearable Computers (ISWC), 2010

International Symposium on, pp. 1 =8.

Qelik, S. C. and Incel, O. D. (2016). Semantic place prediction from mobile phone
sensors, 2016 24th Signal Processing and Communication Application Conference

(SIU), IEEE, pp. 1021-1024.

Coskun, D. (2014). Real-time activity recognition on smart phones, Master’s thesis,

Galatasaray University.

Do, T. M. T. and Gatica-Perez, D. (2014). The places of our lives : Visiting patterns
and automatic labeling from longitudinal smartphone data, Mobile Computing, IEEE
Transactions on 13(3) : 638-648.

Eagle, N. and Pentland, A. (2006). Reality mining : sensing complex social systems,
Personal and ubiquitous computing 10(4) : 255-268.

Giitlein, M., Frank, E., Hall, M. and Karwath, A. (2009). Large-scale attribute selection
using wrappers, Computational Intelligence and Data Mining, 2009. CIDM’09. IEEE
Symposium on, IEEE, pp. 332-339.

Hall, M. A. (1999). Correlation-based feature selection for machine learning, PhD
thesis, The University of Waikato.

Hall, M., Frank, E., Holmes, G., Pfahringer, B., Reutemann, P. and Witten, 1. H.
(2009). The weka data mining software : an update, ACM SIGKDD explorations
newsletter 11(1) : 10-18.

Kira, K. and Rendell, L. A. (1992). A practical approach to feature selection, Procee-
dings of the ninth international workshop on Machine learning, pp. 249-256.

Krumm, J. and Rouhana, D. (2013). Placer : semantic place labels from diary data,
Proceedings of the 2013 ACM international joint conference on Pervasive and ubi-

quitous computing, ACM, pp. 163-172.



76

Krumm, J., Rouhana, D. and Chang, M.-W. (2015). Placer++ : Semantic place labels
beyond the visit, Pervasive Computing and Communications (PerCom), 2015 IEEE
International Conference on, IEEE, pp. 11-19.

Laurila, J. K., Gatica-Perez, D., Aad, 1., Blom, J., Bornet, O., Do, T. M. T., Dousse,
O., Eberle, J. and Miettinen, M. (2013). From big smartphone data to worldwide
research : the mobile data challenge, Pervasive and Mobile Computing 9(6) : 752-771.

Laurila, J. K., Gatica-Perez, D., Aad, 1., Bornet, O., Do, T.-M.-T., Dousse, O., Eberle,
J., Miettinen, M. et al. (2012). The mobile data challenge : Big data for mobile
computing research, Pervasive Computing. Paper no. EPFL-CONF-192489.

Li, G., Yu, L., Ng, W. S.;, Wu, W. and Goh, S. T. (2015). Predicting home and
work locations using public transport smart card data by spectral analysis, Intelli-
gent Transportation Systems (ITSC), 2015 IEEE 18th International Conference on,
IEEE, pp. 2788-2793.

Lian, D., Zhu, Y., Xie, X. and Chen, E. (2014). Analyzing location predictability on
location-based social networks, Advances in Knowledge Discovery and Data Mining,

Springer, pp. 102-113.

Madan, A., Cebrian, M., Moturu, S., Farrahi, K. and Pentland, A. (2012). Sensing
the" health state" of a community, IEEE Pervasive Computing 11(4) : 36-45.

RStudio Team (2015). RStudio : Integrated Development Environment for R, RStudio,
Inc., Boston, MA.
URL: http ://www.rstudio.com/

Zhu, Y., Zhong, E., Lu, Z. and Yang, Q. (2013). Feature engineering for semantic place
prediction, Pervasive and mobile computing 9(6) : 772-783.



A APRIL PARTICIPANT RESULTS



SINSOY SUORUIqUIO.) oIn1ed] §F[ [iuedmiie] ('Y o[qR],
. . . . . : . . . . . ogetony
220 | 6vee0 | ee0 | 1870 | 22v0 | 61¢°0 | 88870 | 60570 | 88870 | 79270 | L2670 Do
e wooJsse
0 0| zezo | eee0 | zazo | 9cco | ¥rp0 | 9¢c0 | TIT°0 | TIT0 0 a1/ Sm%
0 0 0 0 0 0 0 0 0 0 0 | Teq/oyen /1ueine)sey] /usajue))
€000 | ¢L8°0 0| creo|creol areo | €900 | e1e70 | 88T1°0 0 0 doyg/TreIN
uapIed /usolue
8120 | 22z o 0lzzzo|zzzo| ¢oleseo!| ¢oleseo| im0 | 90 pres/ :Mm%_
uonelrrodsuet 1276}
2ar0 | Gog0 | 668°0 | LL9°0 | GPO'0 | 8FC0 | 61F0 | 8PS0 | 2GH0 | €190 | 91¢0 (vt HW%:M
. : ' : : . (090 ‘1)
ol 190 0| 599°0 | 79770 | 79970 | TTT°0 | 59970 0 0 0 oo,
60 | 1200 | gee0 | 619°0 | L0970 | 2990 | 12270 | 299°0 | 619°0 | 9820 | 290 SuIO}]
ouotl | PV | wwo) | 1TV | Vdl | ¥VOL | dOL | VI | dL| O | owry Spqe



SISO} SUOTIRUIGUIO ) DINYRY,] 15010, Wopuey] [rueddiye] gy O[qRL,
. . . . . . . ) . . oGRrIoAY
o6e | 2v0 | €e0 | €190 | creo | Lveo | eve0 | 61¢0 | 2620 | €0 | cezo v
e moo0JISsse
PO 0| zzo | 9geo | 9gg0 | 9geo | eego | 9geo | T1T0 | gge0 | zezo a1/ Sm%
I I I I I I I I I 1 G | reg/oye)/1ueme)sey] /usajue))
cz'0 | sevo | €900 <0l cLeo | e | cero| cLeo | cero | €900 0 doqs/TreN
uoapIed /usoiue
220 | 8220 | 8220 | ¥10 | 68270 | 68¢°0 | cee0 | eee0 | eee0 | eee0 | R0 pres/ _mm%_
. . . . . . . . . . . (uoryejrodsuel] ) peoy|
186°0 | 229°0 | 18¢°0 | 2v20 | 120 | 22900 | 6150 | €19°0 | ceeo | 280 | 9220 : A
. . . ' . . (070 ‘yreJd)
2ee0 | 70 0| zzzo | zzzo| 2o ol T1IT°0 0 0 0 oopiG,
cee0 | yeeo | eeeo | 180 180 | 3120 | veeo | zoL0 | 62r0 | eco | 6zr0 WO
suoyJ | v | wwo) | 1TV | VAl | VOL | dOL | VI | dL| OL | owiy SjoqeT




SYMSY SUOTIRUIqUIO.) oIntes NN [1uedonie] ey o[qe],
. . . . . . . . . . . ofe1ony
ee0 | czro | 1260 | 8ec0 | 8ec0 | 8ec0 | a1v0 | 61¢°0 | 28870 | €€0 | 8970 v
e moo0JISsse
P10 | eee0 | 68870 | 822°0 | 822°0 | 822°0 | 822°0 | 9¢¢0 | 940 | 490 | TIT0 a1/ Sm%
I I I I I I I I I 0 0 | Teq/oyen /1ueine)sey] /usajue))
180 | 889°0 0| ser0 | gog0 | sevo | cre0 | goco | ser0 0| ez10 doqs/TreN
uoapIed /usoiue
291°0 | 68€°0 ol col| ¢ologeo|eego! ¢oleeeo | szo | 9geo pres/ _mm%_
. . . . . . . . . . . (uoryejrodsuel] ) peoy|
ozz0 | gze0 | arLo | 6170 | 28870 | 8¥¢0 | gee0 | 28670 | 8¢z0 | 18670 | ¥81°0 : A
: : : : : (030 ‘yIe])
0| zzzo ol 1o TIT0 | TIT'O 0| zzzo 0 0 0 oopiG,
2090 | 92770 | ege0 | zeg0 | 180 | 619°0 | 619°0 | 2920 | L9970 | 18870 | 12C0 SUIOF]
suoyJ | v | wwo) | 1TV | VAl | VOL | dOL | VI | dL| OL | owry SjoqeT




S)msey suoneuIquo.) oInjes gN ruedonie] F'y  9[qRL
. . . . . . . . . . . ofe1ony
167°0 | 2970 | 20€0 | czio | ver0 | czio | g6z0 | vero | 2620 | T2e0 | v9z0 v
e 00JISSe
Pp°0 | TIT°0 | 22e0 | 790 | 7990 | 7910 | 2eeo | 70 | zeeo | eeeo | zezo qe1/m ﬂbm%
I I I I I I I I I 1 0 | Teq/oyen /1ueine)sey] /usajue))
8e1°0 | cLe0 0lereolereol gzolcerol ereo | cero| caro 0 doqs/TreN
opJIeS /usoiue
68¢°0 | eeco | 2010 <0l ¢o | w0 | se0 | 70 | eee0 | 82270 | 68€°0 uopaes/u _mm%_
orreirodsue 20
€19°0 | €19°0 | SPG'0 | 6170 | 280 | 29F0 | €2€°0 | 6170 | 6270 | GE0 | £2€°0 (voness fﬁw% o
. . . (070 ‘yreJd)
eee’0 | 7710 0 0 0 0 0 0 0 0 0 oopiG,
0.7°0 | 7250 | 18¢°0 | 1260 | 1260 | 619°0 | 9250 | 299°0 | 92570 | 7250 | 6210 SuIO}]
suoy ] | v | wwo) | 1TV | VAl | VOL | dOL | VI | dL| OL | owiy SjoqeT




$)[NSOY SUOT)RUIWIO)) 9INed] SF[ giuedmre] ¢y O[qe],

P0e°0 | 6070 | 9190 | a0 | ¥ev0 | garo | 2620 | 82v0 | 9ve0 | 86770 | 26270 OFeIoNY
POITSTOA

0 0 0| 62570 | s2v°0 | 89¢°0 | 9870 0 0 0 0 doyg/TeIN
9620 | 869°0 | 60270 | 79L°0 | 2940 | 79L°0 | 67€°0 | 79L°0 | €620 | 20g70 | 9TT°0 (030 “YTeq) 100pIMQ
0 0 0 0 0 0 0 0 0 0 0 Areaqry [NSH|
682°0 | 910 | $89°0 | 92¢°0 | 1270 | 829°0 | 92¢°0 | 21°0 | 682°0 | 11270 | €92°0 Q_S\eooﬂmm%
0l erto 0| sezo | 8700 | eeg0 | eego | er10 0| gee0 0 | 1eg /oyen /1ueime)sey /uooe)
6250 | 697°0 | 697°0 | TS50 | 697°0 | 067°0 | 6970 | T€C0 | 69770 | T€S0 | 9820 wopies/ g@_@mm%
cz'0 | 26£°0 | 8€0 | 8K°0| 820 | 0950 | 08F0 | €0| €0 @0| 820 Eosgo%qfewgmﬁmm
1210 | 2680 | sec0 | 6va0 | T€R0 | 8890 | 989°0 | v1E0 | 6920 | Lpo0 | TeE 0 SUIOF]
1 0 0 ol <o 0] <0 ol ¢ol g0 0 [00Y2S /310
ouoy] | PV | wwo) | 11V | Vdl | VOL | dDL | V1| dl| oL | owiy S[Oqe]



$)[NSeY suoneuIqUIo)) oInyed] JY giuedonie] 9y O[qe],
. . . . . . . . . . . oeI0Ay
2260 | 608°0 | 1670 | €900 | L0 | €29°0 | STS0 | 720 | €6€°0 | ¢cr0 | #8270 b,
0 0 0 0 0 0 0 0 0 0 0 doyg/[reN
eez0 | 7720 | 887°0 | 1220 | 1220 | 122°0 | 2og0 | 52970 | 60270 | Zog0 | 9TT0 (090 “Y1Rg) 100pPINQ
0 0 0 0 0 0 0 0 0 0 0 Areaqry [NSH|
e 00JISSe
80¢°0 | 2620 | ¥89°0 | €920 | 2550 | 26270 | €eg0 | 9zc0 | gve0 | 62670 | cee0 qe1/m ﬂbm%
8€T°0 | 9820 ol 610/ ev10 | 8€2°0 | €10 0] 600 | ge8°0 | §70°0 | Teg/oyeD /ueine)sor]/usasue))
uapIes /uoalue
807°0 | Te¢'0 | 807°0 | 219°0 | 0T¢0 | 1900 | Tec0 | 670 | 6730 | 88€°0 | 90€°0 pres/ _mm%_
uonelrodsuel 20
860 | 820 | RO | FEO | 0VE0| 90| 0G0 | 820 | PO | 970 | 860 (nones ngw:w
6290 | 71€°0 | 62970 | €020 | 6290 | ¢vL'0 | 70870 | 2680 | 809°0 | 2290 | €ce0 WO
I I 0 I I| <0 I I I| <o 0 [00Y9G /YIOA
ouoy] | PV | wwo) | 11V | Vdl | VOL | dOL | V1| dl| oL | owiy S|oqer]



SYNSOY SUOIJRUIGUIO,) 2Injesq gN gruedmwnae 'y 9[qe],
. . . ' . . . . . . . oGRIoAY
9620 | GF€0 | &R0 | €S0 | 2EF0 | 6FC0 | 9¢7°0 | ¥P0 | 882°0 | 6570 | 6720 u—
0 0 0 0 0 0 0 0 0 0 0 doyg/[reN
€910 | PI8°0 | 602°0 | 16L°0 | #I8°0 | 1640 | 9S2°0 | F18°0 | €9T°0 | 981°0 | €20°0 (030 “Sreq) 1oopimQ
0 0 0 0 0 0 0 0 0 0 0 Areaqry [NSH|
e moo0JISse
0] ¢ec0| 9180 | 2890 | 2€9°0 | L8270 | 270 | 26270 | €20°0 | ¥89°0 | €OT'0 a1/ Sm%
0| 610 0| 92770 | 92770 | 9270 | 8€2°0 | ¥2S°0 0| ¢ee0 0 | Teg/oyen /jueine)soy] /usojue,)
uapIes /uoalue
€190 | 88€°0 | TSSO | TEC0 | 6870 | 1SS0 | 219°0 | 6770 | €29°0 | 2190 | 2650 pres/ _mm%_
uonelrodsuel 20
S1°0 | 210 | 80| 950 | 9T0| 20| 0980 | 20| $TO| 10| 800 (nones ngw:w
67°0 | 200 | TEH0 | €S€0 | 9TZ0 | €4€°0 | 670 | LET°0 | TEF0 | 62C°0 | 1S°0 QWO
I I 0 I I I I I G0 0 0 [00Y9G /YIOA
ouoyd | WY | wwo) | TIV | VdL | VOL | dDL| VL | dL| OL |euwiy sjpqer]



$)[NSOY SUOTIRUIqUIO)) oIned] NN giuedodnie] gy o[qRL
. . . . . . . . . . . oeI0Ay
1160 | 7260 | 50 | 2ve0 | G1e0 | cago | 8ee0 | 20g70 | L2e0 | €6£°0 | 26270 b,
0 0 0 0 0 0 0 0 0 0 0 doyg/[reN
6,270 | 220 | 6170 | ¢ec0 | 210 | 887°0 | €910 | €950 | 602°0 | 92g0 | 200 (090 “Y1Rg) 100pPINQ
0 0 0 0 0 0 0 0 0 0 0 Areaqry [NSH|
e 00JISSe
€9z'0 | #8T°0 | ¥89°0 | ¢ve0 | 6820 | 9250 | 68270 | c6e0 | Lez0 | 1370 | €920 qe1/m ﬂbm%
8€T°0 | 18¢°0 0| 600 | 600 | <600 | 610 | 87070 | €510 | 610 0 | 1eg/oyen /yuemensoy /woorwe))
uapIes /uoalue
coz'0 | 880 | 6750 | 1220 | 7220 | 9820 | 8070 | 2ie0 | L9570 | 62770 | 9820 pres/ _mm%_
uonelrodsuel 20
20| 6910 | FP0 | 8¢0| 920 | €0 [09¢0 | 920 | ¥EO| ¥0| 910 (nones ngw:w
167°0 | <220 | 6990 | 197°0 | 26€°0 | cez0 | 88¢°0 | 910 | 190 | 1£3°0 | 6770 SUIOH
I I 0 I I I I I I| <o 0 [00Y9G /YIOA
ouoy] | PV | wwo) | 11V | Vdl | VOL | dOL | V1| dl| oL | owiy S|oqer]



$)[NSOY SUOT)RUIqUIO) 9INYed] QF[ crueddiie] 6y O[qRl,
. : : ' . : . : : : : adeIoAy
PO | 2e0 | €19°0 | 299°0 | 269°0 | 2990 | 2060 | £26°0 | €670 | L97°0 | L¢0 b,
0| 0 o ol o o o o of o o BYIO
UopIes /uoojue))
0ol 0 ol ol o o o o of of o \ 0g5]
qer] /woosser)
0ol 0 o ol of o o o of of o 055]
cro| 0| 0| 90| 90| @o| @o| 0| ¥0| 0| <O ooy
0| ¢80 0/2910| o| oleego|r0| o ol 0 [00PS /S10M
0| €860 | 99C0 | £6E°0 | €680 | £EE°0 | PFF0 | 99C°0 | 96C°0 | FFFO | PRI0 | reg/ajeD / Wemesay /usopesy
: : . : : (030 ‘1)
0| 0 0| cro| ol eo| of eo| of ol o oopiG,
uoryejrodsuer RO
cL'0 | 612°0 | €180 | 696°0 | 906°0 | 906°0 | 6120 | GL0 | 610 | %290 | 188°0 (nones @:m o
ouotd |y | wwo) | 71V | vdl | vor | dor | vi| di| oI [ewng SR



$)NseY suoneuIquo)) aanjed] Ji eruedonieg IV ORI

. : : ' . : . : : : : adeIoAy
b0 | LU0 | €260 | @L0 | €690 | 220 | 90| 2w0| ¥90| 920 | £gg0 b,
0| 0 o ol o o o o of o o BYIO
UopIes /uoojue))
0ol 0 ol ol o o o o of of o \ 0g5]
qer] /woosser)
0ol 0 o ol of o o o of of o 055]
cc0| ero| 90| L0 Lo| 20| ¢c0| ¢w0| 90| 0| <O ooy
0 0| 2900[20T0| 0|29T0 | 2910 | ¢€80 | 0|€680| 0 [00PS /S10M
€870 | LLT0 | 9900 | 9660 | 9950 | #9F°0 | 9660 | 0 | 2090 | ¥PH0 | 9950 | reg/apeD / Wemesay /usopre)
. . . . . . . . (030 1R )
¢ 0 0| aro| wo| wo| eo| <o| 0| 0 w0 oopiG,

uoryejrodsuer RO
612°0 | €180 | T8L°0 | 6960 | 6960 | T |F¥80 | 999°0 | €280 | 182°0 | €L0 (nones @:m o
ouotd |y | wwo) | 71V | vdl | vor | dor | vi| di| oI [ewng SR



$)nsey suonyeulquio)) oInyed] g eruedonieg IV 9IqRL
. : : ' . : . : : : : adeIoAy
€er0 | 70| €670 | 2690 | 1850 | 050 | L850 | 8¢0 | 1890 | €190 | 990 b,
0| 0 o ol o o o o of o o BYIO
UopIes /uoojue))
0ol 0 ol ol o o o o of of o \ 0g5]
qer] /woosser)
0ol 0 o ol of o o o of of o 055]
cg0 | gg0| 80| 0| Lo| ¢eo| 20| ¢0| 90| L0| 0 ooy
0| ¢£8°0 02990 | €680 [ 2090 | o|ggs0| 0| 0| 0 0018 /10
ol o 0| LILO | TLL0 | LLLO | #7770 | 0 | 770 | L99°0 | €670 | teg/opeD/ nemesoy /uoogue)
. . . . . . . . . . (030 1R )
¢0 | 20 0| @o| ¢o| eo| go| 0| 0| @o| Lo oopiG,
uoryejrodsuer RO
cL0 | TEG0 | 9290 | £18°0 | 889°0 | 999°0 | TSL0 | 9890 | £18°0 | 1820 | 906°0 (nones @:m o
ouotd |y | wwo) | 71V | vdl | vor | dor | vi| di| oI [ewng SR



$)[NSeY SuonRUIqUIO)) 9Ined NN cruedonie] 'y O[qRL
. : : ' . : . : : : : adeIoAy
S0 | 990 | €850 | 2990 | £69°0 | €690 | €260 | £69°0 | £26°0 | €670 | £6¢°0 b,
0| 0 o ol o o o o of o o BYIO
UopIes /uoojue))
0ol 0 ol ol o o o o of of o \ 0g5]
qer] /woosser)
0ol 0 o ol of o o o of of o 055]
cg0 | ero| 0| L0 L0| 0| ¢c0| 20| 0| 0| w0 ooy
0| ¢80 o/ o ofsego| o o] o|sgo| 0 [00PS /S10M
VR0 | 2ee0 | 9990 | 8L20 | 20970 | L99°0 | L99°0 | 299°0 | SLL0 | ¥PH0 | 9950 | reg/apeD / wemesay /usope)
. . . . . . . . . (030 1R )
¢0 | Lo 0| aro| ol eo| co| eo| co| o <o oopiG,
uoryejrodsuer RO
61.°0 | €180 | $89°0 | €180 | £18°0 | 1820 | €10 | €18°0 | L0 | 889°0 | £18°0 (nones @:m o
ouotd |y | wwo) | 71V | vdl | vor | dor | vi| di| oI [ewng SR



$)[NS9Y SUOJRUIGUIO)) 9INJRd, Q[ Fiuedonyre] ¢TIy 9[qe],
. . . . . . . . . . . ofeIoAy
6270 | L9170 9°0 | 989°0 | L8970 | €69°0 | 619°0 | 299°0 | 619°0 | €69°0 | 92970 -
0 0 0 0 0 0 0 0 0 0 0 ArexqrT
NSO
0 0 0 0 0 0 0 0 0 0 0 | Teg/oye)/1ueIne)soy/usvjue))
cz0| SL0 I 1| ¢Lo| ¢Lo | ¢Lo G0 | SL0 I A%gm\:@sw
039 ‘yIeq
0 0 0 0 0 0 0 0 0 0 0 0opIne)
0 0 0 0 0 0 0 0 0 0 0 wAD
uapIes /uoalue
0| cz10 0| ¢z0|aeo| ¢zo 0| gz10 0| ¢zo 0 pres/ _mm%_
0 0 0 0 0 0 0 0 0 0 0 19730
GZL0 | S29°0 680 | S8°0| ©80 | €60 |Ce80 | ce60| €80 | €60 | €260 qer]/wooisse[)H[N1SH)]
0 0 0| ¢€ee0| €ee0 | ge€0 0] 29970 | €6€°0 | €8¢°0 I [00YDG /IO
¢0 70 70| L0| SC0 90| ¢¢0 ¢0| €90 90| ¢¢0 | (uoreyrodsuery)‘peoy ay) uQ
670 | TLG0 IS0 | I80| T80 |2880| 180 | I80 | FIL0 | 4880 | 29L°0 OUWIOH
oUOYJ | PV | wwo) | TIV | VAL | VOL | dOL | VIL| dL | OI | ouwry s[eqeT



SYNSOY SUOYRUIGUION) 0Inyed, Y Fruedpnie] FT'V  9[qRl

L9V°0 | 2970 | €9€°0 | 929°0 | 925°0 | 299°0 | G69°0 | 8590 | 299°0 | T80°0 | 9290 @Mw%mm%
Areiqry

0ol 0 o ol of o o o of of o 1295

0 0 0 0 0 0 0 0 0 0 0 | Teq/oye)/1ueine)soy]/uoorwe)
0| Lo T 1| ol 1| 1| wo| wo| 1| <0 dotis/Tre1y
ol 0 ol o o o o o of of o ?Novww:w

0 0 0 0 0 0 0 0 0 0 0 win

ol 0 ol o o o| o|ero| of of o 1OpIE3/INTEO
[nsol

0| 0 ol ol o o o o of o o LU0
20| 0| 20| 60|cL90| ¢50|ce60|ces0| 80| 80| ¢80 qert/moorsseH[ NS
€0 | 0 0/eee0| 0|eeg0| T| 0| €ee0 | g8€0 | 990 [001PS /310
cg0| co| ¥0| 90| vO| 90| <o| 90| 90| 90| 60| (uomenodswery)proy oyr uQ
1260 | 720 | 18°0 | 268°0 | 1860 | €06°0 | G06°0 | 18°0 | £88°0 | 906°0 | 26870 owoy
ouotd | oy | wwo)d | TV | VAT | VOL | dDL| VL | dI| OI | ol SR



SINS9Y SuoIjRUIqUIO)) 2Injes ] gN FIuedoinreJ Gy 9[qe],
) ) ) ) ) ) ) ) ) ) ) 05RIOAY
TLT°0 | 29270 | @S0 | 20 | L9F0 | 6G0 | TIF0 | 29%°0 | €70 | 6S0 | L97°0 —
0 0 0 0 0 0 0 0 0 0 0 ArexqrT
NSO
0 0 0 0 0 0 0 0 0 0 0 | Teg/oye)/1ueIne)soy/usvjue))
cz’0 | 2z T| e0| cro| c0| cL0| cL0| ¢<0| S,L0]| ¢L0 A%gm\:@sw
039 ‘yIeq
0 0 0 0 0 0 0 0 0 0 0 opIng
0 0 0 0 0 0 0 0 0 0 0 wAD
uapIes /uoalue
a0 0 0]creo|ceol czo| <o 0l a0l czo 0 pres/ _mm%_
0 0 0 0 0 0 0 0 0 0 0 el Te
GLT0 | SeC0 | S290| 20| 20|980]|¢gee0| 80| <€0| ¢80 | ¢80 qer]/wooisse[)H[N1SH)]
€ee0 0 0 0 0 0 0 0| €ee0 0 0 [00YDG /IO
zo| €0 e0| €90| c90| 90| ¢v0o| €0| F0| 90| <00| (uoneirodsuel])‘peoy ay) uQ
8700 0] 96000 | 18870 | T8€°0 | TG0 | L99°0 | T80 | 18€°0 | TLS0 | #2850 OWOH
ouoyJ | Y | wwo) | TIV | VAL | VOL | DL | VI | dL | OL | ouwg, spoqeT



$1[NS9Y SUOIPRUIqUIO)) 9anjed, ] NN Fruedonied 91y 9[qe],
. . . . . . . . . . . ofeIoAy
620 | V0 | 98F°0 | 6S°0 | 2990 | 6T9°0 | 6S°0 | TSSO | 1850 | 6T9°0 | 929°0 -
0 0 0 0 0 0 0 0 0 0 0 ArexqrT
NSO
0 0 0 0 0 0 0 0 0 0 0 | Teg/oye)/1ueIne)soy/usvjue))
c0| 6Lo T| 20| cLo0| cL0| cL0| <Lo ¢0| SL0| <z0 A%gm\:@ﬁw
039 ‘yIeq
0 0 0 0 0 0 0 0 0 0 0 0opIne)
0 0 0 0 0 0 0 0 0 0 0 wAD
¢z0 0 0 0 0 0 0 0 0 0 0 wopies /uoogure))
NSO
0 0 0 0 0 0 0 0 0 0 0 19730
G290 | GLG0 90| SL0| L0]|¢e80|¢ces0| 20| <€L0]| <80 ¢80 qer]/wooisse[)H[N1SH)]
0 0 0 0 0 012990 0 I 0 I [00YDG /IO
cz0| SPo 70| €¢0 ¢o| ¢co e0| 90 70| ¢c0| ¢,0| (uoryerrodsuel])‘peoy oy u()
P2S0 | TLG0 | 61970 | 62870 | G280 | €28°0 | €280 | €28°0 | €280 | €28°0 | €280 QWO
oUOYJ | PV | wwo) | TIV | VAL | VOL | dOL | VIL| dL | OI | ouwry s[eqeT



SYNS9Y suoljRUIqUIO)) dInjedy QF[ cruedmoijred Ty 9[qR],
¢0 | 20F0| ©0|6290]| 180 | €280 | 8850 | €9¢°0 0FRIoAY POIYSIOA
0 0 0 0 0 0 0 0 0 0 0 qeT/wooIsse[H[NSH)
0| ¢z0 GZ'0 | GT°0 | GLE0 | CTT0 01]¢Le0]¢Le0 0| ¢zro (-030 “sreg)IoopinQ
0 ¢ 0l 90 0 0 0 I 0 0 0 WAy
¢z 0 0 70 0 0 0 0| ¥0| o0 0 0 YO
0| €20 0 0 0 0 0 0 0 0 0 doyg /ey
1200 | 6270 G0 | 6270|6270 | 0| €0 L2€0 | 620 | €F9°0 | TL0°0 | Ted/ere)/1ueine)soy]/ ussuey)
PCT0 | 1€2°0 | 2690 | 26970 | S8€°0 | S19°0 | 26970 | 80€°0 | 29F°0 | 69270 | 1970 QWO
¢Le0 | ST0 G0 | €1€°0 | GZF0 | €1€°0 | SEF°0 | G270 | €1€°0 | SEF°0 | €96°0 [00TS /FI0A\
L8P0 | 650 | ©6.°0|T690 | 6202690 | S6L°0 | ¥9¢°0 | 98770 | €280 | 29970 (uonyeyrodsued],) peoyoy) u
ouoyd | Yy | wwo) | TV | VAL | VOL | dOL| VL | dL| OL | ouwly sfoqer]



SYNSeY suorjeuUIquIO)) aInjed JY cruedoinred Q1Y 9[qRL
T6£0 | TS0 | S19°0 | GLT°0 | 69670 | 819°0 | 865°0 | @S0 | 1€F°0 | 6S°0 | ¥2€0 0FRIoAY POIYSIOA
0 0 0 0 0 0 0 0 0 0 0 qeT/wooIsse[H[NSH)
G0 | 6Leo G0 | GLE0| CT0|CLE0 | CLE0 | GT0|GLE0 | GT0 0 (-030 “sreg)IoopinQ
¢0 ¢ I I I I I I I I G0 WAy
z°0 0 ol vo| 2ol ¥O| ¥O| ¥0 0| ¥0| o0 YO
¢o| <0 ¢0| <0| ¢20| <20 0| €20 0 0 0 doyg /ey
G0 | ¢0| €90 | FIL0 | PIL0 | TLG0 | TLG0 | TLG0 | TLG0 | G0 | F120 | Iog/eyen/1ueime)soy] /usejue))
0| 1€2°0 | 2690 | CT9°0 | G8€0 | CT9°0 | 2690 | S8€°0 | 80€0 | ST9°0 | 8£C°0 QWO
Gle0 | CeT0 | GL€0| GO0|8eF0| ¢0| G0|SLe0|8eF0]| 8960 | S0 [00TDS /FI0A\
€TG0 | 8TL0 | FPL0 | S62°0 | 69270 | S6L°0 | ¥¥L°0 | 869°0 | €16°0 | 26970 | €8€°0 | (uoneyrodsuedy,) peoyoy) uQ
ouoyd | Yy | wwo) | TV | VAL | VOL | dOL| VL | dL| OL | ouwly sfoqer]



SyNs9Y suorjeuUIqUIO) aInjes gN cruedoinred 61V ORI
¢ez’0 | eee0 | 67S0 | 88¢°0 | 1670 | 69270 | 6250 | 22F 0 | 1770 | 68270 | 26€°0 0oeIoAY POIYSIOA
0 0 0 0 0 0 0 0 0 0 0 qeT/wooIsse[H[NSH)
0| ¢Lo GZ'0 | €29°0 | €290 | €L0 | GTT0 | GL0 | G210 | 9210 0 (-030 “sreg)IoopinQ
0 0 I 0 0 0 ¢0 0 ¢ I G0 WAy
0| 20 zo| 2o 0| 90| To| T0 0| 70 0 YO
0 0 0| ¢co| <0 0 0 0 0 0 0 doyg /ey
SANI 0| €790 | 7120 0| 7120 | 98270 0| ¥T2°0 | 982°0 | #1250 | Teg/oFe)/yueine)soy]/ uoojue)
PG1°0 | G19°0 | 9P8°0 | 69L°0 | 26970 | 69L°0 | 69270 | €190 | 69L°0 | 2690 | 850 OWOH
¢z0|ceT0| €900 ¢0| G0|GL€0| G0|GLE0| 0| €9s0 |S8T0 [00TDS /FI0A\
170 | L8F°0 | 69.°0 | 1380 | €1€°0 | ##L°0 | #PL°0 | $9¢°0 | #9570 | 812°0 | 29970 | (uoneriodsuei]) peoysy) uQ
ouoyd | Py | wwo) | TIV | VAL | VOL | dDL | VL | dL| OL | oLy spoqer]



SyNs9Y suorjeUIqUIO) 2Injes NNM cruedoinred 07’V 9[qRL
€ee0 | 26€°0 ¢0| 6F0| TSH0 | <0 | 1970 | T2F0 | €F€0 | 6VC0 | €7€0 0FRIoAY POIYSIOA
0 0 0 0 0 0 0 0 0 0 0 qeT/wooIsse[H[NSH)
cle0 | eLe0| ¢Le0| <ol ¢o0| ¢o0| ¢0| ¢0| <2090 0 (-030 “sreg)IoopinQ
0 I ¢0 I I I I I I I G0 WAy
0 0 7ol 20 0| 90 0| 90 0| ¥0 0 YO
¢o| <0 ¢0| €20 0 0 0 0 0 0 0 doyg /ey
G0 | T80 | €790 0| €/9°0 | T2¢°0 | 62F°0 | 12870 | 62F°0 | 62F°0 | ¥12°0 | Ted/eye)/1ueine)sey]/ ussruey)
PGT0 | $ST°0 | S€S°0 | €79°0 | 8070 | 8070 | 29F°0 | 1€2°0 | 80€°0 | 26970 | €8€°0 QWO
G0 | GZT'0 | €TE0 | €80 | SEF°0 | €L€°0 | SEF°0 | 870 | <0 | SEF°0 | 8€F°0 [00TDS /FI0A\
ZOV°0 | 8€C°0 | ¥9¢°0 | 650 | €160 | S19°0 | 1970 | 8660 | €6€°0 | 1F9°0 | 2870 | (uonejrodsuedy,) peoyey) uQ
ouoyd | Yy | wwo) | TV | VAL | VOL | dOL| VL | dL| OL | ouwly sfoqer]



SHUSOY SUOTRUIQUIO) oInyeo] §p[ gyuwednred gy OlqRL

680 | 290 | 670 | 180 | TCO | 18P0 | TLF0 | TEFO | TGP0 | €TI0 | €9€°0 SEERSIN RIS
0 0 0 0 0 0 0 0 0 0 0 A EEW

. . . . 030 ‘IR

0| €€€0 0 0 €ge0 0| €ceo | €e€°0 0 0 0 00PN

0| €€€0 0| €660 | L9T°0 | €6€°0 | 29T°0 | £€€°0 0| €€€0 0 [00TS /Y10
Gz0 | 9L0 0| go| ¢o| sco| <0| Sz0| <20 0 0 WO
GG0 | QL0 | GLO0 | 29970 | 299°0 | G290 | 2990 | G690 | CL0 | L9970 | 80L°0 | qe/wooissed[nSD)]
GZ'0 | 2990 | €80 | G0 | S0 |€8e0 | €60 | 90 | €6€0 | ST0 | €80°0 | wopIeS/weaymen|nSD)|
ouoyd | 0y [ mmo) | TV | vdL | VOL | dOL| VI | dL| OIL|euwn S[eqe]




SISy suoryeuIquuo)) aInjes,] JY gwedwinreJ :Zg'V  9[qel

ILV°0 | 69S°0 67°0 | 88G°0 | 69470 | 809°0 | 69470 | 965°0 | 6¢4°0 | 670 | €S€°0 9BRIDAY PINYSTOA
0 0 0 0 0 0 0 0 g0 0 0 ( Hoﬁmw

. . . . . . 099 Ied

0| €€€0 | €€E0 | €EE0 | €EE0 | €EE0 0| €€€°0 0 0 0 100pINQ)
L9170 | €€€°0 | €EE0 | €E€°0 | €EE0 G0 | €€E0 | L9970 | €€€°0 | €EE0 0 [00TG /SIOM
6L o g0 ¢0 g0 ¢'0 | ¢¢0 g0 ¢0| 90| 9¢0 0 OUWIOH
L99°0 | 29970 | €8G°0 | 66L°0 | GL°0 | €68°0 | GL°0 | 80L0 | GL°0 | L9970 | €85°0 | qeT/wooIsse[)[N1SD)]
€ee’0 | L99°0 g0 G0 g0 G0 | €86°0 | LT¥0 | LTF0 ¢'0 | g0 | uepres/usojuen|ngo|
JUOYJ | WV | WWor) | TIV | VAL | VOL | dOL VL dL O, | QWL S[PqeT




S)MSoY suorjeuUIqUIO) 9anjea ] (N 9ruedmonred :¢7'y  9[qe],
€6C¢°0 | #P1€0 | TLVO | L29°0 | 69970 | TEFS0 | 66570 | TGYO | 6¢5°0 | 670 | TSVO OBRIOAY POYIIOM
0 0 0 0 0 0 0 0 0 0 0 ( H@ﬁw
099 ‘yIed
0 0 0 0 0 0 0 0 0 0 0 100pINQ)
L91°0 | €€€°0 | L9T0 g0 G0 | €€C0 | €CE0 | €EC°0 | €€€°0 | L9T°0 0 [0S /510
g0 g0 gco a0 | 9L0 g0 g0 | 9L0 | €L0 0 g0 QWOH
66L°0 | 80¢°0 GL0 | ¢6L°0 | L99°0 | 84V 0| GLO G0 | L0 | €680 | 26L°0 | qeT/woorsseid[NSH]
€ee’0 | €89°0 | €€€°0 | 29970 | €8G°0 | €8GO | LTV O G'0 | €€€°0 | €€€°0 | L9T°0 | UapIes/weaguenngo)|
ouotd WY | wwoy | TIV | VAL | VOL | dOL V.L dL DL | Wl S[Pqe]



S)[NseY suoryeuIquio)) aanjyed ] NNJ 9iuedoiire] Jg'yV  9[qel,

Ve o | 1€¥°0 | T.L¥0 | TG0 | IL¥0 | 670 | TLVO0 | T€P0 | 6¥°0 | 670 | CI¥0 9BRIDAY PINYSTOA

0 0 0 0 0 0 0 0 0 0 0 ( Hoﬁmw

. . . . . 099 Ied

0 0| €€E€0 |2990 | €EE0 0 0| €€€°0 0| €€€°0 0 100pINQ)
L9170 | €€€°0 | €EE0 | €E€°0 | €EE0 G0 | €€E0 | L9970 | €€€°0 | €EE0 0 [00TG /SIOM
6L o g0 ¢ | GL0| GL0| GL0| GL0| G20 | 9L0] 49270 a0 JUWOH
€8¢°0 G0 | GFS0 | G690 | €870 | G690 | G290 | GFS0 | L9970 | €850 | €870 | qeI/wooIsse[)[NSD)]
g0 g0 C'0 | £8€°0 | €6€°0 | 29T°0 | €6€°0 | 29T°0 | €€€°0 | ATF0 | ATP'0 | UopIes/moojue)[nSh)
JUOYJ | WV | WWor) | TIV | VAL | VOL | dOL VL dL O, | QWL S[PqeT



S)[NS9Y SUOIyeUIqUIO)) 2Injyed Q[ Liuedmdiye] 7'y 9[R],
. . . . . . . . . . . SLEACIN Y
GO0 | 1620 | 69L°0 | €8¢°0 | 290 | 8€C'0 | 86¢°0 | €19°0 | ST9°0 | 8€C°0 | G190 e—
0 0 0 0 0 0 0 0 0 0 0 | Arexqry[nso|
¢'0 | L9T°0 1| ¢ol| ¢o| ¢o| ¢o| ¢o| ¢o| ¢go| <o OWOH
¢'0 | gee0 | 2990 | 29970 | €68°0 | 29970 | L9970 | €€8°0 | £68°0 | L99°0 | C19°0 | [00TDS/5[10A\
ouotyg | WY | wwo) | TIV | VdL | VOL | dDL| VL | dL | O |°wiy S[oqer]



S)[Ns9Y suoryeurquio)) ainjyed JY Liuedoiyed 97y 9[qel,
. : . . . . . . . . . o8RIoAY
¢8E0 | C8E°0 | 9F8°0 | 2970 | 8€C°0 | 8€G°0 | €190 | €9F0 | €970 | C19°0 | 29¥ 0 ——
0 0 0 0 0 0 0 0 0 0 0 | Arexqry[nso|
a0 | €680 I| ¢o| <o0| <colgeo| <¢0| <0290 ¢0 QWO
eee0 | 90| €880 | 029902990 ¢0| <0| <0/2990| <0 | 10098/q10M
ouoyJ | 1V | wwo) | TTV | VdIL | VOL | dOL | VI | dL| OL | owiy s[qe]



S)NS9Y Suoryeulrquio)) aanjyedq (N Lyuedmnied 27V O[qelL
. : . . . . . . . . . o8RIoAY
C19°0 | 88G°0 | 69270 | G190 | G190 | G190 | C19°0 | €69°0 | €69°0 | 269°0 | 6970 ——
0 0 0 0 0 0 0 0 0 0 0 | Arexqry[nso|
a0 | €880 112990 | <0990 2990 | 29970 | L99°0 | €68°0 | L99°0 QWO
€680 | £68°0 | 299°0 | L99°0 | €68°0 | 2990 | £99°0 | £68°0 | £€8°0 | L99°0 | €€8°0 | [00U0S/310M
ouoyJ | 1V | wwo) | TTV | VdIL | VOL | dOL | VI | dL| OL | owiy s[qe]




S)NSOY SUOTYRUIqUIO)) 9anjed ] NN Liuedoiae] 87V O[qRL

. . i . ) . ) ) ) . . 98 RIDAY
2910 | 80870 | 9¥8°0 | 88670 | ¢8¢°0 | 297°0 | 69.°0 | 80£°0 | ¢80 | G19°0 | 29¥°0 bt
0 0 0 0 0 0 0 0 0 0 0 ArerqrT
(NSO

eee0 | 2010 | eeg0| col| <ol eeeo | esso | 2or0| <0 |z990]| <o WO
2990 | ©0 112990 | 2090 | 2090 | €880 | ¢0| €0|2990| 0| 100ps/10M
ouot g | 9V | wwo) | 11V | VAL | ¥OL | dOL | VL | dL| DL | owi SIOqeT]



SHNSIY SUOLIRUIqUIO) 9Injee,] §F[ gIuedbdIped 67V 9[R],

: : : : : : : : : : : OBRIAY
96¢’0 | 999°0 | TT19°0 g0 | 999°0 G0 | €8G°0 | T8G'0 | 8¢G'0 | €89°0 | 6€9°0 porySrom
0 0 0 ¢'0 70 ¢'0 | 9¢80 ¢'0 0 0 0 ﬂoﬁo:um\fo%w

. 099 ‘NI

0 0 0 0 0 04990 0 0 0 0 100pINQ)

0 0 0| 090 | 04¢°0 0 0 0 0 0 0 | (uorpedrodsuedl] ) peoy oy uQ)

280 | 280 | 1960 | 9690 | 6€L°0 | 6€L°0 | 9280 | 280 | 9¢8°0 | €160 I OWOoH
ouotd WY | wwoy | TIV | VAL | VOL | dOL VL dL DL | WL, S[Pqe]



S)MS9Y SuolyRUIqUIO)) 9In)ea,] JY gruedmwnred ¢y  9[qe],
) ) ) ) i ) ) ) ) ) ) oFeIoAY
9¢G°0 | 8280 | 82S°0 | €85°0 | T19°0 | €82°0 | T19°0 | T19°0 | T19°0 | T19°0 | TT9°0 POYSFIOA
0 0 0 0 0 0 0 0 0l 2o 0 ﬁoﬁoﬁm\ io%v
. . . . . . . . . . . 099 ‘IR
co| <o ¢co| <ol cro| <¢o0|2990| <¢o| cLo| <¢o0| <go 00pI0)
gz 0 0 0| 0920 0 0| €0 0 0 0| ¢z | (uoryerrodsuey)peoy oy} u()
662170 | 6620 | 6870|9280 | 928°0 | 280 | 9280 | 280 | 9280 | 928°0 | 928°0 QWO
ouoyJ | Y | wwo) | TIV | VAL | VOL | dOL | VI | dIL | Ol | owi], sjoqeT




S)[NseY suolyeuIquIo)) aInjed,] gN gruedmiyeJ :1¢°yV  9[qel

: : : : : : : : : : : ddRIoAY
G0 [ ¥PPPO| 6€9°0 | €890 | TT90 | TT9°0 | 99970 | 8¢SO | TT9°0 | ¥69°0 | 99570 PoISIOM
¢'0 0 0 ¢0 ¢'0 70 0 0 0 70 70 ﬁoﬁo:um\fo%w

. . X . . . . . 019 1ed

gc o 0 0 g0 g0 g0 G0 9L0| 6.0 g0 0 100pIQ)
gc o 0 g¢’0 | 04¢°0 | 9¢7°0 g0 | 49¢0 g0 0 ¢0| ¢z0 | (uonyerrodsuel])‘peoy oyy uQ
¢S9°0 | 9690 | L9670 | €8L°0 | €82°0 | 969°0 | 6€L°0 | 609°0 | 9¢8°0 | 9¢8°0 | 6€L°0 OWOH
UOYJ | WY | Wwwor) | TIV | VdL | VOL | dOL VL dL OL | ouWL], S[PqeT]




$1[Ms9Y SUOTRUIUION) aInjed] NN giedonred :ge'y  o[qe],
) ) ) ) i ) ) ) ) ) ) 03RIOAY
ZLV0 | <0 | 8290 | 83G0 | 82G0 | €8G°0 | €870 | €850 | €8C°0 | €870 | 99¢°0 POYSFIOA
0 0 0 0 0| ¢o| To| Tol| To 0 0 ﬁoﬁoﬁm\iﬁw
. . . . . . . . . . . 099 ‘IR
cLo| <o ¢co| <ol eo| <¢o| <¢o| cLo| cLo| <¢o0| <To 00pI0)
¢ 0 0 0 0 0| ¢o| <o 0 0| ¢z | (uoryerrodsuey)peoy oy} u()
2S9°0 | 9690 | 6820 | 66270 | 96970 | €870 | 9690 | 6€L°0 | 2290 | 6€L°0 | 6E€L°0 QWO
ouoyJ | Y | wwo) | TIV | VAL | VOL | dOL | VI | dIL | Ol | owi], sjoqeT




SYNSOY SuolyRUIqUIO)) 2INYed QF[ grueddije] :¢ey dIqe],
. . . : . . . . . . . ageIoAy
G680 | LFC0 GL0 | L2L0 | 2£9°0 | €22°0 | TT2°0 | 9290 | ¥SF°0 | 99°0 | 260 ——
0 0 0 0 0 01260 0 0 0 0 YO
0 0 02990 02990 0 0 0 0 0 qeT/woosse[) [NSD)]
0 0 ¢cO| ¢0|eeeo|eeeo]eeeol| 2990|2910 <0 0 uopaes/uoviue)) (S|
0 0 0 0 0 0 0 0 0 0 0 wAD
0 €010 | @980 |6SL0 | 8PP0 | 690 | 66270 | LIS0 | 2,10 | 18970 | 922°0 | Teg/oye)/jueine)soy /usojue))
V0| G0 | €C€L0|S9L0| 6580 | SEL0| S9L°0 | 8T9°0 | 6250 | #6.°0 | 819°0 OWO
0 0 0 0 0| ¢e10|¢ero 0 0 0 0 doyg /e
. . : . . . . . . . . (uoryerrodsuedy,) peoy
1G68°0 | 2F8°0 | T98°0 | ¢€8°0 | V80 | T98°0 | CL0 | T98°0 | €89°0 | €670 | €89°0 5T 10
09890 | €FL0|€PLO | 28970 | L6970 | TLL0 | L6970 | 98270 | #1270 | 982°0 (030 Narg)ro0pinQ
T€0°0 | PPE0 | €180 | 61270 | 99970 | T8L°0 | G20 | 61,0 | 8€F°0 | 889°0 | £9¢°0 [00T2S/FI0A
uoyJ | Py | wmwo) | TIV | VAL | VOL | dDIL| VI | d1L| OI |°uwiy spqeT



SYNS9Y suoljeuUIqUIO)) 2Injed JY gruedmnae :Je'y 9Iqe],
. . . . . . . . . . . oFeIoAY
G6L°0 | €9G°0 | T69°0 | TOS'0 | €2L°0 | L6L°0 | €22°0 | €0L°0 | 2¥C0 | G820 | €LF°0 ——
0 0 0|€P10| 98¢0 | P10 | 98¢0 | €¥1°0 0| 6270 0 YO
0 0 0 0 0 0 0 0 0| €€e0 | 2990 qer/wooisser) [NSH]
L9T°0 | 299°0 | 2990 | 29970 | €€€°0 | 29970 | 299°0 | 299°0 | 29970 | L9970 0 uopiIes /usorue)) [SH]
0 0 0 0 0 0 0 0 0 0 0 wAn
8ET'0 | 8CT°0 | ¥TL0 | 6CL°0 | SFF0 | €6L°0 | 6SGL°0 | €G9°0 | €87°0 | €6L°0 | 6L£°0 | Teg/oye)/jueine)soy/usojue))
CIF0 | TLV0 | 9L9°0 | 280 | GEL°0 | 280 | €¢8°0 | 92970 | G€L°0 | ¥6.°0 | 6260 owoy
0 0 0| €20 |6cr0| €0 |6ero|ecro|ero| <o 0 doyg/[re N
. . : . . . . . : . : (uoryeyrodsuely,) proy
€C9°0 | TS8°0 | 28L°0 | 1260 | 1880 | Te6°0 | 1880 | T8S°0 | #£9°0 | T8S°0 | £€89°0 5T 10
620 | L69°0 | FTL0 | 26870 | TLL0 | L¢80 | #FTL0| 80| 62F0| 80 |9820 (030 ‘yreg)100pInQ
¢Z0 | PFPE0 | T18L°0 | T8L°0 | £96°0 | 6TL°0 | €180 | £€9¢°0 | 1850 | GL°0 | €L€°0 [00Y2G /I0A
ouoyJ | PV | wwo) | TIV | VAL | VOIL | dDL | VI | dL| DI |oulLy spPqeT




SYNS9Y suorjeUIqUIO) 2Injes gN Gruedoiyred :Cey 9Iqe],
. . . . . . . . . . . oFeIoAY
€0z'0 | 9800 | LT9°0 | TF9°0 | €9S°0 | 8F9°0 | 9970 | LFS0 | €60 | $9°0 | STF0 ——
0 0 0 0 0 01]¢€r1o 0 0 0 0 YO
0|€0T0| €€20 0 0| €ee0 0 0 0 0 0 qer/wooisser) [NSH]
eee0 | FTO| €€L0 I I I|2990 I G0 | L9T°0 0 uopiIes /usorue)) [SH]
0 0 0 0 0 0 0 0 0 0 0 wAn
0]€eT0| 2980 | FaL0| 9860 | 66270 | ¥TL0 | 8PP0 | TFC0 | ¥TL0 | GPE 0 | Teg/oye)/jueine)soy] /usojue))
Z8E'0 | 902°0 | SE€L0 | GEL0 | LF9°0 | 90L°0 | 9L°0 | 88C°0 | 90L°0 | ¥28°0 | 92970 owoy
0 0 0| ¢Le0 0]¢Leo|cLeo|eero| cco| ¢0|<aro doyg/[re N
. . : . . . . . : . : (uoryeyrodsuely,) proy
8YZ0 | 29L°0 | €620 | L0 | €690 | ¢LL0 | €120 | €2L°0 | LFE 0 | €2L°0 | C1S°0 5T 10
019890 | €FS0| 28970 | 28970 | 2890 | 90| 2890 z0 | €7L°0 | 9820 (030 ‘yreg)100pInQ
GLE0 0] €.¢0| €20 |881°0| 1820|9890 | ¢2T0|61L°0 9590 | ¥7€°0 [00Y2G /I0A
ouoyJ | PV | wwo) | TIV | VAL | VOIL | dDL | VI | dL| DI |oulLy spPqeT



SINSAY suorjeUIqUIO) 2Inies NN Gruedoiyred :9¢'y 9Iqr],
. . . : . . . . . . . ageIoAy
2EC0 | 1SS0 | 6690 | 22970 | 2890 | €€9°0 | G690 | €69°0 | ¥8F'0 | 889°0 | 6£F°0 ——
0| 98¢0 0| 9820 | 98¢0 | 98270 0| 9820 | 98270 | 982°0 0 YO
0 0 0 0 0 0 0 0 0| €€80 | €6€°0 qeT/woosse[) [NSD)]
0| 2990 T 12990 | 29970 | 299°0 | 299°0 | 29970 | 299°0 | L99°0 0 uopIes/usaiuey) [NSH)|
0 0 0 0 0 0 0 0 0 0 0 wAD
690°0 | T¥Z0 | 1290 | €690 | 1290 | 18970 | 98¢0 | 18970 | FIF0 | 6GL°0 | L0Z°0 | Feg/oye)/jueine)soy /usdjue))
G9z'0 | IO | 90L°0 | #6L°0 | €9L°0 | #6L°0 | G€L°0 | €9.°0 | 88G°0 | S9.°0 | 6SC°0 OWO
0 0 0| ¢e10|¢cero| <zo 0| ¢T0 0| ¢zo 0 doyg /e
. . : . . . . . . . . (uoryerrodsuedy,) peoy
GES'0 | C8L°0 | T6L°0 | 29L°0 | €8L°0 | 2080 | ¥€9°0 | €280 | ¥SC0 | €840 | #£9°0 5T 10
98¢0 | 90| €PL0|T2L0| 1220 S0| 90|€FL0 | 2870 | €FL0 | 9820 (030 Narg)ro0pinQ
€10 | 8670 | T840 6970 | S0 |€9¢0| G0 T1€50 | 8€F0 | ¥65°0 | 6970 [00T2S/FI0A
uoyJ | Py | wmwo) | TIV | VAL | VOL | dDIL| VI | d1L| OI |°uwiy spqeT




SYMSY SUOIRUIqUIO)) dINjRa] §F [ (Tiueddnire] L&V O[qR]
. . . ' . . . . : . : 03RIOAY
€170 | €250 G0 | TTG0 | 8970 | 89S0 | LLF'0 | #€S0 | ¥82°0 | €0 | ¥82°0 —
0 0| ¢Lo 0 0 0| <0 0 0| <20 0 wAn
0 0 0 0| 80 0| 2ol ¢o| 90| To| ¥0 qer]/wooisse[) [1SD]
0 0 0 0 0 0 0 0 0 0 0 YO
€290 | 80L°0 | 80L°0 | €290 | S0 |¢€290 | 29970 | 870 | 80L°0 | 992°0 | ZF0°0 OWOH
0 0 0 0 0 0 0 0 0 0 0 doyg/TreN
01]2990| 2910 | €0/ €ee0 | €ee0 0| ¢0 0 0 0 ("030 “red) 1oopinQ
0 0 0 0 0 0 0 0 0 0 0 | Teg/aye)/1uRIne)say] /usejue))
0| T0 ol ¥0| 90| 90| ¢€0| <0| €0| €0| €0 [00TS /FT0A\
¢0| 80| €20/2920[2980] 60[2990| 60| ¥#0|€eL0]| 2950 | (uorpeiiodsuely)‘peoy] a1 uQ
ouoyd | Py | wwo) | TIV | VAL | VOL | dDL | VL | dL| O |ouwLy sfoqer]



SHUSOY SUORUIqUIO)) 2In3ed,] Y OTsuedbnie 8¢y o[qel,

. . . ' . . . . : . : 08RIIAY
¢z'0 | FT90 | SFC0 | 9120 | 22,0 | 91L°0 | 6290 | LTL°0 | 28€0 | 209°0 | 81£°0 -
¢co| <o 0| ¢0| ¢o0| <¢o| <¢o| <o| <SO0| <0 0 wAD

0 0 zo|l 90| 90| 90| 90| 90| ¥O| 90| 90 qer]/wooisse[) [1SD]

0 0 0 0 0 0 0 0 0] 9920 | 26270 YO

8CH'0 | G290 | S0L0| GL0|80L0| S2L0|80L0|80L0]|¢€ec0| €0 0 QWO
0| ¥0 7ol FO| ¥O| ¥O| FO| ¥O| TO0|€€eLo 0 doyg/TreN
€ee0 | €€8°0 | €80 | 29970 | 29970 | L9970 | €€€°0 | L9970 | €€€°0 | €€€°0 | €€€°0 ("030 “red) 1oopinQ

0 0 0 0 0 0 0| €ee0 0| €6€°0 | €€€°0 | Teg/oye)/Juvine)soy/ usoyue))
0| 70 eol 90| 20| 90| 90| 90| S0O| 90| L0 [00TS /FT0A\
202980 | 2980 | €86°0 | L9670 | £66°0 | €€€°0 | 29670 | 2920 | £€2°0 | £e€0 | (wonmyerrodsuely,)‘peoy oY) uQ

ouoyd | Y | wwo) | TIV | VAL | VOL | dOL| VI | dL| DL |ouwi] sfoqeT



SHNSeY SUOIIRUIqUIO)) 9Injes] gN OTiuedwnied :6¢'y  9[qe],
| e ol arra lvran | seea | aen | eevn | voen | 5100 | moe oBesony
6€2°0 | LOE'0 | LSG°0 | 9TL0 | #1970 | 2GS0 | 8G°0 | €€7°0 | #9€°0 | ¥19°0 | ¥9€°0 S
g0 0 ¢0| ¢<0| 90| ¢<0| <0 0| c¢o| co| <o wAD
0] 90 go| 90| 90| 90| ¥0o| 90| 90| ¥FO0 0 qer]/wooisse[) [1SD]
0 0 0 0 0 0 0 0 0 0 0 BYYO
€8C°0 | ¢F0'0 | €€8°0 | GL0 | €890 | LIF0O | CL0| SZ0 | €850 | €640 | 8020 OWOH
0 0 0| ¥0| ¥o0| To| To| TO0| TO 0 0 doyg/TreN
0 C0| €80 |2990| G0 |L2990|€ee0|L990 | €e€0| G0 | €e80 ("030 “red) 1oopinQ
0| €e€0 0 0 0| €6€°0 | €6€°0 | €6€°0 | €€€°0 | €€€°0 0 | 1eg/oyen /ueine)soy] /usarue))
0| T0 ol 90| €o0| zo| €o0| co| ¢<o0| ¥O| <O [001DG/I0M
910 90 80| €660 | 602980 | €620 | €620 | €610 2920 | ¢0 | (uwonetodsuesy)‘peoy] o) uQy
ouoyd | Py | wwo) | TIV | VAL | VOL | dDL | VL | dL| O |ouwLy sfoqerT



SYMSOY SUOTYRUIQUIO) oanyed,] NN 0THuedbBIR (0F'Y Rl
. L acen | eac L rren | 11ea L oran | are | emcn | arer oetony
1220 | 209°0 | €290 | 98G°0 | 899°0 | TG0 | TTC'0 | 19°0 | 86870 | €25°0 | STE0 pomSIoAL
g0 | <0 ¢o| 0| ¢0| 0| ¢0| <0| ¢0| 9TO 0 win
0 0 0| 90| 90| 90| 90| 90| ¥o| ¥O| 90 qer]/wooasser)) (1§D
0 0 0 0 0 0 0 0 0 0 0 030
L9T°0 | 299°0 | 299°0 | €8S°0 | G290 | €290 | G290 | €0 | €670 | @PG0 | L9T0 oWIO]
0] 70 pol wo| Fo| ¥o| FO| ¥O| ¥O| ¥O 0 doyg/Trely
€EE°0 | £68°0 | €EE0 | €£€°0 | €670 | £99°0 | €€€°0 | £99°0 | €£€°0 | £€€°0 0 (030 Nred) 100pINQ
0 0 02990 | 2990 | 2990 0| 2990 0| €6€0 | €6€°0 | Ieg/oye) /JuRine)say/usajury)
zo| 70 ¢ol 90| 90| 90| 90| L0| 90| 80| 90 [007G /IO
€ee0 | 80 L0 €690 | 90| €620 <0 |€EL0| €670 | L9G°0 | L9F0 | (wopeiiodsuely)‘peoyy oty uQ)
ouoyd | 0y | wwo) | TTV | VdL | VOL | dOL| VL | dL| OL |ouwy s[oqe]



$)[Ns9Y suoryeUIqUIO)) 2Injed ] {F ITiuednijIed IV

OlqRL

IZH0 | 2170 | 6870 | €€9°0 | 28970 | 22970 | #1970 | #1970 | $SC0 | 88C°0 | 29¢°0 ogeI0Ay PIIYSIOAN
9¢°0 | 89°0 90| 90| 2, 0| T, 0| 90| $0| 9¢0| 9.0| ¥¢0| (uonerrodsuely,) peoy oy3 uQ)

0 0 0 0 0 0 0 0 0 0 0 | Teg/oyen/TuRIne)soy] /uoojue))
GZT°0 | 8SF°0 | P00 | 802°0 | €6¢°0 | €620 | €800 | SZ0 | €T0 | L9T°0 | L9T°0 ("030 “yreq) 100pInQ
GLE0 | €TE0 | SEF0 | GL€°0 | €T0 | €1€0 | €1€°0 | 88T°0 | €1€0 | €20 0 uopred /usajue)) [NSH|
L1€°0 | 2210 | S6T°0 | €890 | 66970 | 190 | ¥€9°0 | 669°0 | ¥€9°0 | T9°0 | 6280 qeT/woosse[) [1SD)]
90| SF0 80| ¢80 | 80 |€8L0| 80| GL0|€ELO | €ELO | LILO oW
9280 | FFC0 | FI9°0 | LEL0 | 61L°0 | #CL°0 | LEL°0 | L£2°0 | L9970 | 61270 | 68L°0 [CUBINARENY
eee 0 0 0] €ee0 0 0| €ee0 0] €ge0 0 0 BYIO
ouoyq | Y | wwo) | TIV | VAL | VOL | dOL | VL | dL | OL |ouwl], s[oqer]




$)INS9Y SUOT)RUIqUIO)) 2InYed,] JY Triueddnie] v

OlqRL

CIP0 | 68770 | S8F°0 | S0L°0 | 2890 | 20| 28970 | L6970 | 2€9°0 | 2290 | 2950 ogeI0Ay PIIYSIOAN
zo| zLo PO | 90| 990 | 890 | 9¢0| SVO| 8F0| TS0 | F0| (uonejpiodsuely) peoy a3 u(
0 0 0 0| 98270 0 0| 9820 0 0 0 | Teg/oyen/TuRIne)soy] /uoojue))

T6T0 | <0 | T6Z0|8SH0 | LTF0 | 8670 | 80Z°0 | 8GF°0 | €T°0 | 8020 | 80Z°0 ("030 “yreq) 100pInQ
G0 | 8eF0 | GLe0 | €280 | SEF0 | SEFO | SO0 | <0 ¢0|€1£0 | Sero uopred /usajue)) [NSH|

€62°0 | S6T°0 | S6T°0 | 99270 | 8L0 | T€L°0 | L0L°0 | 2€L°0 | 98270 | 6¢9°0 | TEL0 qeT/woosse[) [1SD)]
¢e'0 | ©¢0 L0| ¢80 | 80| §0|2980€6L0|2180| 80| L2120 oW

PT19°0 | 2€9°0 | ¥89°0 | ¢¥S°0 | L0870 | L28°0 | 9870 | L08°0 | L0S'0 | €280 | 6120 [CUBINARENY

£eeo 0 02990 | £6€0 02990 0 0 0 0 BYIO

ouoyq | Y | wwo) | TIV | VAL | VOL | dOL | VL | dL | OL |ouwl], s[oqer]




$INS9Y SuoryeUIqUIO)) 2Injes N [riuedmiyre ¢V

OlqEL

€010 | 8820 | S9F°0 | #8C°0 | GPC0 | 6170 | L9670 | 90670 | I8F°0 | 2950 | 89F%0 ogeI0Ay PIIYSIOAN
700 | 2T0 9¢0| 880 | ¥80| 80| 80| 80 0| 220 0 | (uoryejrodsuely) peoy a3 u()
ANl 0 0 0 0 0|¢rro 0 0| €rro 0 | Teg/oyen/TuRIne)soy] /uoojue))
802°0 | 870 | S0Z0 | 8¢FO0| S0 | €0 |2910| ¢0/|80z0]|¢800]|cH00 ("030 “yreq) 100pInQ
GZL0 | 8ST°0 | SEF0 | 8EF0 | €1€0 | 20| €20 | €I€0|88T0| €0 0 uopred /usajue)) [NSH|
G6T°0 | 99¢°0 | 6700 | 88F°0 | L8S°0 | 8870 | L1€0 | 6€F°0 | T1C°0 | €570 | CIS0 qeT/woosse[) [1SD)]
80 | €820 | €88°0 | €620 [ 2990 | 90 | €840 | 29¢0 | 29970 | L1L°0 | LT1L0 oW
89¢°0 0| 62570 |92G°0 | 6670 | 9670 | 2LL°0 | 16%°0 | 20L0 | 68L°0 | TLLO [CUBINARENY
eee’0 | €880 02990 | 299°0 | £6€°0 | 29970 | €8€°0 | £€€°0 0 0 BYIO
ouoyq | Y | wwo) | TIV | VAL | VOL | dOL | VL | dL | OL |ouwl], s[oqer]




$)INS9Y suoryeurquio)) ainyes ] NN [1ruedpiaed F§y

OlqEL

CTh0 | ¥67°0 | SCF0 | 2970 | 1€9°0 | 1€9°0 | 18S°0 | 22970 | 12670 | L6S°0 | L6S°0 ogeI0Ay PIIYSIOAN
2200 | 2¢O Z€0 | ¥O| FFO| ¥RO| STO| ¥FO| FT0| 870 | 9¢0 | (uwoneirodsueil,) peoy oyl uQ)

0 0 09820 | 98¢0 | €F1°0 | €FT°0 | 982°0 | €FT0 0 0 | Teg/oyen/TuRIne)soy] /uoojue))
¢z'0 | LTFO0 | 29T°0 | €6€°0 | T6T0 | LTF0 | S0 | 2620 | 8020 | 29T°0 | L9T°0 ("030 “yreq) 100pInQ
CLe0 | C0| S€0| S0| <0| S0| ¢0|S8eF0|8eF0 | SLE0 0 uopred /usajue)) [NSH|
TPE0 | 892°0 | 9FT'0 | €8S°0 | 629°0 | 6970 | T9¢°0 | TEL0 | 0190 | T90 | 96270 qeT/woosse[) [1SD)]
G0 | L9¢0 L0 | €680 | €€8°0 | €620 | S80 | €620 | L1880 | CL0| SL0 oW
679°0 | ¥89°0 | 61L°0 | 20L°0 | €0L°0 | €LL°0 | TOL0 | ¥GL°0 | #8970 | 68270 | L0S0 [CUBINARENY

0 0 02990 | 299°0 | 2990 | £€€°0 | L99°0 | €£€°0 | L9970 0 BYIO
ouoyq | Y | wwo) | TIV | VAL | VOL | dOL | VL | dL | OL |ouwl], s[oqer]




S)[NS9Y SUOTJRUIqUIO)) 2INjed] QF[ gliuedoijre] ¢y

olqRL

6210 | 797°0 | €990 | 9¢g0 | 9890 | <0 | ¥9F°0 | <0 | 6270 | 26870 | 98¢0 O8RIOAY POYSIOA
0 0 0 0 0 0 0 0 0 0 0 qer/wooisser) (NSO
0 0 0 0 0 0 0 0 0 0 0 uopred,/useuey) [NSH)|
IP€0 | 892°0 | €€8°0 | 299°0 | 29970 | 299°0 | 299°0 | 299°0 | 2990 | L99°0 | €€8°0 ooy
¢'0 | L9G°0 90 0 0 0| 20 0 0 0| 90 [00TS /JI0M
6790 | ¥89°0 0| €e€0 | €8€°0 0 0 0 0 0 0 (030 “yred) 1o00pnQ
8180 | 818°0 | 9£9°0 | 6060 | 606°0 | 6060 | L2L°0 | 606°0 | L2270 | ¢¥S°0 | 9€9°0 | (uoneriodsued] ) peoy o) uQy
ouoyd | WY | wwo) | TIV | VdL | VOL | dDL| VI | dL| OI |ouwLy spqeT]




S$)INSeY SUOTJRUIqUIO.) 2INjed,] Y griuedoniie] 97y

OlqRL

6270 | 96570 | 2870 | L09°0 | L09°0 | T2S°0 | L0970 | 9€¢°0 | 20970 | ¥9%°0 | ¥9%°0 OFRIOAY POYSIOAN
0 0 0 0| ¢o| <o| <co0| <0| <0 I I qer]/wooisse[) [NSDH)]
0 0 0 0 0 0 0 0 0 0 0 uopred,/useuey) [NSH)|
¢0| Q0| €£€0 | €e80 0] 2990 | 29970 | L99°0 | €£8°0 | L99°0 | €0 owoH
0| %0 90| FO| 90| FOo| 90| FOo| 90| 90| 90 [00TDS /10
0 0 0| €€€°0 0 0 0 0 0 0 0 (030 “Spre ) 100pin(
8180 | 606°0 | GSF'0 | 606°0 | 818°0 | 8180 | 818°0 | 22,0 | L2L°0 | ¥9¢°0 | g0 | (uoneriodsuel] ) peoy] o) uQy
ouoyd | PV | wwo) | TIV | VAL | VOL | dOL| VIL| dIL| OI |owil sfoqer]




S9N} SUOIPRUIqUIO)) 9INjed,] gN gliuedmiyeJ 17’V

IIqEL

Lee0 | €60 | ¥97°0 | 12670 | 79770 | 9850 | L09°0 | ¥9¥°0 | €6€°0 | €680 | 9820 O8RIOAY POYSIOA
0 0 0 0 0 0| ¢0 0 0 0 0 qer/wooisser) (NSO
0 0 0 0 0 0 0 0 0 0 0 uopred,/useuey) [NSH)|
L91°0 | 2990 | 299°0 | 29970 | L99°0 | €€8°0 | L99°0 | €€8°0 | €€€°0| <0 | €0 ooy
0 0 80| wol| 2o| wol| 90| c¢o| TO| 90| ¥O [00TS /JI0M
0 0 0 0 0 0 0 0 0 0 0 (030 “Naeg) 100pINQ
8T8°0 | 9890 | G970 | 60670 | L2L°0 | L&L'0 | 60670 | 98970 | LgL°0 | 6¢¥°0 | L£50 | (woreitodswel] )‘proy] o) uQy
ouoyd | WY | wwo) | TIV | VdL | VOL | dDL| VI | dL| OI |ouwLy spqeT]




SYMSaY] SUOTIRUIQUIO) 2anyed,] NN gTiwednnIed 8)'V

OIq¥L

6510 | 0| 6270|2090 | 98970 | L09°0 | L09°0 | 2L09°0 | 79F°0 | 98¢0 | €6€°0 O8RIOAY POYSIOA
0 0 0 I I I| <o I| <o I I qer/wooisser) (NSO
0 0 0 0 0 0 0 0 0 0 0 uopred,/useuey) [NSH)|
€ee0 | €6€°0 | €8E°0 | €€8°0 | G0 | €€8°0 | L9970 | €€8°0 | L9970 | €€8°0 | £€€°0 ooy
zo | 70 90| wol| ¥o| ¥ol| 90| ¥0| 90| 90| ¥O0 [00TDS /10
0 0 0 0 0 0 0 0 0 0 0 (030 “Spre ) 100pin(
8180 | 606°0 | 9£9°0 | 22,0 | L8L°0 | 22,0 | 81870 | 22,0 | ¥S¥°0 | ¥S'0 | Ga¥'0 | (uonerrodsued] ) peoy o) uQy
ouoyd | WY | wwo) | TIV | VdL | VOL | dDL| VI | dL| OI |ouwLy sfoqer]




S)[NS9Y SUOTYRUIqUIO)) dINYed, ] {F ¢Tiuedmdnre 67y o[qRL

CL0 | CL80 | GLSO0 | CL80 | SL0|CL80 | CL80 | CL0 | €TS0 | 280 | €180 9geI0Ay POYYSIOAN
0 0 0 0 0 0 0 0 0 0 0 | Teq/eye)/1uRIne)sey] /ussiuey)
90 I I Il 90 I I Il 90 Il 90 [00Y2G /SI0M
60| 60 60| 60| 60| 60| 60| 60 I| 60 T SLLS |

ouoyg | 1oy | wmo) | 17V | vdL | vOL | dDIL| vI| dL| oL | ey | s[oqe



$)INS9Y SuoTyRUIqUIO,) 2Injes Y ¢riuedmodnreg 0y 9[qel

GL8°0 | €180 CL8°0 | 6660 | 8660 | 8660 | 8660 | GL8°0 | 8660 | 8660 | €480 0FRIIAY POIYSTOAN
0 0 0 0 0 0 0 0 0 0 0 | TRg/ere) /1uRIne)Say/usajue))

I| 80 I I I I I ! I I| 80 [00UDS/SIOM

6°0 6°0 6°0 1 T T T 6°0 T T T QWO
ouoyd [ oy [wwop [ 1TV | vdlL | voL | doL| vi| di| o&|euny | sppqerT



$)INS9Y suoryeuIquIo)) aInyesa] N ¢rivedmwnre 1y QR

G290 | €970 | €290 | €290 | S0 €g90 | 88970 | €290 | 6290 | €180 | €180 0FeIOAY POYYSIOAN
0 0 0 0 0 0 0 0 0 0 0 | Teg/oyeD/iueine)soy] /uos)ue))
70 0 z0 I| ¢o| eo| 90| ¢o| #%0| 80| 90 [00Y9G/YIOA
80| 60 60 1| 60| 60| 80| 60| 80| 60 T OWOH

ouoyg | 10V | wwo) | 11V | vdIL | vOL | dDIL| VL | dr| o5 |ewiy | sfqeT



$9INS9Y suoryeuIquIo)) aInyea; ] NN ¢1iuedonie ge'y  o[qR],

€18°0 | €280 | 9280 | 626°0 | 86670 | 8€6°0 | 88670 | 8€6°0 | 8€6°0 | 8€6°0 | 8€6°0 SLIERGIN A RANI K TN
0 0 0 0 0 0 0 0 0 0 0 | Teq/eye) /1uRIne)SeY /U8d)UR))

80 I I I I I I I I I I [00YDS /qI0A\
60| 60 60 1 I 1 I 1 T 1 T QWO
ouoyJ | Wy |wwo)y | TTV | VAL | VOIL | DI | VI | d1| OI | ewy | spPqeT



BIOGRAPHICAL SKETCH

Selek Ceren Celik was born on January 01, 1987 in Eskighir, Turkey. After graduating
from Eskisehir Kilicoglu High School in 2005, she began studying Computer Engineer-
ing at Anadolu University in 2005. After graduating from in 2010 she began studying
Computer Engineering for Master degree at Galatasaray University in 2010. Since

September 2015, she is working as a research assistant at Istanbul Bilgi University.

PUBLICATIONS

— S.C. Celik and O. Durmaz Incel, "Semantic Place Prediction From Mobile Phone
Sensors" In 2016 24th Signal Processing and Communication Application Con-

ference(SIU). IEEE, 2016. p. 1021-1024.



