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ABSTRACT

The general theory encapsulating the relationship between classical theory of theta

functions and representation of integers by positive de�nite quadratic forms is well

established. Indeed, it is the �niteness of the set of representations of a given positive

integer by a �xed quadratic form forces the convergence of the corresponding theta

function. These theta functions also possess certain symmetries with respect to both

of their variables.

In this thesis with the aim of generalizing the theory of theta functions to the

inde�nite case we consider the analogous question for the case of inde�nite binary

quadratic forms. By the classical theory of inde�nite binary quadratic forms it

is well known that the cardinality of the set of number of representations of any

integer is in�nite unless empty. It was S. Zwegers who de�ned the corresponding

theta functions. The convergence and symmetries of these new theta functions

corresponding to inde�nite binary quadratic forms are investigated.

The thesis is organized as follows: the �rst part discusses 1-1 correspondences be-

tween equivalence classes of rank 2 lattices and positive de�nite binary quadratic

forms. Second chapter is devoted to recalling basic facts around theta functions

(their convergence and symmetries) and then discusses two classical uses of theta

functions : in obtaining elliptic functions and in obtaining modular forms. The �nal

chapter of thesis is devoted to the de�nition of theta functions corresponding to

inde�nite binary quadratic forms and their symmetries.

Keywords : theta functions, lattices, inde�nite binary quadratic forms



ÖZET

Bu çal�³mada, pozitif belirli ikili kuadratik formlar�n tamsay� temsilleri ile klasik

theta fonksiyonlar� aras�ndaki ili³kiyi kapsayan genel teori aç�klanm�³t�r. Bilindi§i

üzere, sabitlenmi³ bir pozitif tamsay�n�n verilen pozitif beliri ikili kuadratik form

ile farkl� temsillerinin say�s�n�n sonlu olu³u, bu kuadratik forma kar³�l�k gelen theta

fonksiyonunun yak�nsamas�n� zorunlu hale getirir. Ayn� zamanda bu theta fonksi-

yonlar�, de§i³kenlerinin her ikisine göre belli bir simetriye sahiptir.

Theta fonksiyonlar� teorisini, belirsiz kuadratik formlarda genellemeyi amaçlayan

bu tezde, belirsiz ikili kuadratik formlarda da benzer soruyu göz önünde bulundu-

ruyoruz. Bilindi§i üzere, klasik ikili kuadratik formlar teorisine göre, herhangi bir

tamsay�n�n temsil say�s� kümesinin eleman say�s� bo³ de§ilse sonsuzdur. S.Zwegers,

belirsiz ikili kuadratik formlar için theta fonksiyonlar�n� tan�mlam�³t�r. Bu çal�³-

mada, belirsiz ikili kuadratik formlara kar³�l�k gelen bu yeni theta fonksiyonlar�n�n

yak�nsakl�klar� ve simetrileri ara³t�r�lm�³t�r.

Bu tezde, birinci bölümde iki boyutlu kafeslerdeki denklik s�n��ar�yla, pozitif belirli

ikili kuadratik formlar aras�ndaki birebir ili³ki tart�³�lm�³t�r. �kinci bölümde theta

fonksiyonlar�na ili³kin temel kurallar (bunlar�n yak�nsakl�klar� ve simetrilerini) ha-

t�rlat�lm�³ ve daha sonra theta fonksiyonlar�n�n iki klasik uygulamas� olan eliptik

fonksiyonlar�n elde edilmesi ve modüler formlar�n elde edilmesi tart�³�lm�³t�r. Son

bölümde ise, belirsiz ikili kuadratik formlar ve simetrilere kar³�l�k gelen theta fonk-

siyonlar�n�n tan�m�na de§inilmi³tir.

Anahtar Kelimeler : theta fonksiyonlar�, kafesler, belirisiz ikili kuadratik formlar
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1 INTRODUCTION

In this chapter, we will de�ne orthogonal transformations and give examples, then

we will de�ne lattices and �nally we will mention quadratic forms which have very

important role for theta functions.

1.1 Orthogonal Transformations

A linear transformation T : V → V on a real inner product space (V, 〈·, ·〉) is called
an orthogonal transformation, if it preserves the inner product. In particular,

for each pair (u, v) of elements of V , an orthogonal transformation preserves lengths

of vectors and angles between vectors, that is we have ;

〈u, v〉 = 〈Tu, Tv〉.

In �nite-dimensional spaces, the matrix of an orthogonal transformation is called

an orthogonal matrix with columns being orthogonal vectors with unit norm. The

determinant of any orthogonal matrix is either 1 or -1. The product of two orthogonal

matrices and the inverse of an orthogonal matrix is also an orthogonal matrix. So,

we have proved :

Proposition 1.1. The set of orthogonal matrices form a group denoted by O(n),

where n denotes the dimension of the ambient vector space V .

In two dimensional vector spaces (which will be identi�ed with R2 henceforth) we

may classify orthogonal transformations into two groups : re�ections and rotations.

The image of a �gure by a re�ection is its mirror image in the axis of re�ection. For

example, the mirror image of the letter b, for a re�ection with respect to a vertical

axis would be d and the transformation matrix of this re�ection is R1 =

−1 0

0 1

 ;

for a horizontal axis would be p and the transformation matrix of this re�ection

is R2 =

1 0

0 −1

. The re�ection matrix has a determinant -1 and it �xes all the

points on its axis of re�ection.

Rotations are orthogonal transformations that rotate points of R2 about a �xed
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point by angle φ. In this case, the matrix Aφ =

cos(φ) − sin(φ)

sin(φ) cos(φ)

 rotates points

in the vector space R2 counter-clockwise by φ about the origin. For instance, if we

rotate the vector u = (1, 2) counter-clockwise by an angle π
2
about the origin, we

get : x
y

 =

cos π
2
− sin π

2

sin π
2

cos π
2

1

2


x = cos

π

2
− 2 sin

π

2
= −2

y = sin
π

2
+ 2 cos

π

2
= 1.

So the rotation of u around origin by an angle π
2
is v = (−2, 1). Rotation matrices

have a determinant 1 and they �x the origin.

Theorem 1.1. All orthogonal transformations of a two dimensional vector space V

can be written as a composition of re�ections and rotations.

Proof. Let T : R2 → R2 be an arbitrary element of O(2). T (0, 0) = (0, 0).

Say A =

p q

r s

 and e1 = (1, 0), e2 = (0, 1) are the unit vectors of R2. Then

p q

r s

 1

0

 =

p
r

p q

r s

 0

1

 =

q
s

 .

Since orthogonal transformations preserve length ; p2 + r2 = 1 and q2 + s2 = 1. So

(p, r) and (q, s) are the elements of the unit circle S1. (i.e.(p, r) = (cos(θ1), sin(θ1))

and (q, s) = (cos(θ2), sin(θ2)) for some θ1, θ2 ∈ (0, 2π].).

Orthogonal transformations preserve dot product, since e1 ⊥ e2 then (p, r) ⊥ (q, s).

Thus pq+rs = cos(θ1) cos(θ2)+sin(θ1) sin(θ2) = cos(θ1−θ2) = 0. So θ1−θ2 = kπ+
π

2
for some k ∈ Z. So

S =

cos(θ1) cos(θ2)

sin(θ1) sin(θ2)

 =

cos(θ1) cos(θ1 − (kπ +
π

2
))

sin(θ1) sin(θ1 − (kπ +
π

2
))

 .

There are two cases ;
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� If k is odd, then the matrix S =

cos(θ1) − sin(θ1)

sin(θ1) cos(θ1)

. So, S is a rotation.

� If k is even, then the matrix S =

cos(θ1) sin(θ1)

sin(θ1) − cos(θ1)

. If we compose S with

the re�ection matrix R2 =

1 0

0 −1

, we get ; (R2◦S) =

cos(θ1) sin(θ1)

sin(θ1) − cos(θ1)

.
This composition is also a rotation.

1.2 Lattices in C

De�nition 1.1. A lattice Λ of rank 2 is Z− submodule of R2 generated by two

R−linearly independent vectors :

Λ = {a1u+ a2v | (a1, a2) ∈ Z2}

where {u, v} is a basis for Λ. We write L(2) for the set of lattices in R2.

Example 1.2.1. The lattice obtained from unit vectors e1 = (1, 0) and e2 = (0, 1)

is Z2

Let u = (u1, u2) and v = (v1, v2) be two vectors of R2 and Λ be a lattice obtained

from these vectors. The group O(2) acts on Λ producing another lattice de�ned as

• : O(2)× L → L

(γ,Λ) 7→ γ • Λ

where ;

γ • Λ =

p q

r s

u

Z +

p q

r s

 v

Z

= {Z(p(u1 + v1) + q(u2 + v2), r(u1 + v1) + s(u2 + v2))}

Theorem 1.2. The above map • de�nes an action of O(2) on L(2).

Proof. I •Λ =

(1 0

0 1

u

)
Z+

(1 0

0 1

 v

)
Z = uZ+ vZ = Λ for all u, v in Λ.
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Let γ1 =

p q

r s

 , γ2 =

p′ q′

r′ s′

 be two orthogonal transformations.

γ1 • (γ2 • Λ) = γ1

{(p′u1 + q′u2

r′u1 + d′u2

)Z +

(p′v1 + q′v2

r′v1 + d′v2

)Z}

=

(p q

r s

p′u1 + q′u2

r′u1 + d′u2

)Z +

(p q

r s

p′v1 + q′v2

r′v1 + d′v2

)Z

=

(
pp′u1 + pq′u2 + qr′u1 + qs′u2

rp′u1 + rq′u2 + sr′u1 + ss′u2

)
Z +

(
pp′v1 + pq′v2 + qr′v1 + qs′v2

rp′v1 + rq′v2 + sr′v1 + ss′v2

)
Z

=

pp′ + qr′ pq′ + qs′

rp′ + sr′ rq′ + ss′

u1

u2

Z +

pp′ + qr′ pq′ + qs′

rp′ + sr′ rq′ + ss′

v1

v2

Z

= (γ1 • γ2) • Λ.

We obtain an equivalence relation on the set of lattices. Namely two lattices Λ and

Λ′ are equivalent if and only if there exists an element γ ∈ O(2) such that Λ = γ•Λ′.

For convenience we will denote the equivalance class of a lattice Λ in C again by Λ.

That is, we will denote elements of the set L(2) by elements of L(2)/O(2).

De�nition 1.2. A homothety is a transformation of a space with respect to a point

S that takes any point M in a one-to-one correspondence with a point M ′ on the

straight line SM in accordance with the rule SM ′ = kSM where k is constant real

number, which is called homothety ratio and the point S is said to be homothety

center. Homoteties are similarities that �x a point and either preserve (if k > 0) or

reverse (if k < 0) the direction of all vectors.

Figure 1.1: A Transformation with Homothety Center S
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We �x the origin of C as the homothety center. Then a homothety in C is determined

uniquely by a real non zero number x0 in the sense that homotheties in this case

are given by maps from C to C of the form z 7→ x0 z. This homothety is denoted by

mx0 . With this notation, two lattices Λ and Λ′ are called homothetic if there is a

x0 ∈ R∗ so that Λ = mx0 • Λ′.

Theorem 1.3. Homothety de�nes an equivalence relation on the set L(2).

Proof. If we choose x0 = 1 then we have Λ ∼ Λ. For some mx0 , we have Λ ∼ Λ′ if

and only if Λ = mx0 •Λ′. If we choose
1

x0

then we have Λ′ = m 1
x0

•Λ. Thus Λ′ ∼ Λ.

For some x0 and x1 in R∗ we have Λ = mx0 • Λ′ and Λ′ = mx1 • Λ′′. This implies

Λ = mx0mx1 • Λ′′. So Λ ∼ Λ′′ if we choose mx0x1 .

1.3 Quadratic Forms

A quadratic form on Rn to R is a real-valued function of the form

Q(X) =
n∑
i=1

n∑
j=1

ai,jxixj

where X = (x1, x2, ..., xn) ∈ Rn and ai,j ∈ R. Note that each monomial in this �nite

set is of degree two. This formula may be rewritten by using the symmetric matrix

A =


b1,1 b1,2 · · · b1,j

b2,1 b2,2 · · · b2,j

...
...

. . .
...

bi,1 bi,2 · · · bi,j


such that,

Q(X) = XTAX;

where bi,j = bj,i =
ai,j
2
. Whenever n = 2 the quadratic form is called a binary

quadratic form.

Example 1.3.1. Let X =

x1

x2

 be a vector in R2 and A =

 1 −1

−1 −3

 be a 2×2

symmetric matrix. So the quadratic form represented by A can be written as

Q(X) = (x1 x2)

 1 −1

−1 −3

x1

x2

 = x2
1 − 2x1x2 − 3x2

2.
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De�nition 1.3. A quadratic form is called positive de�nite if Q(X) ≥ 0, and

negative de�nite if Q(X) ≤ 0 for all X ∈ Rn. Q(X) is called inde�nite if Q(X) is

attains both negative and positive values, that is Q(X) is positive for some X ∈ Rn

and negative for some X ∈ Rn.

Proposition 1.2. The binary quadratic form Q determined by the symmetric matrix

A =

a1,1 a1,2

a1,2 a2,2

 is positive (respectively negative) de�nite if det(A) > 0 and the

upper left entry a1,1 > 0 (respectively a1,1 < 0). Q is inde�nite if det(A) < 0.

Proof. Let A =

a1,1 a1,2

a1,2 a2,2

 be symmetric matrix. For any X = (x1, x2) ∈ R2,

quadratic form associated with the matrix A is

Q(X) = a1,1(x1)2 + 2a1,2x1x2 + a1,2(x2)2

= a1,1

(
(x1)2 +

2a1,2

a1,1

x1x2 +
a2,2

a1,1

(x2)2
)

= a1,1

(
(x1)2 +

2a1,2

a1,1

x1x2 +
a2,2

a1,1

(x2)2
)
−
a2

1,2

a2
1,1

((x2)2) +
a2,2

a2,2

(x2)2

= a1,1

(
(x1 +

a1,2

a1,1

x2)2 +
(x2)2

a2
1,1

(a2,2a1,1 − a2
1,2)

)
.

Since
(x2)2

a2
1,1

≤ 0 and
(x2)2

a2
1,1

≤ 0,Q(X) is positive de�nite when a1,1 > 0 and (a2,2a1,1−

a2
1,2) > 0, respectively Q(X) is negative de�nite when a1,1 < 0 and (a2,2a1,1−a2

1,2) >

0. On the other hand Q(X) is inde�nite if (a2,2a1,1 − a2
1,2) < 0.

Corollary 1.1. The binary quadratic form Q determined by the symmetric matrix

A =

a1,1 a1,2

a1,2 a2,2

 is de�nite (respectively inde�nite) when det(A) = a2,2a1,1−a2
1,2 <

0 (respectively a2,2a1,1 − a1,2 > 0)

Example 1.3.2. A quadratic form Q(X) = x2
1 − 2x1x2 + 3x2

2 can be rewritten as

Q(X) = (x1 − x2)2 + 4x2
2. So that the quadratic form Q(X) is positive de�nite.

Example 1.3.3. The quadratic form in R2 de�ned by the matrix A =

−1 0

0 −1


is Q(x) = −x2

1 − x2
2. For any x ∈ R2, Q(x) is always non-positive so the quadratic

form Q(x) is negative de�nite.
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De�nition 1.4. A bilinear form on R2 is a map

B : R2 × R2 → R

such that

� B(X1 +X2, y) = B(X1, Y ) +B(X2, Y ) for all X1, X2, Y ∈ R2

� B(X, Y1 + Y2, ) = B(X, Y1) +B(X, Y2) for all X, Y1, Y2 ∈ R2

� B(aX, Y ) = aB(X, Y ) for all X, Y ∈ R2

� B(X, aY ) = aB(X, Y ) for all X, Y ∈ R2

Remark 1.1. Given a quadratic form Q, consider the form

BQ(X, Y ) :=
1

2
(Q(X + Y )−Q(X)−Q(Y )).

Then, for any X1, X2, Y ∈ R2, we have

B(X1 +X2, Y ) =
1

2
(Q(X1 +X2 + Y )−Q(X1 +X2)−Q(Y )).

If we calculate value of Q by de�nition, then we get

=
1

2

(
(X1 +X2 + Y )TA(X1 +X2 + Y )− (X1 +X2)TA(X1 +X2)− Y TAY

)
=

1

2

(
XT

1 AX1 +XT
1 AX2 +XT

1 AY +XT
2 AX1 +XT

2 AX2 +XT
2 AY + Y TAX1

Y TAX2 + Y TAY
)
−XT

1 AX1 −XT
1 AX2 −XT

2 AX1 −XT
2 AX2 − Y TAY

=
(Q(X1 + Y ) +Q(X2 + Y )−Q(X1)−Q(X2)− 2Q(Y ))

2

= B(X1, Y ) +B(X2, Y ).

Second equation holds from same method.

For third equation a ∈ R and X, Y ∈ R2.

B(aX, Y ) =
1

2
(Q(aX + Y )−Q(aX)−Q(Y ))

=
1

2

(
(aX + Y )TA(aX + Y )− (aX)T (aX)− Y TAY

)
=

1

2

(
(aX)TA(aX) + aXTAY + Y TA(aX) + Y TAY

−(aX)TA(aX)− yTAY
)
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= aB(X, Y )

.

Fourth equation holds from same method above. We say the B is a bilinear form

associated to Q.

Example 1.3.4. The binary quadratic form which appareared in Example 1.3.1 is

B(X, Y ) =
1

2

(
(x1 + y1)2 − 2(x1 + y1)(x2 + x2)− 3(x2 + y2)2 − (x1 + x2)2

−2(x1 + x2)− 3(x1 + x2)2 − (y1 + y2)2 − 2(y1y2)− 3(y1 + y2)2
)

= x1y1 − x1y2 − x2y1 − 3x2y2.

The type of Q is de�ned as the pair (2− s, s) where s is the largest dimension of a

linear subspace of R2 on which Q is negative de�nite. If Q has type (2, 0) then by

de�nition, the dimension of a linear subspace on which Q is negative de�nite is 0,

hence is {0}. This means simply that Q is positive de�nite. Similarly, if Q has type

(0, 2) then by de�nition, the dimension of a linear subspace on which Q is negative

de�nite is 2, hence is R2. This means simply that Q is negative de�nite.



2 THETA FUNCTIONS AND QUADRATIC FORMS : DEFINITE

CASE

In this chapter, we will mention quadratic forms associated to lattices, theta func-

tions, elliptic funtions and modular forms. First, we will show how to obtain de�nite

quadratic forms from lattices and then we will de�ne theta functions associated to

these quadratic forms. This will be followed by the de�nition of we will de�ne elliptic

funtions and their relation between theta functions. Finally, we will de�ne modular

forms and observe that Riemann theta function gives rise to a modular form of level

4.

2.1 Quadratic Forms Associated to Lattices

Let Λ be a lattice generated by the vectors u = (u1, u2) and v = (v1, v2). We have a

new symmetric matrix AΛ with the dot products of the vectors u, v such that

AΛ =

u • u u • v
u • v v • v

 =

 (u1)2 + (u2)2 (u1)(v1) + (u2)(v2)

(u1)(v1) + (u2)(v2) (v1)2 + (v2)2

 .

The matrix AΛ represents a quadratic form.

Proposition 2.1. Given any element γ ∈M2(R), we have Aγ·Λ = γ · AΛ · γT .

Proof. Let γ =

a b

c d

 be an element of M2(R), ~u = (u1, u2) and ~v = (v1, v2) be

bases of the lattice Λ. We denote γΛ, the lattice obtained from γ transformation of

Λ. So,

γ · Λ =

a b

c d

~u
~v

 =

a~u+ b~v

c~u+ d~v

 =

((au1 + bv1), (au2 + bv2)
)(

(cu1 + dv1), (cu2 + dv2)
)
 .

The quadratic form obtained from this lattice is

Aγ·Λ =

(
(au1 + bv1)2 + (au2 + bv2)2 (au1 + bv1)(cu1 + dv1) + (au2 + bv2)(cu2 + dv2)

(au1 + bv1)(cu1 + dv1) + (au2 + bv2)(cu2 + dv2) (cu1 + dv1)2 + (cu2 + dv2)2

)
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Now we calculate γ · AΛ · γT .

γ · AΛ · γT =

a b

c d

 (u1)2 + (u2)2 (u1)(v1) + (u2)(v2)

(u1)(v1) + (u2)(v2) (v1)2 + (v2)2

a c

b d


=

(
a(u1)

2 + a(u2)
2 + b(u1)(v1) + b(u2)(v2) a(u1)(v1) + a(u2)(v2) + b(v1)

2 + b(v2)
2

c(u1)
2 + c(u2)

2 + d(u1)(v1) + d(u2)(v2) c(u1)(v1) + c(u2)(v2) + d(v1)
2 + d(v2)

2

)(
a c

b d

)
=

(
(au1 + bv1)

2 + (au2 + bv2)
2 (au1 + bv1)(cu1 + dv1) + (au2 + bv2)(cu2 + dv2)

(au1 + bv1)(cu1 + dv1) + (au2 + bv2)(cu2 + dv2) (cu1 + dv1)
2 + (cu2 + dv2)

2

)
= Aγ·Λ

So, for any element γ of M2(R) we have Aγ·Λ = γ · AΛ · γT .
Theorem 2.1. Let Λ be a lattice in C and γ ∈M2(R). Then γ · Λ = Λ if and only

if γ ∈ SL2(Z).

Proof. Let Λ be in lattice in C with the base vectors u and v. So we have Λ = 〈u, v〉.

Suppose that γ is any element of SL2(Z) such that γ =

p q

r s

. Base vectors of
γ · Λ is p q

r s

u
v

 =

pu+ qv

ru+ sv

 = 〈pu+ qv, ru+ sv〉

Since p, q, r, s ∈ Z, pu + qv ∈ 〈u, v〉 and ru + sv ∈ 〈u, v〉. So 〈pu + qv, ru + sv〉
⊆ 〈u, v〉. So given any matrix γ, we have γ ·Λ ⊆ Λ. As γ ∈ SL2(Z), γ is an invertible

matrix with its inverse γ−1 ∈ SL2(Z). By changing Λ→ γ · Λ and γ → γ−1, we get

Λ → γΛ

= γ−1(γ · Λ) ⊆ γ · Λ ⊆ Λ

Λ ⊆ γ · Λ ⊆ Λ.

So this relation forces Λ to be equal to γ · Λ.
For the other direction, suppose γ · Λ = Λ.

Suppose that γ =

p q

r s

 with components p, q, r, s ∈ R. Let Λ = 〈u, v〉 for u and v

two vectors of C. So γ ·Λ = 〈pu+ qv, ru+ sv〉. Since γ ·Λ = Λ then for a, b, k, l ∈ Z,

we have a(pu+ qv) + b(ru+ sv) = ku+ lv.
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This equations shows us ap + br = k and aq + bs = l. If we translate this equation

into the matrix equation we get for all

a
b

 ∈ R2, there exists one and only onek
l

 ∈ R2 such that p r

q s

a
b

 =

k
l

 .

First, if det

p r

q s

 = 0, the equation would have in�nitly many solutions but we

have unique solution. So det

p r

q s

 6= 0. This means the matrix is invertible.

Secondly, since the equation holds for all (a, b), we can choose (a, b) = (1, 0). Then we

get (p, q) = (k, l). Due to the fact that k and l are integers, p and q should be integers,

too. On the other hand, if we choose (a, b) = (0, 1), we get (r, s) = (k, l), as we saw

in previous sentence, r and s should be integers. This is a contradiction and since

det

p r

q s

 6= 0 and p, q, r, s ∈ Z, det(M) must be ∓1. It means γ ∈ SL2(Z).

Λ does not have any canonical set of generators. This is to say we may choose

many di�erent elements (u, v) of Λ which generate and we don't have any particular

preference. The association Λ 7→ AΛ depends on the choice of generators of Λ. This

forces us to de�ne an equivalence relation on the set of symmetric matrices with

elements M =

a b

b c

 with a, b, c ∈ R. To overcome this di�culty, we de�ne two

symmetric matrices M and M ′ to be equivalent if there is some γ ∈ SL2(Z) such

that

γ ·M · γT = M ′.

Proposition 2.2. This is an equivalence relation and we write M ∼M ′.

Proof. Let M,M ′ and M ′′ be symmetric matrices and let γ and δ be elements of

SL2(Z). Since γ, δ ∈ SL2(Z), their transposes γT , δT and their inverses γ−1, δ−1 are

also elements of SL2Z.

We know that identity matrix is an element of SL2(Z). So if we choose γ = I2, we

get

γ ·M · γT = I2 ·M · IT2 = M.
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So this relation is re�exive. If γ ·M · γT = M ′, then by multiplying left hand side

with γ−1 and right hand side (γT )−1, we get

γ−1 · γ ·M · γT · (γT )−1 = γ−1 ·M ′ · (γT )−1

M = γ−1 ·M ′ · (γT )−1.

Since γ−1 and (γT )−1 are elements of SL2(Z). So this relation is symmetric.

If γ ·M · γT = M ′ and δ ·M ′ · δT = M ′′, then we get

γ · δ ·M · γT · δT = M ′′.

As γ and δ are elements of SL2(Z), γ · δ and (γ · δ)T are also elements of SL2(Z).

Note γ · δ = µ. Then we have

µ ·M · µT = M ′′.

So this relation is transitive.

Thus, we obtain a map from set of lattices L(2) to the set of symmetric matrices with

the equivalance relation in 2.1. Now given a symmetric matrix M =

a b

b c

, we
will �nd a lattice ΛM (i.e. an element of L(2)). So the symmetric matrix associated

to ΛM is M . We must have
u • u = a,

u • v = b,

v • v = c.

(2.1)

Let u = (u1, u2) and v = (v1, v2). We have equation system 2.1, this means

u2
1 + u2

2 = a,

u1v1 + u2v2 = b,

v2
1 + v2

2 = c.

(2.2)

Since u1, u2, v1, v2 are elements of R, there are in�nitely many solutions for 2.2. Let

R1 =

−1 0

0 1

 be re�ection matrix. By multiplying u and v with R1 we get

R1 · u =

−1 0

0 1

u1

u2

 =

−u1

u2


R1 · v =

−1 0

0 1

v1

v2

 =

−v1

v2

 .
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These new vectors are also a solution of 2.2.

(−u1)2 + u2
2 = u2

1 + u2
2 = a,

(−u1)(−v1) + u2v2 = u1v1 + u2v2 = b,

(−v1)2 + v2
2 = v2

1 + v2
2 = c.

If we multiply two vectors with R2, we'll �nd new vectors. It is obvious that these

vectors are also a solution for 2.2. On the other hand, let γ =

cos(φ) − sin(φ)

sin(φ) cos(φ)


be rotation matrix with φ ∈ (0, 2π]. By multiplying u and v with γ, we get we get

γ · u =

cos(φ) − sin(φ)

sin(φ) cos(φ)

u1

u2

 =

cos(φ)u1 − sin(φ)u2

sin(φ)u1 + cos(φ)u2



R1 · v =

cos(φ) − sin(φ)

sin(φ) cos(φ)

v1

v2

 =

cos(φ)v1 − sin(φ)v2

sin(φ)v1 + cos(φ)v2

 .

These new vectors are also a solution of 2.2.

(cos(φ)u1 − sin(φ)u2)2 + (sin(φ)u1 + cos(φ)u2)2 = u21 + u22 = a,

(cos(φ)u1 − sin(φ)u2)(sin(φ)u1 + cos(φ)u2) + (cos(φ)v1 − sin(φ)v2)(sin(φ)v1 + cos(φ)v2) = u1v1 + u2v2 = b,

(cos(φ)v1 − sin(φ)v2)2(sin(φ)v1 + cos(φ)v2)2 = v21 + v22 = c.

This gives rise to the equivalence relation de�ned by action of O(2) on L(2).

On the other hand, for one of these solutions we can start by choosing u = (
√
a, 0),

with respect to this choise by using 2.2, we can see that v = ( b√
a
,
√

ac−b2
a

). This base

vectors make us to see that, the system given in 2.2 does not have any solutions for

any symmetric matrix M =

a b

b c

. First, a must be positive and ac − b2 must

be non negative. Since b2 is non negative, c must also be non negative. We see that

ac− b2 is determinant of M .

These properties are valid for one choice of bases vectors but as O(2) acts on L(2),

the properties must be valid for all choices. So denote Sym(2) for the symmetric

matrices M =

a b

b c

 with a being positive, c being non negative and determinant

of M being also non negative.

Theorem 2.2. There is a one to one correspondence between L(2)/O(2) and

Sym(2) /SL2(Z).
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Proof. At the beginning of this chapter, for each basis of a lattice we �nd new

symmetric matrix. Since a lattice can have in�nitly many bases, by dividing these

bases by the action of O(2), we can say that these two lattices are identic with

respect to this division. On the other hand, we see that the group SL2(Z) acts on

the set of symmetric matrices. So we can say that some symmetric matrices are

identic with respect to this group e�ect.

So we have a map, say φ, from L(2)/O(2) to Sym(2)/SL2(Z), which sends a lattice

Λ to AΛ, which is an element of Sym(2). If Λ = 〈u, v〉 then AΛ =

u • u u • v
v • u v • v

.
That is to say φ(Λ) = AΛ.

On the other hand, we have also a map, say ψ, from Sym(2)/O(2) to L(2)/SL2(Z),

which sends M to the lattice denoted by ΛM with the base vectors uM and vM , so

we have ΛM = 〈uM , vM〉. Thus ψ(M) = ΛM where M =

a b

b c

 ∈ Sym(2) with

a = u • u, b = u • v and c = v • v.

For any element M =

a b

b c

 in Sym(2), we have

(φ ◦ ψ)(M) = φ(ψ(M)) = φ(ΛM) = φ(〈uM , vM〉)

where uM • uM = a, uM • vM = b and vM • vM = c.

φ(〈uM , vM〉) = AΛM =

uM • uM uM • vM
vM • uM vM • vM

 =

a b

b c

 = M.

Thus, φ ◦ ψ is identity, which means both phi and ψ are 1− 1 and onto.

2.2 Theta Functions Associated to Quadratic Forms

A holomorphic function θ : C → C is called a theta function with respect to a

lattice Λ (or corresponding quadratic form AΛ) if, for any λ ∈ Λ, there exists a

holomorphic function eλ(z) which is invertible such that

θ(z + λ) = eλ(z)θ(z), ∀z ∈ C.

Each element of the set of functions {eλ(z)} is called the theta factor of θ.

Example 2.2.1. Let Λ = Zτ + Z, where τ ∈ H. Set
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θ(z, τ) =
∑
n∈Z

eiπ(n2τ+2zn).

This function is holomorphic on C. To check the convergence of this function, we

calculate its absolute value :

|θ(z, τ)| =
∣∣∣∣∑
n∈Z

eiπ(n2τ+2zn)

∣∣∣∣ ≤ ∑
n∈Z

(
|eiπn2(a+bi)||e2πinz|

)

≤
∑
n∈Z

(
|eiπn2a||e−πbn2||e2πinz|

)
.

Since a is a real number, |eiπn2a| = 1. Thus we should only check the convergence of

the series
∑
n∈Z
|e−πbn2||e2πinz|. If we �x z ∈ C, then there exists a positive real number

M such that |e2πinz| ≤M . So we have

|θ(z, τ)| ≤M
∑
n∈Z

|e−πbn2|

∑
n∈Z

|e−πbn2| = 1 + 2.
∞∑
n=1

|e−πbn2|.

According to d'Alembert's ratio test,

lim
n→∞

e−πb(n+1)2

e−πbn2 = lim
n→∞

e−πb(2n+1).

Since τ is an element of H, the integer b is positive. So limn→∞ e
−πb(2n+1) = 0. This

calculation shows us |θ(z, τ)| ≤
∑
n∈Z

M |e−πbn2| <∞. Thus θ(z, τ) is convergent, when

z is �xed.

Now, let us �x τ ∈ H. For any z ∈ C, there exists a positive real number M

such that |z| ≤ M , as a result of this inequality, we have |e2πinz| ≤ |e2πnM | . So
|θ(z, τ)| ≤

∑
n∈Z
|e−πbn2 ||e2πnM |.

|θ(z, τ)| ≤
∑
n∈Z

|e−πbn2||e2πnM | = 1 +
∞∑
n=1

|2e−πbn2| |e
2πnM |2 + 1

|e2πnM |
.

According to d'Alembert's ratio test,

lim
n→∞

|2e−πb(n+1)2|
|2e−πbn2 |

|e2π(n+1)M |2+1

|e2π(n+1)M |
|e2π(n)M |2+1

|e2π(n)M |

.
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If we simplify expression above, we get

lim
n→∞

|e−2π(n+1)b|
|e2πM |

|e4π(n+1)M |+ 1

|e4πnM |+ 1
.

It is obvious that limn→∞
|e4π(n+1)M |+ 1

|e4πnM |+ 1
= e4πM and since b is positive,

limn→∞ |e−2π(n+1)b| = 0. Thus θ(z, τ) is convergent, when τ is �xed. So θ(z, τ) is

convergent for all z ∈ C and τ ∈ H.

Consider λ ∈ Λ, i.e. λ = pτ + q for p, q ∈ Z

θ(z + λ, τ) = θ(z + pτ + q) =
∑
n∈Z

e(iπn2τ+2πinz+2πinpτ+2πinq).

If we complete the square and rearrange the summands then

=
∑
n∈Z

e(πin2τ+2πinpτ+πip2τ−πip2τ+2πinz+2πipz−2πipz+2πinq)

= e−πip
2τ−2πipz

∑
n∈Z

eπi(n+p)2τe2πi(n+p)ze2πinq

We know that e2πinq = 1 for all n ∈ Z, and if we make a index shift m = n+ p, then

we get

= e−πip
2τ−2πipz

∑
m∈Z

e(πim2τ+2πimz).

For any λ = pτ + q ∈ Λ, we have

θ(z + λ, τ) = e−πip
2τ−2πipzθ(z, τ).

So θ(z, τ) is a theta function with the theta factor

epτ+q(z) = e−πip
2τ−2πipz.

This theta function is called the Riemann theta function.

Riemann theta function can be also rewritten as :

θ(z, τ) = 1 + 2eπiτ cos(2z) + 2e4πiτ cos(4z) + 2e9πiτ cos(6z) + ...+ 2en
2πiτ cos(2nz) + ...

Example 2.2.2. ν(z, τ) = 2e
1
4 cos(z)+2e

9
4 cos(3z)+2e

25
4 cos(5z)+ ...+2e

(2n+1)2

4 cos((2n+1)z)+ ....

ν is also a theta function. We invite the reader to check that the conditions.

Lemma 2.1. There are two relations between functions θ and ν.

θ(z, τ) = e
πiτ
4 eizν(z +

πτ

2
, τ),

ν(z, τ) = e
πiτ
4 eizθ(z +

πτ

2
, τ).

(2.3)
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Proof. For the equation (2.3), calculate the ν(z +
πτ

2
, τ)

ν(z +
πτ

2
, τ) = 2e

1
4 cos(z +

πτ

2
) + 2e

9
4 cos(3z +

3πτ

2
) + 2e

25
4 cos(5z +

5πτ

2
) + ...

= e
πiτ
4 (eiz+

πiτ
2 + e−iz−

πiτ
2 ) + e

9πiτ
4 (e3iz+ 3πiτ

2 + e−3iz− 3πiτ
2 ) + ...

By multiplying both sides with e
πiτ
4 , we get

= e
πiτ
2 (eiz+

πiτ
2 + e−iz−

πiτ
2 ) + e

5πiτ
2 (e3iz+ 3πiτ

2 + e−3iz− 3πiτ
2 )

+e
13πiτ

2 (e3 iz+ 3πiτ
2 + e−3iz− 3πiτ

2 ) + ...

= (eiz+πiτ + e−iz) + (e3iz+4πiτ + e−3iz+πiτ ) + (e5iz+9πiτ + e−5iz+4piiτ ) + ...

Now mutliply both sides with eiz, then �nally we get

= 1 + e2iz+πiτ + e4iz+4πiτ + e−2iz+πiτ + e6iz+9πiτ + e−4iz+4πiτ

= 1 + eπiτ (e2iz + e−2iz) + e4πiτ (e4iz + e−4iz) + ...

= 1 + 2eπiτ cos(2z) + 2e4πiτ cos(4z) + ...

e
πiτ
4 eizν(z +

πτ

2
, τ) = θ(z, τ).

Proposition 2.3. Riemann theta function have some transformations.

i) θ(z + 1, τ) = θ(z, τ),

ii) θ(z + πi, τ) = θ(z, τ),

iii) θ(z + πτ, τ) = e−πiτe−2izθ(z, τ).

(2.4)

Proof. It is easy to check �rst equation.

θ(z + 1, τ) =
∑
n∈Z

eπi(n
2τ+2n(z+1)) =

∑
n∈Z

eπi(n
2τ+2nz)e2nπi = θ(z, τ).

For the second equation, we have
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θ(z, τ) =
∑
n∈Z

eπi(n
2τ+2nz) = 1+ 2eπiτ cos(2z) + 2e4πiτ cos(4z) + 2e9πiτ cos(6z) + ...+ 2en

2πiτ cos(2nz) + ...

From this equality we get

θ(z + π, τ) = 1 + 2eπiτ cos(2z + 2π) + 2e4πiτ cos(4z + 4π) + ...+ 2en
2πiτ cos(2nz + 2nπ) + ...

= 1 + 2eπiτ
(
cos(2z) cos(2π)− sin(2z) sin(2π)

)
+ 2e4πiτ

(
cos(4z) cos(4π)− sin(4z) sin(4π)

)

+2en
2πiτ( cos(2nz) cos(2nπ)− sin(2nz) sin(2nπ)

)
+ ...

= θ(z, τ).

For the third equation, �rst we should start with the �rst equation of the equation

system 2.3. We have

θ(z, τ) = e
πiτ
4 eizν(z +

πτ

2
).

By changing z with z + πτ
2
, then we get

ν(z +
πτ

2
, τ) = e

πiτ
4 ei(z+

πτ
2

)θ(z + πτ, τ).

Finally multiplying both sides with e
πiτ
4 eiz, we get

e
πiτ
4 eizν(z +

πτ

2
, τ) = e

πiτ
4 eize

πiτ
4 ei(z+

πτ
2

)θ(z + πτ, τ).

Finally using the second equation of the equation system 2.4, we have

θ(z, τ) = eπiτ+2izθ(z + πτ, τ).

Example 2.2.3. Let Λ = Zπ + Zπτ , where τ ∈ H. Set

θ(z, τ) =
1

2

∑
n∈Z

eiπn
2τ (e2inz + e−2inz).

This function is holomorphic on C. If we calculate |θ(z, τ)|, we get∣∣∣∣12 ∑
n∈Z

eiπn
2τ (e2inz + e−2inz)

∣∣∣∣ ≤ 1

2

∑
n∈Z

(
|eiπn2(a+bi)||e2πinz + e−2inz|

)

≤ 1

2

∑
n∈Z

(
|eiπn2a||e−πbn2||e

4inz + 1

e2inz
|
)
.

Since a is a real number, |eiπn2a| = 1.
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Thus we should only check the convergence of the serie
∑
n∈Z
|e−πbn2||e

4inz + 1

e2inz
|. If we

�x z ∈ C, then there exists a positive real number M such that |e
4inz + 1

e2inz
| ≤M . So

we have

|θ(z, τ)| ≤ M

2

∑
n∈Z

|e−πbn2|

∑
n∈Z

|e−πbn2| = 1 + 2.
∞∑
n=1

|e−πbn2|.

If we apply the d'Alembert's ratio test, same as example (3.4.1), we'll see that θ(z, τ)

converges, when z is �xed.

On the other hand, if we �x τ ∈ H, for any z ∈ C, there exists a positive real number

M such that |z| ≤M , as a result of this inequality, we have |e
4inz + 1

e2inz
| ≤ |e

4inM + 1

e2inM
|

. So |θ(z, τ)| ≤
∑
n∈Z
|e−πbn2||e

4inM + 1

e2inM
|.

|θ(z, τ)| ≤
∑
n∈Z

|e−πbn2 ||e
4inz + 1

e2inz
| = 1 + 2

∞∑
n=1

|e−πbn2 |e
4inM + 1

e2inM
.

Same as exapmple (3.4.1), if we apply the d'Alembert's ratio test, we get θ(z, τ)

converges when τ is �xed. Thus θ(z, τ) is convergent.

To �nd theta factor of this function, �rst we should calculate θ(z + aπ, τ) where aπ

is an element of Λ.

θ(z + aπ, τ) =
1

2

∑
n∈Z

eiπn
2τ (e2πin(z+aπ) + e−2in(z+aπ))

=
1

2

∑
n∈Z

eiπn
2τ (e2inze2inaπ + e−2inze−2inaπ).

Since n and a are integers, e2inaπ and e−2inaπ are equal to (−1)a. So we have

θ(z + aπ, τ) =
1

2

∑
n∈Z

(−1)aeiπn
2τ (e2inz + e−2inz)

= (−1)aθ(z, τ). (2.5)

Now we calculate θ(z + πτ) where πτ is an element of Λ.

θ(z + πτ, τ) =
1

2

∑
n∈Z

eiπn
2τ (e2πin(z+πτ) + e−2in(z+πτ))

=
1

2

∑
n∈Z

eiπn
2τ (e2inze2inπτ + e−2inze−2inπτ ).
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If we multiply both sides with (eπiτ )e2iz, we get

eπiτe2izθ(z + πτ, τ) =
1

2

∑
n∈Z

eiπn
2τeπiτe2inz(e2inze2inπτ + e−2inze−2inπτ )

=
1

2

∑
n∈Z

eiπn
2τ (e2inz+2inπτ+πiτ+2iz + e−2inz−2inπτ+πiτ+2ize−2inπτ ).

If we simplify the equation we get

θ(z + πτ, τ) = e−πiτe−2izθ(z, τ). (2.6)

Finally, to �nd the theta factor, for any element λ = aπ + bπτ of Λ, we calculate

θ(z + aπ + bπτ, τ). Using equation 2.5, we can see that

θ(z + aπ + bπτ, τ) = (−1)aθ(z + bπτ, τ)

= (−1)aθ(z + (b− 1)πτ + πτ, τ).

Using the equation 2.6 we get

θ(z + aπ + bπτ, τ) = (−1)ae−πiτe−2izθ(z + (b− 1)πτ)

= (−1)ae−πiτe−2izθ(z + (b− 2)πτ + πτ, τ)

= (−1)a+1(e−πiτe−2iz)2θ(z + (b− 2)πτ, τ).

If we simplify this equation b times with the same method, we get

θ(z + aπ + bπτ, τ) = (−1)a+b(e−πiτe−2iz)bθ(z, τ).

So theta factor of this theta function is (−1)a+b(e−πiτe−2iz)b.

We invite the reader to check that for Λ = Zπ + Zπτ , where τ ∈ H.

θ1(z, τ) =
1

2

∑
n∈Z

e(n+ 1
2

)2πτ (e(2n+1)iz + e−(2n+1)iz)

θ2(z, τ) =
1

2

∑
n∈Z

(−1)neπin
2τ (e2inz + e−2inz).

are also theta functions with theta factors eλ1 = (−1)a(e−πiτe−2iz)b and eλ2 =

(−e−πiτe−2iz)b, respectively, see (Bellman, 1961).
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Remark 2.1. Theta factor eλ(z) of Riemann theta function satis�es the following

condition :

eλ+λ′(z) = eλ(z + λ′)eλ′(z).

Indeed ; let λ = pτ + q and λ′ = p′τ + q′ be two elements of Λ. We have

eλ+λ′(z) = e(p+p′)τ+(q+q′)(z) = e−πi(p+p
′)2τ−2πi(p+p′)z

= e−πip
2τ−2πipp′τ−πi(p′)2τ−2πipz−2πip′z

= e−πip
2τ−2πipz−2πipp′τ .e−πi(p

′)2τ−2πip′z.

Since p, q ∈ Z then e−2πipq = 1. If we multiply both sides of equation with e−2πipq,

then we get

= e−πip
2τ−2πipz−2πipp′τ−2πipq.e−πi(p

′)2τ−2πip′z

= e−πip
2τ−2πip(z+p′τ+q).e−πi(p

′)2τ−2πip′z

= eλ(z + λ′).eλ′(z).

More generally, we have the following :

Lemma 2.2. All theta factors with respect to the lattice Λ, satis�es the following

condition

eλ+λ′(z) = eλ(z + λ′)eλ(z).

Proof. Let θ be theta function with theta factor eλ. So θ(z + λ) = eλ(z)θ(z) for

any λ ∈ Λ.

For any λ′ ∈ Λ, we can �nd θ(z+ (λ+λ′)) = eλ+λ′(z)θ(z) and also θ((z+λ) +λ′) =

eλ′(z + λ)θ(z + λ). If we equalize two equations then we have

eλ+λ′(z)θ(z) = eλ′(z + λ)θ(z + λ)

eλ+λ′(z)θ(z) = eλ′(z + λ)eλ(z)θ(z)

eλ+λ′(z) = eλ′(z + λ)eλ(z).

Theorem 2.3. Let φ(z) ∈ O∗(C) be holomorphic invertible function on C. For any

theta function θ(z) with theta factor eλ(z), the function f(z)φ(z) is also theta func-
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tion with theta factor
eλ(z)φ(z + λ)

φ(z)
.

Proof. Denote g(z) = f(z)θ(z). Then for any λ ∈ Λ we have

g(z + λ) = f(z + λ)θ(z + λ)

= eλ(z)f(z)θ(z + λ)

= eλ(z)θ(z + λ)
f(z)φ(z)

φ(z)

=
eλ(z)φ(z + λ)g(z)

φ(z)
.

Thus g(z) = f(z)φ(z) is a theta function with the theta factor
eλ(z)φ(z + λ)

φ(z)
.

De�nition 2.1. Two theta functions of {eλ} are called equivalent if they either

related by some holomorphic invertible function φ(z) or are obtained from each

other by translation of the argument z → z + λ.

Theorem 2.4. This is an equivalance relation.

Proof. Let eλ(z) and ẽλ(z) two theta factors of {eλ}. We say eλ ∼ ẽλ(z), if either

ẽλ(z) =
φ(z + λ)

φ(z)
(2.7)

or

ẽλ(z) = eλ(z + a). (2.8)

To show this is an equivalence relation, we must check three conditions. In 2.7 pick

φ(z) = c for all c ∈ C∗ then we have ẽλ(z) = eλ(z).

In 2.8 pick a = 0, then we have ẽλ(z) = eλ(z). So this relation is re�exive.

In 2.7, if we choose a holomorphic invertible function ψ(z) =
1

φ(z)
, then we have

ẽλ(z) =

1
ψ(z+λ)

1
ψ(z)

.eλ =
ψ(z)

ψ(z + λ)
.eλ

eλ =
ψ(z + λ)

ψ(z)
.ẽλ(z).

In 2.8, ẽλ(z + (−a)) = eλ(z + (−a) + a) = eλ(z). If we denote (−a) = b, then we

have ẽλ(z + b) = eλ(z).

To check transitivity, we'll investigate four di�erent cases.
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If ẽλ(z) = eλ(z + a) and e′λ(z) = ẽλ(z + b), then we have

ẽλ(z + b) = eλ(z + a+ b) = e′λ(z).

If ẽλ(z) = eλ(z + a) and e′λ(z) =
φ(z + λ)

φ(z)
ẽλ(z), then e′λ(z) =

φ(z + λ)

φ(z)
eλ(z + a).

Choose a = 0, then we have

e′λ(z) =
φ(z + λ)

φ(z)
eλ(z).

If ẽλ(z) = e′λ(z+ a) and ẽλ(z) =
φ(z + λ)

φ(z)
eλ(z), then e′λ(z+ a) =

φ(z + λ)

φ(z)
eλ(z+ a).

Also choose a = 0, then we have

e′λ(z) =
φ(z + λ)

φ(z)
eλ(z).

For the last case, if ẽ(z) =
φ(z + λ)

φ(z)
eλ(z) and e′(z) =

φ(z + λ)

φ(z)
ẽλ(z). If we use two

equations, we have e′(z) =
φ(z + λ)

φ(z)

φ(z + λ)

φ(z)
.

Set δ(z) = φ(z)φ(z) a holomorphic invertible function, then

e′λ(z) =
δ(z + λ)

δ(z)
eλ(z).

2.3 Elliptic Functions via Theta Function

De�nition 2.2. Let f be a meromorphic function on C. We say f is elliptic if

it is periodic in two R-linearly independent directions. Formally, f is an elliptic

function on C, if there exist two complex numbers u and v with
u

v
/∈ R, such that

f(z + u) = f(z) and f(z + v) = f(z) for all z ∈ C. If u and v are periods of f , then

all other periods of f , say w, can be written as mu+nv where m and n are integers.

Herein u and v are called fundamental periods of f and all elliptic functions have

fundamental periods, but they are not unique. Thus we can denote lattice of periods

of f by Λ = {mu+mv | (m,n) ∈ Z2}, it follows that f(z) = f(z+w) for all w ∈ Λ.

Example 2.3.1. Let Λ = 〈1, τ〉 be lattice with τ ∈ H. For all z ∈ C, the Weiers-

traÿ's ℘ function written as

℘(z; 1, τ) =
1

z2
+

∑
(m,n)∈Λ\(0,0)

{ 1

(z +m+ nτ)2
− 1

(m+ nτ)2

}
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is an elliptic function.

Example 2.3.2. Derivative of Weierstraÿ's elliptic function

℘′(z; 1, τ) =
−2

z3
−

∑
(m,n)∈Λ\(0,0)

2

(z +m+ nτ)3

is also an elliptic function.

Theorem 2.5. (Jones and Singerman, 1987) Given any elliptic function f on C

periodic with respect to the lattice Λ = 〈1, τ〉 (i.e. given any meromorphic function

f periodic with respect to 1 and τ), there are rational functions R1 and R2 in C(t)

such that f can be written as

f = R1(℘) + ℘′R2(℘).

Remark 2.2. Suppose F and G are two theta functions with respect to lattice

Λ = 〈1, τ〉, with the same theta factors. Then by de�nition for any λ ∈ Λ we have

F (z + λ, τ) = eλ(z)F (z, τ)

G(z + λ, τ) = eλ(z)G(z, τ).

By dividing two equations we get

F

G
(z + λ, τ) =

F

G
(z, τ) for all z ∈ C and λ ∈ Λ.

Denote f =
F

G
, so f is periodic with respect to Λ. By the theorem 2.5, there must

exist some rational functions R1 and R2 in C such that

F

G
= R1(℘) + ℘′R2(℘).

Theorem 2.6. We de�ne new function θ(x) = θ(z − (1
2
) − ( τ

2
) − x) where θ is

Riemann theta function. Fix a positive integer r and choose any two sets of r complex

numbers {xi} and {yj} such that
∑
i

xi −
∑
j

yj is an integer. Then the ratio of

translated theta functions

R(z) =

∏
i

xi∏
j

yj

is a meromorphic Λ-periodic function on C.

Proof. The function θ(x)(z) has zeroes at points x+ Λ. Note that

θ(x)(z + 1) = θ(z) and θ(x)(z + τ) = −e2πi(z−x)θ(z)

De�ne a new function R(z) of the ratio

R(z) =

∏
i

θ(xi)(z)∏
j

θ(yj)(z)
.
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It is clear that this function is meromorphic and periodic on C, i.e. R(z+1) = R(z).

So it must be Λ-periodic if and only if R(z + τ) = R(z). But

R(z + τ) =

m∏
i

θ(xi)(z + τ)

n∏
j

θ(yj)(z + τ)

= (−1)m−n

m∏
i=1

e−2πi(z−xi)θ(xi)(z)

n∏
j=1

e−2πi(z−yj)θ(yj)(z)

= (−1)m−ne
−2πi[(m−n)z+

∑
j
yj−

∑
i
xi]

R(z).

Thus extra factor (−1)m−ne
−2πi[(m−n)z+

∑
j
yj−

∑
i
xi]

have to be 1 for all z in C so m

must be equal to n and if so, this factor is 1 if and only if∑
i

xi −
∑
j

yj ∈ Z.

2.4 Modular Forms and Theta Functions

De�nition 2.3. A modular form of weight k for the modular group SL2(Z) is a

complex function f on H such that :

1) f is holomorphic on H.

2) For any z in H and any matrix γ =

a b

b c

 in SL2(Z), the equation f(
az + b

cz + d
) =

(cz + d)k f(z) is required to hold.

3) f is holomorphic at z =∞.

To de�ne holomorphicity at ∞, we introduce q = e2πiz, and note that q = e2πiz =

e2πi(x+iy) = e2πixe−2πy. And if we compute |q| = |e2πix|e−2πy| = e−2πy. If y → ∞
(i.e. Im(z) → ∞), then q → 0. This means Im(z) → ∞. We say that a function

f : H→ C is holomorphic at ∞, if f(z) =
∞∑
n=0

ane
2πinz is holomorphic at q = 0.

Example 2.4.1. For any c ∈ C, the constant function f(z) = c is a modular form.
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Indeed :

∂f

∂z̄
= 0,

f(
az + b

cz + d
) = c = f(z),

lim
Im(z)→∞

f(z) = c <∞.

So f is a modular form of weight 0.

Remark 2.3. Let f is a modular form of weight k.1 1

0 1

 ∈ SL2(Z), so we have f(z) = f(z + 1). We denote T for this matrix.0 −1

1 0

 ∈ SL2(Z), so we have f(−1
z

) = zkf(z). We denote S for this matrix.−1 0

0 −1

 ∈ SL2(Z), so we have f(z) = (−1)kf(z). This equality shows uS if

weight of modular form is odd, then it is equal to 0.

Theorem 2.7. The group SL2(Z) is generated by ;

S =

0 −1

1 0

 and T =

1 1

0 1

 .

Example 2.4.2. Consider Eisenstein Series Gn(z) =
∑

(a,b)∈Z2\(0,0)

1
(az+b)n

.

For γ =

p q

r s

 ∈ SL2(Z)

Gn(
pz + q

rz + s
) =

∑
(a,b)∈Z2\(0,0)

1

(a(pz+q
rz+s

) + b)n

=
∑

(a,b)∈Z2\(0,0)

(rz + s)n

(a(pz + q) + b(rz + s))n

= (rz + s)n
∑

(a,b)∈Zn\(0,0)

1

(a(pz + q) + b(rz + s))n

.

Set pa+ rb = A and qa+ sb = B. Now we de�ne a function φ such that :

φ : Z2/{(0.0)} → Z2/{(0.0)}
(c, d) 7→ (pa+ rb, qa+ sb)

.

We know

p q

r s

 ∈ SL2(Z). Suppose that gcd(p,r)=g. It means g/p and g/r and
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ps − qr = gp′s − gr′q = g(p′s − r′q) = 1 . So g/1 ⇒ g = 1. It is same for q and s

gcd(q,s)=1. So φ is surjective.

Let (x, y) and (x′, y′) two elements of Z2/{(0.0)}. Suppose φ(x, y) = φ(x′, y′)

(px+ ry, qx+ sy) = (px′ + ry′, qx′ + sy′),

A′ = px+ ry = px′ + ry′ & B′ = qx+ sy = qx′ + sy′,

p(x− x′) = r(y′ − y) & q(x− x′) = s(y′ − y),

gcd(p, r) = 1 & gcd(q, s) = 1,

p/y − y′ & r/x− x′,
q/y − y′ & s/x− x′,

Thus rl = x− x′, sn = x− x′, pk = y − y′, qm = y − y′ for k, l,m, n ∈ R

A′ = p(x′ + rl) + r(pk + y′) ⇒ px′ + ry′ + prl + prk = px′ + ry′. So rp(k + l) = 0.

B′ = q(sn+x′) + s(qm+ y′)⇒ qsn+ qx′+ sqm+ sy′ = qx′+ sy′. So qs(m+n) = 0.

If l + k = 0, then l = −k and pk = y − y′, −rk = x − x′. It means p and r are

divisible by k. It is contradiction, because gcd(p,r)=1. So l+ k 6= 0. Similar method

can be applied to m and n gives m + n 6= 0. These results show that pr = 0 and

qs = 0.

If p = 0, then y = y′ and q 6= 0⇒ s = 0⇒ x = x′ .

If r = 0, then x = x′ and s 6= 0⇒ q = 0⇒ y = y′.

Thus φ is injective.

Gn(
pz + q

rz + s
) = (rz + s)2

∑
(A,B)∈Z2

1

(Az +B)2
.

So Gn(z) is modular form of weight n.

Remark 2.4. To check f : H→ C is modular form of weight k, it su�ces to check

f(z + 1) = f(z) and f(−1
z

) = zkf(z).

In example 2.4.2, to show that Eisenstein Series is modular form, it would be enough

to check two transformations by using 2.4.

First check Gn(z + 1) =
∑

(a,b)∈Z2\(0,0)

1
(az+a+b)n

. Since (a, b) ∈ Z2, we can change the

variables (k, l) 7→ (a, a+ b). Then we get ;

Gn(z + 1) =
∑

(k,l)∈Z2\(0,0)

1

(kz + l)n
= Gn(z).
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Secondly, we check Gn(−1
z

).

Gn(
−1

z
) =

∑
(a,b)∈Z2\(0,0)

1

(a(−1
z

) + b)n

=
∑

(a,b)∈Z2\(0,0)

zn

(−a+ bz)n

= zn
∑

(a,b)∈Z2\(0,0)

1

(bz − a)n
.

Also changing variables (k, l) 7→ (b,−a) then we get

Gn(
−1

z
) = zn

∑
(k,l)∈Z2\(0,0)

1

(kz + l)n

= znGn(z)

Theorem 2.8. Eisenstein series Gn(z) =
∑

(a,b)∈Z2\(0,0)

1
(az+b)n

converge absolutely and

uniformly on upper half plane, when k > 2.

Proof. Let z = x+ yi be an element of H, such that |x| ≤ p, y ≥ r. Then we have

the inequality

|(az + b)2| = (ax+ b)2 + a2y2 ≥ (ax+ b)2 + a2q2.

If we �x a and b, we'll analyse two cases ; the �rst case is |b| ≤ 2p|a|and the second

is |b| ≥ 2p|a|. From the �rst case, we have

|az + b|2 ≥ a2q2 ≥ q2

2
a2 +

q2

2(2p)2
≥ min{q

2

2
,
q2

8p2
}(a2 + b2).

From the second case, if we apply triangle inequality, then we have

|az + b|2 ≥ (|ax| − |b|)2 + a2q2 ≥
( |b|

2

)2
+ a2q2 ≥ min{1

4
, q2}(a2 + b2).

Associating both cases and putting

c = min{q
2

2
,
q2

8p2
,
1

4
, q2},

we get the inequality

|az + b| ≥ c(a2 + b2)
1
2 for all a, b ∈ Z, z ∈ H.

This inequality implies that for any z ∈ H, we have
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|Gn(z)| ≤ 1

cn

∑
(a,b)∈Z2\(0,0)

1

(a2 + b2)1/2
.

We rearrange the sum by grouping together for each �xed k = 1, 2, 3, ... all pairs

(a, b) with max = {|a|, |b|} = k. Note that for each k pairs, there are 8k pairs (a, b),

each of which satis�es

k2 ≤ (a2 + b2)2.

From this inequality we get

|Gn(z)| ≤
∞∑
k=1

1

cn

=
8

cn

∞∑
k=1

1

kn−1

which is �nite and independent of z.

So far, in this chapter, we have been occupied with the behaviour of θ(z, τ) for its

�rst component. But, it has also a behaviour as a function of τ . θ is periodic up to a

factor for a group acting z and τ . If we have two generators of Λτ = 〈1, τ〉, written
as aτ + b and cτ + d, we could have made theta functions. They were periodic

with respect to z 7→ z + cτ + d and up to a factor for z 7→ z + aτ + b which is

exponential. Then the new theta functions don't be very di�erent from originals.

Fix any

a b

c d

 ∈ SL2(Z) and assume that multiplication of each columns are

even. That is to say ab and cd are even.

Now, we consider the function θ((cτ + d)w, τ). When we replace w by w + 1, the

function does not change except for a factor which is exponential. It is easy to

�nd out an factor eAw
2
. This factor corrects τ((cτ + d)w, τ) to a periodic function

w 7→ w + 1. Actually, let

υ(w, τ) = eπic(cτ+d)w2

θ((cτ + d)w, τ).

Then if we make some simple calculations, we would have

υ(w + 1, τ) = υ(w, τ).

On the other hand, the periodic behaviour of θ for z 7→ z+τ gives the second period

for υ,
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υ(w +
aτ + b

cτ + d
, τ) = e−πi

aτ+b
cτ+d

−2πiwυ(w, τ)

This time we make some calculations, by de�nition we have

υ(w +
aτ + b

cτ + d
, τ)

θ((cτ + d)w + aτ + b, τ)
= eπic(cτ+d)w2+2πicw(aτ+b)+πic

(aτ+b)2

cτ+d

and

θ((cτ + d)w + aτ + b, τ)

υ(w, τ)
=

e−πia
2τ−2πiaw(cτ+d)θ((cτ + d)w, τ)

eπic(cτ+d)2θ((cτ + d)w, τ)

= e−πia
2τ−2πiaw(cτ+d)−πic(cτ+d)2 .

We know that determinant of a matrix in SL2(Z) is 1, so we have ad − bc = 1, by

multiplying two equations above, we get ;

υ(w +
aτ + b

cτ + d
, τ)

υ(w, τ)
= e−2πiw(ad−bc)+πic (aτ+b)

2

cτ+d
−πia2τ

= e−2πiw− πi
cτ+d

(a2τ(cτ+d)−c(aτ+b)2)

= e−πiw−
πi
cτ+d

(a2dτ−2abcτ−b2c).

If we factorise the exponent, we get

a2dτ − 2abcτ − b2c = a(ad− bc)τ − ab(cτ + d) + b(ad− bc)

= (aτ + b)− ab(cτ + d).

We assumed that ab is even so we had what we want. On the other hand, for

τ ′ =
aτ + b

cτ + d
, the unique function invariant under Λτ ′ is θ(w, τ ′). Thus, we have

υ(w, τ) = ψ(τ)θ(w, (
aτ + b

cτ + d
))

for some function ψ(τ). Say it di�erently, if w =
z

cτ + d
, then

θ(z, τ) = ψ(τ)e
−πicz2
(cτ+d) θ(

z

(cτ + d)
,
(aτ + b)

(cτ + d)
).
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For evaluating ψ(τ), note that the property "zeroth term in Fourier expansion of

θ(z, τ) is 1" is normalised θ(z, τ). That is to say∫ 1

0

θ(w, τ) dy = 1.

From here

ψ(τ) =

∫ 1

0

υ(w, τ) dy =

∫ 1

0

eπic(cτ+d)w2

θ((cτ + d)y, τ) dy.

If we continue calculating, �nally we will �nd that

ψ(τ) =
1

c(
(τ + d)/c

i
)
1
2

∑
1≤n≤c

e
πin2d
c .

Theorem 2.9. (Mumford, 2007) For all τ ∈ H, given γ =

a b

c d

, with ab and

cd are even, there exists a function η which is eighth root of 1, then we have

(E1) : θ(
z

cτ + d
,
aτ + b

cτ + d
) = η(cτ + d)

1
2 e

πicz2

cτ+d θ(z, τ).

By assuming c ≥ 0 and d > 0, we get Im(cτ + d) ≥ 0 and choose (cτ + d)
1
2 . We

evaluate two cases, to �x η, c > 0

� If d is odd and c is even, then η = i
1
2

(d+1)(
c

|d|
).

� If d is even and c is odd, then η = e
−πic

4 (
d

c
).

De�nition 2.4. We call level of a an elliptic modular form f to an integer N such

that

ΓN =
{a b

c d

 ∈ SL2(Z) | b, c ≡ 0(mod N), a, d ≡ 1(modN)
}

here the set of ΓN is a subgroup of SL2(Z).

Theorem 2.10. (Mumford, 2007) The square of Riemann Theta function θ(z, τ)

is a modular form with weight 1 and level 4.



3 THETA FUNCTIONS ASSOCIATED TO QUADRATIC FORMS :

INDEFINITE CASE

In previous chapter, we worked on de�nite theta functions and their properties. In

addition there are inde�nite theta functions. To obtain these functions, we should

de�ne new sets. At the �rst section, we'll de�ne these new sets and obtain inde�nite

theta functions, and then we'll mention their properties.

3.1 Basic De�nitions

Let A be symmetric 2×2 matrix with integer coe�cients. We consider the quadratic

form Q : R2 → R, and the associated bilinear form B(x, y) =
1

2
(Q(x + y) −

Q(x)−Q(y)) with Q(x) =
1

2
〈x,Ax〉. Now we assume that Q has type (1, 1), i.e., Q

is negative de�nite on 1 dimensional linear subspace of R2. Then the set of vectors

c ∈ R2 with Q(c) < 0 has two components. If B(c1, c2) < 0, then c1 and c2 belong

to the same component, if not then c1 and c2 belong to opposite components. Let

CQ be one of the two components. If c0 is a vector in that component, then CQ is

given by : CQ = {c ∈ R2 : Q(c) < 0, B(c, c0) < 0}. We further de�ne

SQ = {c = (c1, c2) ∈ Z2 : pgcd(c1, c2) = 1, Q(c) = 0, B(c, c0) < 0}.
Example 3.1.1. In previous example, we see that the bilinear form associated to

the quadratic form Q which is de�ned by the matrix A in the Example 1.3.1 is

B(X, Y ) = x1y1 − x1y2 − x2y1 − 3x2y2.

Figure 3.1: Negative De�nite Areas of Q(c)
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Q(c) is negative de�nite for c ∈ A or c ∈ B where A is the set of following system

of inequalities

{x+ y > 0, x− 3y < 0}

and B is the set of solutions of the

{x+ y < 0, x− 3y > 0}.

Set A and set B to be the shaded areas in Figure 3.1. Let c1 = (0, 2) and c2 = (0,−1),

then we get B(c1, c2) = 6 > 0. It is clear to see in the picture, c1 ∈ A and c2 ∈ B so

they belong to opposite components. And if we choose c1 = (0, 2) and c2 = (0, 3),

then we get B(c1, c2) = −18 < 0. Both c1 and c2 belong to same component A. Thus

we get CQ = A ∪B.
Let c0 ∈ CQ and Q(c) = 0, so c is the boundary point. For this example there

are only four boundary vectors which are primitive and satisfy B(c, c0) < 0. So

SQ = {(1,−1), (−1, 1), (3, 1), (−3,−1)}.

For some cases SQ can be empty, for example A =

1 0

0 3

. Further we put CQ :=

CQ ∪ SQ and for c ∈ CQ we de�ne

R(c) =

 R2 if c ∈ CQ;

{a ∈ R2 : B(c, a) /∈ Z} if c ∈ SQ.

and

D(c) := {(z, τ) ∈ C2 ×H :

(
Im(z1)

Im(τ)
,
Im(z2)

Im(τ)

)
∈ R(c)},

where z = (z1, z2) is an element of C2.

Example 3.1.2. In example 3.1.1, if we choose c ∈ A∪B, then we have R(c) = R2.

On the other hand, if we choose c ∈ SQ, for instance c = (3, 1), then

R((3, 1)) = {a = (a1, a2) ∈ R2 : B((3, 1), (a1, a2)) /∈ Z}

= {a = (a1, a2) ∈ R2 : B((3, 1), (a1, a2)) = (2a1 − 6a2) /∈ Z}.

So, all elements in Z2 is not an element of R((3, 1)), however (3,
2

7
) is an element of

R((3, 1)).
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De�nition 3.1. Let c1, c2 ∈ CQ. For (z, τ) ∈ D(c1) ∩D(c2), we say θa,b(z, τ) theta

function of the indefenite quadratic form Q, with respect to (c1, c2), such that

θ(z, τ) = θc1,c2a,b (z, τ) := e−2πiQ(a)τ−2πiB(a,b)θa,b

=
∑
n∈Z2

ρ(n+ a, τ)e2πiQ(n)τ+2πiB(n,z),

where ρ(ν, τ) is de�ned by

ρ(ν, τ) = ρc1,c2(ν, τ) := ρc1(ν, τ)− ρc2(ν, τ)

with

ρc(ν, τ) =

 E(
B(ν,τ)
√
Im(τ)√

−Q(c)
) if c ∈ CQ;

sgn(B(c, ν)) if c ∈ SQ.

where E(z) = 2
∫ z

0
e−πu

2
du.

And with a, b ∈ R2 de�ned by z = aτ + b, so a = Im(z)
Im(τ)

and b = Im(zτ)
Im(τ)

Example 3.1.3. For all X = (x1, x2) ∈ Z2, consider the inde�nite quadratic form

Q(X) = x2
1 − x1x2 − x2

2. For all Y = (y1, y2) ∈ Z2, the bilinear form associated to

this quadratic form is B(X, Y ) = 2x1y1 − 2x2y2 − x1y2 − x2y1. Let c1 = (0, 2) and

c2 = (3, 0) be two elements of CQ. By de�nition

ρc1,c2(n+ a, τ) = ρc1(n+ a, τ)− ρc2(n+ a, τ)

ρc1(n+ a, τ) = E(
B(c1, n+ a)

√
Im(τ)√

−Q(c1)
)

ρc2(n+ a, τ) = E(
B(c2, n+ a)

√
Im(τ)√

−Q(c2)
).

Since the function E is de�ned as an integral, ρci are real valued functions with

respect to n and ci with i = 1, 2. So say ρc1(n+a, τ) = An,c1 and ρ
c2(n+a, τ) = An,c2 .

Since c1 and c2 are elements of CQ, D(c) = C2 × H. Let (z, τ) = (z1, z2; τ) be an

element of D(c), then theta function of quadratic form Q with respect to c1 and c2

is

θc1,c2a,b =
∑
n∈Z2

(An,c1 − An,c2)e2πiQ(n)τ+2πiB(n,z).

If we calculate Q and B we get
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θc1,c2a,b =
∑

n=(n1,n2)∈Z2

(An,c1 − An,c2)e2πi(n2
1−n1n2−n2

2)τ+2πi(2n1z1−2n2z2−n1x2−n2z1).

3.2 Properties of Inde�nite Theta Function

In this section, we will give some properties and some transformations of inde�nite

theta functions. To be able to prove them, �rst we will give a lemma.

Lemma 3.1. Let f be any holomorphic function.
∫ z

0
f(u)du = −

∫ −z
0

f(u)du if f is

even.

Proof. Denote F (z) =
∫ z

0
f(u).du so F (−z) =

∫ −z
0

f(u)du. By replacing u with

−t, we get
F (−z) =

∫ z

0

f(−t)(−dt) =

∫ z

0

−f(t)dt = −F (z).

So since F (z) = −F (−z), we have proved the lemma.

Proposition 3.1. The inde�nite theta functions satisfy :

1) For (z, τ) ∈ D(c1) ∩ D(c2) ∩ D(c3) and c1, c2, c3 are elements of CQ, we have

θc1,c2 + θc2,c1 = 0 and θc1,c2 + θc2,c3 + θc3,c1 = 0.

2)For all ν ∈ A−1Z2 and λ ∈ Z2, we have θ(z+λτ+ν, τ) = e−2πiQ(λ)τ−2πiB(z,λ)θ(z, τ).

3)θ(−z, τ) = −θ(z, τ).

4) θc1,c2 is continuous function on CQ × CQ.
5) Let c1, c2 ∈ CQ, c3 ∈ SQ and (z, τ) ∈ D(c3). Set c(t) = c3 + tc2. Then c(t) =∈ CQ.
6) Let D′(c) := {(z, τ) ∈ D(c)| ( z

τ
,− 1

τ
) ∈ D(c)} = {(aτ + b, τ)| τ ∈ H, a, b ∈

R2, B(c, a) /∈ Z, B(c, b) /∈ Z}. If (z, τ) ∈ D′(c1) ∩D′(c2) then

θ(
z

τ
,−1

τ
) =

i√
− detA

(iτ)r/2
∑

p∈A−1Z2/Z2

e2πiQ(z+pτ)/τθ(z + pτ, τ).

Proof. Proof of (1) follows from relations of ρc1,c2 .

For (2), it is easy to see that θ(z + ν, τ) = θ(z, τ) for ν ∈ A1Z and by replacing n

by n+ λ we get θ(z + λτ, τ) = e−2πiQ(λ)τ−2πiB(z,λ)θ(z, τ).

For the proof of (3), the function f(u) = e−u
2
is even we can clearly see this in power

series of f(u)

f(u) = e−u
2

=
∞∑
n=0

(−1)n
πnu2n

n!
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is even function. By using Lemma 3.1, we know that E(z) is an odd function. On

the other hand, it is obvious that sgn function is odd function. Thus, as ρ is also an

odd function.

θ(−z, τ) =
∑
n∈Z2

ρ(n− a, τ)e2πiQ(n)τ+2πiB(n,−z)

by replacing n to −n we get

θ(−z, τ) =
∑
−n∈Z2

ρ(−n− a, τ)e2πiQ(−n)τ+2πiB(−n,−z).

Since Q(−n) =
1

2
〈−n,−An〉 = Q(n), B(−n,−z) = B(n, z) and we showed that ρ

is odd function so we have

θ(−z, τ) =
∑
−n∈Z2

ρ(−n− a, τ)e2πiQ(−n)τ+2πiB(−n,−z)

=
∑
n∈Z2

−ρ(n+ a, τ)e2πiQ(n)τ+2πiB(n,z)

= θ(z, τ).

Corollary 3.1. (Zwegers, 2012) The inde�nite theta function θa,b satis�es following

transformation properties ;

1) θa+λ,b = θa,b for all λ ∈ R2.

2) θa,b+ν = e2πiB(a,ν)θa,b for all ν ∈ A−1Z2.

3) θ−a,−b = −θa,b.
4) θa,b(τ + 1) = e−2πiQ(a)−πiB(A−1A∗,A)θa,a+b+ 1

2
A−1A∗(τ) with A

∗ the vector of diagonal

elements of A.

5) If a, b ∈ R(c1) ∩R(c2) then

θa,b(−
1

τ
) =

i√
− detA

(−iτ)r/2e2πiB(a,b)
∑

p∈A−1Z2modZ2

θb+p,−a(τ).



4 CONCLUSION

In this thesis, theta functions corresponding to positive de�nite binary quadratic

forms is investigated. As is well known, these theta functions are convergent with

respect to both of its variables z and t, whose convergence is a consequence of the

�niteness of the number of representations of a given positive integer by the given

positive de�nite binary quadratic form. Due to the symmetry properties of these

functions, these theta functions play a key role in both producing elliptic functions

and modular forms.

Whenever the binary quadratic form is inde�nite however a word for word de�nition

does lead to a divergent theta function. We observe that the factor (introduced by

S.Zwegers) forces the in�nite sum to converge yet this new series does not converge

absolutely. Therefore, we obtain a function of two complex variables and another

variable in the upper half space. The symmetries of these new theta functions with

respect to both variables are studied.

In the light of the results obtained concerning the symmetry relations of these new

theta functions we believe that it should be possible to use these new family of theta

functions in producing :

� functions de�ned on abelian surfaces, and

� modular forms.
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APPENDIX A UPPER HALF-PLANE

The upper half plane is de�ned as the set of all complex numbers with positive

imaginary part, and denoted H:

H = {z ∈ C | Im(z) > 0}.

The set D = {z ∈ C | |z| < 1} is called unit disk.
Let U and V be two subsets of C and f : U → V be a holomorphic function. We

call f is biholomorphic, if f is bijective and its inverse omoromorphic.

Figure APPENDIX A.1: Upper Half Plane and Unit Disk

The Cayley Transformation is the mapping of the upper half plane to the unit

disk, given by

κ : H → D

z 7→ z − i
z + i

.

It is clear to see that
∂

∂z̄
(κ(z)) = 0. So κ is a holomorphic. κ is surjective because

any element y of D can be written y =
z − i
z + i

. Indeed, we get z =
i(y + 1)

1− y
. This

is an element of H because

∣∣∣∣i(y + 1)

1− y

∣∣∣∣ = |i|
∣∣∣∣y + 1

1− y

∣∣∣∣ =
|y + 1|
|1− y|

, since y ∈ D, |y + 1|

never vanishes, so
|y + 1|
|1− y|

> 0. κ is surjective.



40

To show κ is bijective function, we should �nd its inverse.

κ−1 : D → H

z 7→ i(z + 1)

−z + 1
.

Now we compute κ ◦ κ−1(z).

κ ◦ κ−1(z) = κ(
i(z + 1)

−z + 1
)

=

i(z+1)
−z+1

− i
i(z+1)
−z+1

+ i

=
iz + i+ iz − i
iz + i− iz + i

= z.

Thus H and D are biholomorphic.

Lemma(Schwarz Lemma). If F : D → D is a holomorphic function and if

F (0) = 0, then

|F (z)| ≤ |z| and |F ′(0)| ≤ 1.

If either |F (z)| = |z| for some z 6= 0 or |F ′(0)| = 1, then F is a rotation. (i.e

F (z) = eiθz for some θ ∈ [0.2π].) We'll use Schwarz's Lemma to determine all auto-

morphisme of D. First note that ρθ : D 7→ D sends z to eiθz is an automorphism

of the unit disk. In addition, a ∈ C with |a| < 1, we de�ne a function φa, from D to

itself, given by;

φa : D → D

z 7→ z − a
1− āz

.

Let z0 ∈ ∂D, then |zo| = 1 and z0 = eiθ0

|φa(z0) =

∣∣∣∣ eiθ0 − a1− āeiθ0

∣∣∣∣ =
|eiθ0 − a|

|eiθ0 ||e−iθ0 − ā|
.
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Set eiθ0 − a = w, so we get w̄ = e−iθ0 − ā

|φa(z0)| = |w|
|w̄|

= 1.

According to maximum modulus principle, |φ| attains its maximum on the boundary.

So |θa(z0)| < 1 in D.

The inverse of φa is (φa)
−1(z) : D→ D such that (φa)

−1(z) =
z + a

1 + āz
.

φa(z) ◦ (φa)
−1(z) = φa(

z+a
1+āz
− a

1− ā z+a
1+āz

)

=
z + a− a− āaz
1 + āz − āz − āa

=
z(1− |a|)

1− |a|
.

According to de�niton |a| < 1, (1− |a|) 6= 0 thus φa(z) ◦ (φa)
−1(z) = z. This shows

that φa is bijective and since
∂

∂z̄
(φa(z)) = 0, φa is also holomorphic function.

So φa : D→ D is a holomorphic automorphism.

If F : D → D is any holomorphic automorphism, then there exist a ∈ D and

θ ∈ [0, 2π) such that F = φa ◦ ρθ.

Figure APPENDIX A.2: Automorphism of the Unit Disk
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Since φa and f are biholomorphic functions F = φa ◦ f is also biholomorphic, thus

F−1 : D → D is biholomorphic function too. F−1(0) = 0, according to Schwarz

Lemma |(F−1)′(0)| ≤ 1

F : D→ D , F (0) = 0⇒ |F ′(0)| ≤ 1,

F−1 : D→ D , F−1 = 0⇒ |(F−1)′(0)| ≤ 1,

|(F−1)′(0)| = 1

|(F )(0)|
| ≤ 1.

If we use the equations above, it is easy to see that |F ′(0)| = 1, according to Schwarz

Lemma, F is a rotation. Thus F (z) = eiθ0z = φf(0) ◦ f i.e. (θf(o))
−1 = φ−f(0) ⇒

φ−f(0) ◦ ρθ = f . This shows us any biholomorphic function of D is a composition of

φa and ρθ. Conversely, any composition of φa and ρθ is a biholomorphism of D. So

we proved:

Theorem APPENDIX A.1. For any biholomorphism f : H → H, there are

some a ∈ D and some θ ∈ [0.2π] such that f = κ−1 ◦ (φa ◦ fθ) ◦ κ.

The special linear group SL2(Z) is the group of all integer 2 × 2 matrices with

determinant one.

SL2(Z) :=


 a b

c d

 | ad− bc| = 1

 .

More specially, we denote PSL2(R), the group of SL2(R)/{±1} PSL2(Z) is a sub-

group of PSL2(R).

Two particular elements of PSL2(Z) are

S =

0 −1

1 0

 , T =

1 1

0 1

 .

The matrix S2 = I2, T n =

1 n

0 1

 and (ST )3 = I2 with ST =

0 −1

1 1

. S and

T generates SL2(Z).
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