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ABSTRACT

Due to the increase in energy demand, many countries suffer from energy poverty be-
cause of insufcient and expensive energy supply. Plans to use alternative power like
nuclear power for electricity generation are being revived among developing countries.
Decisions for installation of power plants need to be based on careful assessment of fu-
ture energy supply and demand, economic and nancial implications and requirements
for technology transfer. Since the problem involves many vague parameters, a fuzzy
model should be an appropriate approach for dealing with this problem. This study de-
velops a Fuzzy Multi-Objective Linear Programming (FMOLP) model for solving the
nuclear power plant installation problem in fuzzy environment. FMOLP approach is rec-
ommended for cases where the objective functions are imprecise and can only be stated
within a certain threshold level. The proposed model attempts to minimize total duration
time, total cost and maximize the total crash time of the installation project. By using
FMOLP, the weighted additive technique can also be applied in order to transform the
model into Fuzzy Multiple Weighted-Objective Linear Programming (FMWOLP) to con-
trol the objective values such that all decision makers target on each criterion can be met.
The optimum solution with the achievement level for both of the models (FMOLP and
FMWOLP) are compared with each other. FMWOLP results in better performance as the
overall degree of satisfaction depends on the weight given to the objective functions. Nu-
clear power plant installation problem for Turkey demonstrates the feasibility of applying

the proposed models in real world cases.

Keywords: Project Management - Nearest Weighted Interval Approximation Method -

Goal Programming - Fuzzy Multi-Objective Linear Programming - Nuclear Power Plant
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OZET

Enerji talebindeki artis nedeniyle, bir¢ok iilke yetersiz ve pahali enerji arzindan dolayi
enerji yoksullugu ile kars1 karstyadir. Elektrik iiretimi icin niikleer giic gibi alternatif
gii¢ kullanma planlari, gelismekte olan iilkeler arasinda yeniden canlanmaktadir. Enerji
santrallerinin kurulumuna iliskin kararlar, gelecekteki enerji arzinin ve talebin dikkatli
bir sekilde degerlendirilmesine, ekonomik ve finansal sonuclara ve teknoloji transferine
yonelik gereksinimlere dayanmalidir. Birgok belirsiz parametreyi icerdiginden, bu prob-
lemle basa ¢ikmak i¢in bulanik bir model uygun bir yaklasimdir. Bu calisma, bulanik
ortamda niikleer santral kurulum problemini ¢6zmek i¢in Bulanik Cok Amacli Dogrusal
Programlama (BCADP) modelini gelistirmektedir. BCADP yaklasimi, amag¢ fonksiyon-
larinin kesin olmadigir durumlarda ve sadece belirli esik seviyesinde belirtilebilen durum-
lar icin onerilir. Onerilen model, toplam proje siiresini, toplam maliyeti en aza indirm-
eye ve toplam erkene ¢cekme siiresini en list diizeye ¢ikarmay1 hedeflemektedir. BCADP
kullanarak, tiim etkenlerin her bir kritere gore hedeflenmesi icin objektif degerlerin kon-
trol edilmesi amaciyla; modelin Bulanik Cok Amacgh Agirlikli Dogrusal Programlamaya
(BCAADP) doniistiiriilmesi i¢in agirlikli model de uygulanabilir. Her iki model icin
(BCADP ve BCAADP) bagar seviyesi ile optimum ¢oziim birbiriyle karsilagtirilmistir.
BCAADP, genel memnuniyet derecesinin amag¢ fonksiyonlarina verilen agirliga bagh
olmasindan dolayi, daha iyi performansla sonuglanir. Uygulama sahasi olarak segilen
Tiirkiye i¢in niikleer santral kurulum probleminde, 6nerilen modellerin uygulanabilirligi

gosterilmektedir.

Anahtar Kelimeler: Proje Yonetimi - En Yakin Agirlikli Aralik Yaklasimi Yontemi -

Hedef Programlama - Bulanik Cok Amaclh Dogrusal Programlama - Niikleer Gii¢ Santrali
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1 INTRODUCTION

This chapter clarifies the context of the research and author’s motivation. Furthermore,
the objectives and contributions of the study are highlighted. The organization of this

thesis is detailed and the forthcoming chapters are briefly presented.

1.1 Context and Motivations

In order to stabilize the growth of countries and the need for electricity, renewable, non-
renewable and nuclear energy must be used. Nuclear energy is one of the most practical
ways to meet energy demands. That is why nuclear power plant installation seems to be
an important subject for the country’s development. As a developing country, Turkey’s
energy production and energy consumption is continuously increasing. Therefore, the
country should meet this increasing demand with more domestic production and accord-
ingly reduce the dependence on foreign countries by making new investments in energy.
Turkey is largely dependent on fossil fuels such as petroleum, natural gas and coal which
make up a significant part of energy intake. Renewable and nuclear energy resources can
be considered as some of the most effective solutions for Turkey as clean and sustain-
able energy. They have fewer effects on the environment as compared to fossil energy
resources. It is also important to note that nuclear and renewable energy resources re-
duce CO, emissions and assist in protecting the environment. "Nuclear energy is seen
by government as an important way of diversifying energy types, cheap, sustainable, eco-
friendly and reducing this dependence" (Udum, 2010). But the construction of a nuclear
power plant is a very complex project management task that requires a huge investment,
time and attention. Project scheduling is a helpful tool for monitoring and controlling
activities in large-scale projects. With the project scheduling, the critical activities of
the project and the completion period are calculated from the periods of these activities
by looking at the relations with the precursors. The first step in project scheduling is to
demonstrate the project as a whole with a network diagram, in line with the premise of the

activities with respect to each other. Thanks to the network diagram, it is easy to follow



what activity is coming before or after. After this step, the critical path of the project
must be identified and the completion period calculated. The need for effective methods
of management and control of large and complex projects has led to the emergence of two
basic techniques in this area. These are Critical Path Method (CPM) and Project Evalu-
ation and Review Technique (PERT) and network diagrams are used at the basis of both

techniques.

Because of the nature of project management, uncertainties are very high and fuzzy multi-
objective decision making methods can be a useful tool. Zimmermann’s linear program-
ming methods and the fuzzy set theory of Bellman and Zadeh combine to "achieve ef-
fective results in project planning and develop strategies that are more relevant to the ob-
jectives" (Zimmermann, 1978; Bellman and Zadeh, 1970). Fuzzy set theory is a method
that offers a solution for the model where the individuality and uncertainty are at a high
level. This theory has allowed the real world to be expressed mathematically, so that the
definite boundaries created by classical mathematics are overcome and uncertainty takes
place in the decision-making process. The widespread use of fuzzy set theory in almost
every area of science and technology has broadened the scope of its classical operations
research studies with new expansions to decision making in industrial systems. This the-
ory is widely used in navigation research, linear programming, nonlinear programming,
goal programming, dynamic programming, transport models, game theory and network
problems. In many studies, fuzzy logic has been included in mathematical modeling.
For example, decisions for installation of power plants need to be based on careful as-
sessment of future energy supply and demand, economic and nancial implications and
requirements for technology transfer. Since the problem involves many vague parame-

ters, a fuzzy model should be an appropriate approach for dealing with this problem.

This study develops a fuzzy multi-objective linear programming (FMOLP) model for
solving the nuclear power plant installation problem in fuzzy environment. FMOLP ap-
proach is recommended for cases where the objective functions are imprecise and can only
be stated within a certain threshold level. The proposed model attempts to minimize total
duration time, total cost and maximize the total crash time of the installation project. By

using FMOLP, the weighted additive technique can also be applied in order to transform



the model into Fuzzy Multiple Weighted-Objective Linear Programming (FMWOLP) to
control the objective values such that all decision makers target on each criterion can be
met. The optimum solution with the achievement level for both of the models (FMOLP
and FMWOLP) are compared with each other. FMWOLP results in better performance
since the degree of the overall satisfaction does not simply impersonate the membership
degree of the worst objective. The application demonstrates the feasibility of applying the

proposed models to nuclear power plant installation problem.

1.2 Aims and Objectives

The establishment of a nuclear power plant is a sensitive issue for the society. The con-
struction decision is taken as a result of strict inspections, and the implementation phase is
very difficult. Since it is a very large scale project, time and cost balance should be estab-
lished well. Based on this problem, this thesis aims to provide cost and time balance in the
management phase of a large scale project, and it proposes a fuzzy multi-objective deci-
sion making approach. The proposed model brings a new approach to existing models al-
ready present in the literature. For the first time, two subjects such as FMOLP-FMWOLP
and project planning are combined on nuclear power plant subject. Nearest interval ap-
proximation methodology and goal programming methodology are used to generate the

weights of the objective functions without the need for consistency check.

Accordingly, the objectives of this thesis are to:

Propose a nuclear power plant installation project decision-making framework;

Implement CPM-PERT in nuclear power plant installation project;

Express project network as a linear programming model with algebraic linear ex-

pressions which is describing the objective function and constraints;

Set total time, total crash time and total cost as objective functions and establish

fuzzy multi-objective linear programming model;



e Add opinions of decision makers as weights of objectives to established fuzzy mul-

tiple weighted-objective linear programming model;
e Observe the effect of decision makers on the model comparing the two models;

e Choose the less costly, shorter nuclear power plant installation project plan.

1.3 Original Contributions

A new approach to existing techniques is introduced in the proposed model. The main
contribution of this study is the use of Nearest Interval Approximation and goal program-
ming to obtain the importance weight of the objectives in FMWOLP models. Therefore,
deriving the weights of criteria even from inconsistent fuzzy comparison matrix would
be possible with nearest interval approximation and goal programming approach. These
techniques are combined with the CPM-PERT model used in project management. The
new combined models are applied for the first time in a nuclear power plant installation
project data. As a result of the study, duration of some activities are shortened and the
total cost is reduced by taking into account the time-cost balance. The two applied models
are compared and by making a less costly planning, the feasibility of the proposed models

is shown in a nuclear power plant installation project.

In addition, this study contributes to the literature with a conference paper (Cakir and

Ulukan, 2019) and an article (Cakir and Ulukan, 2020) .

1.4 Thesis Organization

This thesis consist of four main part and eleven chapters. As in Figure 1.1, the first part
is introduction of the study. This part explains context of research, author’s motivation,
aims and objectives of thesis and layout of the study. The second part details the content
of thesis. All techniques required for application are introduced. Details of the technique
and literature review are given on each subject. At the end of this part, two models are

proposed with all the techniques introduced. The third part is experimental. A detailed



research is included in the field of application. Then, the hybrid models presented in the
second part are applied. In the fourth section, the general structure of the study is eval-
uated and the results are commented on. The results of the two models are compared.
Suitability of methods and limitations of the study are discussed. The ideas are put for-

ward for future research.

000 PART 1:

r] PART 2: ‘ PART 3:
INTRODUCTION ﬂ THEORICAL ' EMPIRICAL
[]D\] PART E\/‘7 PART A PART

Chapter 1: Chapter 2: Chapter 9:
Introduction Project Plannning Nuclear Energy

Chapter 3: Chapter 10:
Fuzzy Set Theory Applicaiton

Chapter 4:
Fuzzy Multi-
Objective Linear
Programming

Chapter 5:
Pairwise
Comparison Matrix

Chapter 6:
Nearest Interval
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The remainder of the thesis is organized as chapters as follows:

In Chapter 2, techniques such as Gantt Chart, PERT and CPM used in project planning
are examined. These techniques are compared with each other and their use in project
management is shown. Project compression and crashing cost are mentioned. At the end

of the chapter, publications on this subject are listed.

In Chapter 3, fuzzy set theory is examined. Triangular and trapezoidal fuzzy numbers are
defined and their operators are shown. Also, comparison of fuzzy numbers is included.

At the end of the chapter, publications on this subject are listed.

In Chapter 4, fuzzy multi-objective linear programming model is examined. Firstly, linear
programming structure is examined and multi-objective programming is included. By
adding fuzzy numbers to these models, fuzzy multi-objective linear programming and
fuzzy multiple weighted-objective linear programming models are examined. At the end

of the chapter, publications on this subject are listed.

In Chapter 5, pairwise comparison matrices are examined to compare fuzzy statements of
decision makers. Methods to aggregate fuzzy matrices are investigated. The method for
aggregating pairwise comparison judgments of decision makers is shown. At the end of

the chapter, publications on this subject are listed.

In Chapter 6, nearest interval approximation method is examined and its usage with trian-
gular and trapezoidal fuzzy numbers is given. At the end of the chapter, publications on

this subject are listed.

In Chapter 7, goal programming is defined. General structure of model is mentioned
and formulation is given for weighted goal programming. At the end of the chapter,

publications on this subject are listed.

In Chapter 8, using the methods examined in the previous titles, a new model is proposed.
The stages of the model are explained in detail. It consists of two models. Firstly, fuzzy
multi objective linear programming model (FMOLP) is shown. By adding the judgments

of decision makers, first model becomes fuzzy multiple weighted-objective linear pro-



gramming (FMWOLP) model. Judgments of decision makers are included in the model

using nearest interval approximation method and goal programming.

In Chapter 9, nuclear energy is introduced. Information is given about its history, impact
on the environment and the economy, contribution to the energy sector, risks and costs.
Status of nuclear power in Turkey are examined. At the end of the chapter, publications

on this subject are listed.

In Chapter 10, the proposed model is applied to the planned nuclear power plant project
data to be held in Turkey. Firstly, project management techniques are used, and then
the proposed model is applied. At the end of the application, two different results are

evaluated for FMOLP and FMWOLP models.

In Chapter 11, according to the determined purposes and method, an overview of the
study is given and the results are interpreted. Suitability of methods and limitations of the

study are discussed. The ideas are given for future research.



2 PROJECT PLANNING

"Project planning is a part of project management, which relates to the use of schedules
such as the Gantt charts to plan and subsequently report progress within the project en-
vironment" (Kerzner, 2003). Project planning can be done manually or by the use of
project management software. In addition to many methods used in project management,
the most prevalent methods are PERT and CPM. Both methods emerged towards the end
of the 1950s. PEP, LESS, GERT and PDM can be listed as other methods. Project plan-
ning techniques are generally used in production and distribution projects planning, site
selection, resource management, financial planning problems, construction sector and re-
search and development projects. "The use of PERT and CPM is more common than

others" (Spinner, 1997).

Some tools used since the beginning of 1960s have facilitated the discovery of both meth-
ods. One of the known tool is the Gantt chart, which is widely used today. This chart,
which first appeared in 1910 to control production, received the name of Henry L. Gantt.

The Gantt chart consists of interdependent bars.

"In 1958, it was envisaged to develop a more advanced methodology for the management
of the Polaris project jointly conducted by the United States Navy Special Projects Of-
fice and the Booz, Allen and Hamilton consulting firm" (Stevenson, 1993). This project
included the first nuclear powered submarine capable of guided missiles. The presence
of about 3000 subcontractors who made various parts of the submarine was one of the
factors that made the administration of the project difficult. The person who developed

the method in this project where PERT was used for the first time.

Another method developed in the same year is the CPM, which is very similar to PERT
but is separated from it by some features."The CPM was first used in the construction and
maintenance of chemical plants in 1958. E.I. du Pont de Nemours used this method first

time. Remington Rand revealed the CPM" (Star, 1971).



Project management techniques are based on certain rules:

e The project consists of a series of consecutive or parallel activities;
e The project ends with the completion of all of these activities;
e There is a certain sequence of operations and the technical priorities are laid down;

e The duration of the activities is known or predicted in advance. Once an activity

starts, it continues uninterrupted until it is finished;

e An activity can not start from itself until all of its previous activities have come
to an end. If the activity is not on the critical path, there is no obligation to start

immediately, the start can be delayed for a while;

e Every project has a beginning node and an end node.

These rules set out the basics of project management techniques.

2.1 Project Planning Techniques

"One of the most important areas of project management is the scheduling of the project"
(Soltani and Haji, 2007). "Scheduling emerges as an important factor that determines the
effectiveness and efficiency of the project in the planning phase and includes the decisions
of management" (Paksoy, 2007). Today, due to the increase of product variety, product
life span is shortened and each project deals with different activities and periods of activ-
ity. For this purpose, "it is very important to plan, manage and schedule processes as far

as possible without uncertainty" (Kok¢cam and Engin, 2010).

In order to achieve time-cost goals, resources available should be used for specific pur-
poses and to implement the necessary activities. In other words; "scheduling problem
is the scheduling of allocated resources in order to balance the total cost and the com-
pletion time of the project" (Ke and Liu, 2010; Zhang and Chen, 2012; Liu, 2009). In
the project schedule; "determination of the priority and sequence relations among the ac-

tivities, determination of budget and resource constraints to be allocated to each activity
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and calculation of the duration of each activity takes place" (Kurt, 2006). For this pur-
pose, project scheduling activities are primarily focused on daily working hours, weekly
working days, starting with the preparation of the work schedule. "It is estimated how
long the activities and the schedule of the project is prepared with the contribution of the
activity schedule, which is based on the priorities and the periods of activity during the
process" (Kok¢cam and Engin, 2010). Many of these problems are NP-hard problems.
In the scheduling literature," P o |prec| are classified as scheduling problems with an
"infinite" parallel machine or source exposed to priority constraints expressed in Cy,

notation" (Pinedo, 2012).

"The purpose of scheduling projects; determining what activities are critical to ensure that
the project is completed on time, determining what activities can be delayed for longer
without delaying the completion period of the project when necessary, determining when
the activities will start, how much money should be spent on the project at any moment"
(Kurt, 2006; Kolaylioglu, 2006), whether it is worth the extra expenditure to accelerate

some activities.

"Three approaches are generally used in the scheduling of activities in the projects; Gantt
chart, CPM, PERT" (Kurt, 2006; Soltani and Haji, 2007; Kék¢am and Engin, 2010). The
common aim of these approaches is to minimize the total duration of the project. Com-
parison table of Gantt chart, CPM and PERT according to some criteria is shown in Table
2.1 (Cleland, 1990). "In addition, PEP, LESS, GERT and PDM can also be used in this
area and especially modeling of business processes" (Spinner, 1997). In all of these ap-
proaches, non-fuzzy conditions, i.e. deterministic decision environments, are mentioned.

In fuzzy approaches, fuzzy project scheduling method is used.
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Comparison of Gantt chart, CPM and PERT according to some criteria.

Table 2.1
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2.1.1 Gantt Chart

One of the useful techniques in project planning is the Gantt charts. "It is a visual rep-
resentation of a chart with the simplest expression. This method is developed by Henry
L. Gantt during World War I" (Shtub et al., 1994). In the Gantt charts, when the time is
shown in the horizontal axis, the tasks are shown vertically to the left of the fiddle. On the
schematic, the horizontal bars indicate the duration of the task. The milestones (turning
points) are usually expressed by a single point or a diamond quadrilateral - triangles are
also used. Connections between tasks are indicated by vertical dashed lines or connected
arrows. Arrows point the order in which the tasks will be completed for the continuity of

the project.

The Gantt charts are used in four main areas of industry:

Schedules of man and instrument registration;

Project schedules;

Installation diagrams;

Development schemes.

"In addition to being extremely simple and useful, the Gantt chart has some shortcomings.
One of the biggest shortcomings of this method is that all logical connections between
activities can not be shown. So, these diagrams do not show how a delay in one phase
will affect the other phase" (Albayrak, 2001). Besides this, only limited amount of control
activities can be carried out besides planning. This is just the percentage of completion of
the activities in the project. Apart from this, it is not possible to reach report information
such as which activities should be completed on time, the weight of each activity during
the project period. If there is a change in the application of any work, the entire project
must be redrawn. As a result, "bar diagrams are nevertheless extremely simple to use for
projects consisting of a limited number of activities and the Gantt chart is an effective

planning, programming, control and reporting tool" (Goodman and Love, 1980).
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However, as the complexity of projects increases, the Gantt chart is insufficient to show
details, so methods are needed to provide more detailed imaging and operation. Thus,

networking methods have been developed to address the complexity of the project.
2.1.2 Project Evaluation and Review Technique - PERT

When the historical development of PERT is examined, it is seen that the Gantt charts are
the basis for PERT. However, the Gantt chart is a method with a number of deficiencies,
because it shows a degree of relation between the phases of the project. This is why PERT

is a more advanced form of the Gantt chart.

PERT determines the duration of each activity using some probability distributions, rather
than dealing with fixed periods of activity. In this method, uncertainties in the project are
dealt with by using statistical methods that will estimate for three periods. These periods
are the most optimistic (a), the most pessimistic (b) and the most probable (m). The aim
of PERT is to find the average and variance of each activity and the probability distribu-
tion of the whole process. The information obtained in this regard provides management

planning knowledge, which is used to evaluate the feasibility of the project.
The PERT Three-Estimate Approach

The three estimates are defined for each activity as follows:

e Most likely estimate () : "estimate of the most likely value of the duration"

e Optimistic estimate (o) : "estimate of the duration under the most favorable con-

dition"s

e Pessimistic estimate (p) : "estimate of the duration under the most unfavorable

conditions"



14

Model of the probability of the
Beta Distribution duration of an a_ctivity for the
PERT three-estimate approach:

m = most likely estimate
0 = optimistic estimate
P = pessimistic estimate

0 m P
Elasped time

Figure 2.1: Model of the probability distribution of the duration.

The intended location of these three estimates with respect to the probability distribution
is shown in Figure 2.1. Thus, the optimistic and pessimistic estimates are meant to lie at
the extremes of what is possible, whereas the most likely estimate provides the highest
point of the probability distribution. PERT also assumes that the form of the probability
distribution is a beta distribution (which has a shape as Figure 2.1) in order to calculate
the mean (u) and variance (o?) of the probability distribution. For most probability
distributions such as the beta distribution, essentially the entire distribution lies inside the

interval between (i —30) and (i + 30). Therefore, an approximate formula for 62 is

2
o2 = <p_0) 2.1.1)

6

Similarly, an approximate formula for  is

_o+4m+p

. (2.1.2)

2.1.3 Critical Path Method - CPM

"The Critical Path Method was developed by Kelly and Walker in 1957 to assist in the
construction and maintenance of the chemical plant in Dupont" (Kelly, 1957; Kelly and
Walker, 1959). CPM assumes that the durations of activities are definite. In the CPM,
each process is represented by an arrow (generally in arrow diagrams). Each process
starts with a node point and ends at another node point. In fact, "CPM is a process that

determines when jobs should be done through the priority associations between activities"

(Levine, 2002).

Over time, CPM rationing has introduced a complex set of computer software that is

equipped with a number of new options and offers functions that meet the different needs
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of users. Most of today’s software used it as a network planning and control tool and they
compute according to CPM principles.The interaction between activities must be under
continuous control, as any delay in activity can affect other related activities and perhaps
can change the completion period of the project. Apart from this, there are activities that
are used to indicate significant turning points of a project. "This turning point is called
the target date or intermediate term (milestone) and it usually represents the completion
time of a group of activities" (Westland, 2006). The execution times of these target dates

must also be closely monitored in order for the project to run without interruption.

Generally, the CPM method is similar to the PERT, but unlike PERT, CPM is a deter-
ministic method in which it is assumed that operating periods are known precisely. In
fact, this also creates the weakness of the CPM. It is not realistic in today’s world that
there are many uncertainties to assume that the periods of activity are known. "But it is
a very convenient method for repetitive projects that have already been done. Because, it
is assumed that there are no mistake in estimating the time in such projects" (Shtub et al.,

1994).

2.2 Scheduling a Project with PERT-CPM

Assume that there is a sample project. Table 2.2 shows the activity codes, predecessors

and activity durations. Perform the CPM-PERT procedure on this sample project.

Table 2.2: Activity list for sample project.

Activity Code | Immediate Predecessors | Duration (Week)
1 - 4
2 - 7
3 1 8
4 1 3
5 2 9
6 3 5
7 3 2
8 4,5,6 6
9 2 5
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Project Network

A network used to represent a project is a project network. It consists of a number of

"nodes" and a number of "arcs" that lead from some node to another.

A network diagram is a visual representation of a project’s schedule. Well-known comple-
ments to network diagrams include the "PERT" and "Gantt charts". A network diagram
in project management is useful for planning and tracking the project from beginning to

finish. It represents a project’s critical path as well as the scope of the project.

A good network diagram is a clear and concise graphic representation of a project. There

are three types of information to describe a project.

1. "Activity information"
2. "Precedence relationship"

3. "Time information"

There are two different ways to draw the project network.

e "First one is the Activity-On-Arc (AOA) project network, where each activity is
represented by an arc. A node is used to separate an activity from each of its im-
mediate predecessors. The sequencing of the arcs thereby shows the precedence
relationships between the activities. The original versions of PERT and CPM use

AOA project networks."

e "The second one is the Activity-On-Node (AON) project network, where each activ-
ity is represented by a node. The arcs are used to show the precedence relationships
between the activities. In particular, the node for each activity with immediate pre-
decessors has an arc coming in from each of these predecessors. When drawing

AOA networks, "dummy" activities are used where necessary."

Accordingly, AON and AOA project network drawings of the sample project are as shown

in Figure 2.2 and Figure 2.3.



Node
Activity 2 @

Activity 9

Figure 2.2: The AOA project network for sample project.

Activity 3 Activity 7
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Figure 2.3: The AON project network for sample project.

Gantt Chart

The Gantt chart displays a visual image of the project schedule and shows when the
activities start and how long some activities may be delayed without affecting the project.
The Project Manager can use the Gantt chart to see which activities can follow the project

and what activities are behind the schedule.

While the Gantt chart is being drawn, the activities are placed in order (as in the project

network) and placed on the table for the duration of time (adhering to priority orders).
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This demonstration is an effective scheme for finding the critical path, seeing the total

project duration and showing the locations of the activities.

The Gantt chart created for the sample project is in Table 2.3. According to this diagram,

the total duration of the sample project is 23 weeks.

Table 2.3: Gantt chart for sample project.

Week
Activity 0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24

—

[y

W 0 N o B W N

Critical Path

A path through a project network is one of the routes following the arcs from the "START"
node to the "FINISH" node for AON networks. The length of a path is the sum of the

(estimated) durations of the activities on the path.

The five paths through the sample project network in Figure 2.3 are given in Table 2.4,
along with the calculations of the lengths of these paths. The path lengths range from 12

weeks up to 23 weeks for the longest path.

Table 2.4: The paths and path lengths through network of sample project.

Path Length
"START — 1 — 3 — 7 — FINISH" 4+8+2 = 14 weeks
"START -+ 1 — 3 — 6 —+ 8 — FINISH" 4+8+5+6 = 23 weeks
"START — 1 — 4 — 8 — FINISH" 4+3+6 = 13 weeks
"START — 2 — 5 — 8 — FINISH" 7+9+6 =22 weeks
"START — 2 — 9 — FINISH" 7+5 =12 weeks
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The (estimated) project duration equals the length of the longest path through the project

network. This longest path is called the critical path.

Thus, for the sample project, the critical path is "START — 1 —3 — 6 — 8 — FINISH”
and (estimated) project duration is 23 weeks. Also, the critical path can easily seen in the

Gantt chart as in Table 2.5.

Table 2.5: Gantt chart with critical path for sample project.

Week
Activity 0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24

[y

=

3 =——————

4 —

5 e —

6 ]

7 —

8 ——
9 —

2.2.1 Scheduling Individual Activities

The starting and finishing times of each activity (if no delays occur anywhere in the
project) are called the earliest start time and the earliest finish time of the activity. These

times are represented by the symbols;
ES : "Early Start time for a particular activity"
EF : "Early Finish time for a particular activity"
where
EF = "ES + (estimated) duration of the activity"

Rather than assigning calendar dates to these times, it is conventional instead to count the
number of time periods from when the project started. Thus, starting time for project is

HOH.
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The earliest start time of an activity is equal to the largest of the earliest finish times of its

immediate predecessors. In symbols,
ES = "largest EF of the immediate predecessors"

The latest start time for an activity is the latest possible time that it can start without
delaying the completion of the project (so the "FINISH" node still is reached at its earliest
finish time), assuming no subsequent delays in the project. The latest finish time has the

corresponding definition with respect to finishing the activity. In symbols,
LS: "Late Start time for a particular activity"
LF: "Late Finish time for a particular activity"

where
LS ="LF - (estimated) duration of the activity"

The latest finish time of an activity is equal to the smallest of the latest start times of its

immediate successors. In symbols,
LF = "smallest LS of the immediate successors"

These terms are located next to nodes as in Table 2.6.
Table 2.6: The presentation of the earliest and late start-finish times of a node.

ES | LS
EF | LF

The result is shown in Figure 2.4 when the time of each node is calculated by adhering to

these rules.



0|0
0|0

21

4]a
12)1

hd
()

i

~ |~
I

~ |~
=
S
r |
W | =

\ 17|1
7 \ wsln
8

()3

7|8
16|17

010
s \

Figure 2.4: The sample project network with the earliest and latest start-finish times.

2.2.2 Identifying Slack in the Schedule

The slack for an activity is the difference between its latest finish time and its earliest

finish time. In symbols,

"Slack =LF - EF =LS - ES"

Each activity with zero slack is on a critical path through the project network such that

any delay along this path delays project completion. Thus, the critical path is "START —

1—-3—-6—8— FINIS

”” as in Table 2.7 by calculating the slacks.

Table 2.7: Slack for activities of sample project.

Activity | Slack (LF - EF) | On Critical Path ?
1 0 Yes
2 10 No
3 0 Yes
4 10 No
5 1 No
6 0 Yes
7 9 No
8 0 Yes
9 11 No
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2.3 Project Compression - Crashing

The first question that comes to mind after determining the critical path of the project is
that the duration of the project can not be shortened. The reduction of the duration of the
whole project is called crashing. In many projects, the project managers agree to pay a

certain price for early termination of the project.

Project crashing is a process that can be used in the management when the program is

running behind schedule. Project crashing can be necessary when:

e "The program planning has been inaccurate"

e "When there have been unforeseen events which have caused delays, such as defects

being discovered"

e "If the client has requested that the project (or a section of the project) is com-
pleted earlier than previously specified. For example, if there has been an extension
of time, but the client still wishes to achieve the original completion date (this is

generally referred to as acceleration)"”

The aim of crashing is to achieve the maximum decrease in schedule for minimum addi-

tional cost. Activities can be crashed by:

e "Addressing productivity issues being experienced by the current resources and

trying to find ways of increasing their efficiency"

e "Increasing the assignment of resources on the critical path activities. These could

be internal resources or subcontracted resources"

e "Adopting different techniques. This might include off-site prefabrication, extra

scaffolding, temporary weatherproofing and so on"
e "Overlapping activities"

e "Working longer hours"
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e "Additional supervision"
e "Changing in design or specifications"
e "Reduction in scope"

e "Early procurement of items"

2.3.1 Value and Cost of Crashing

There is a cost to crash an activity. The project must be suitable for an activity to finish
early. Managers should make a decision in this regard. Crashing an activity in general
means working creatively for that activity. "Many of strategies will necessarily lead to
some additional costs being incurred, or cost uncertainty. Whilst the same number of
tasks need to be performed, they are condensed into a shorter period and so are likely to
require more resources. In addition, crashing costs may be higher due to time pressures,
incomplete information and the complexity of managing the interfaces between elements.
A greater number of variations are also likely than on a traditional contract”" (Castle,
2019). It is important to be clear whether it is the client or the contractor that will bear

these additional costs.

There are several risks attached to project crashing. "As resources are typically focused on
the critical path activities, there is a possibility that non-critical paths can also be affected.
Quality, safety and compliance should not be affected as a result of the critical path being
crashed. Another risk is that new resources may not be as productive as existing resources,
because they may be unfamiliar with the project” (Castle, 2019). This may occur that the

size of the contingency is increased. Project crashing should be resisted if:

e "It threatens the integrity of the works, or compromises health and safety"
e "It is no longer cost effective to continue"
e "It causes another path to become critical"

e "Time reduction is no longer realistically achievable"
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2.4 Literature review on project management

Publications on project management are listed in Table 2.8.

Table 2.8: Literature review on project management.

Author Year Title Type
Ansoffetal. (1976) "From Strategic Planning to Strategic Management" Book
Pinto  and
(1988) "Project Success: Definitions and Measurement Techniques" Article
Slevin
"Fuzzy systems and neural networks in software engineering
Kumar et al. (1994) Atrticle
project management"
Hapkeetal. (1994) "Fuzzy project scheduling system for software development" Article
" Pulling the Plug: Software Project Management and the Prob-
Keil (1995) Atrticle
lem of Project Escalation"
Mon et al. (1995) "Application of fuzzy distributions on project management" Article
Munns and
(1996) "The role of project management in achieving project success" Article
Bjeirmi
Shipley "BIFPET methodology versus PERT in project management:
(1997) Article
et al. fuzzy probability instead of the beta distribution”
"The handbook of project-based management: improving the pro-
Turner (1999) Book
cesses for achieving strategic objectives”
Kuchta (2001) "Use of fuzzy numbers in project risk (criticality) assessment" Article
Slyeptsov
"Fuzzy temporal characteristics of operations for project manage-
and (2003) Article
ment on the network models basis"
Tyshchuk
Wang and
(2004) "Project management decisions with multiple fuzzy goals" Article
Liang
Dweiri and "Using fuzzy decision making for the evaluation of the project
(2006) Article
Kablan management internal efficiency”
"A comprehensive supply chain management project selection
Wei et al. (2007) Article
framework under fuzzy environment"
Chen and "Applying fuzzy method for measuring criticality in project net-
(2007) Article
Huang work"
"Application of a fuzzy based decision making methodology to
Zeng et al. (2007) Article

construction project risk assessment"




Author Year Title Type
Longa and "Fuzzy critical chain method for project scheduling under re-
(2008) Article
Ohsato source constraints and uncertainty"
Schwalbe (2008) "Information Technology Project Management, Reprint” Book
"Fuzzy multi-objective project management decisions using two-
Liang (2009) Article
phase fuzzy goal programming approach"
"Dimensions of distance in a project network: Exploring Olkilu-
Ruuska et al. (2009) Article
oto 3 nuclear power plant project”
Abdelgawad "Risk Management in the Construction Industry Using Combined
(2010) Article
and Fayek Fuzzy FMEA and Fuzzy AHP"
"Applying fuzzy goal programming to project management deci-
Liang (2010) Article
sions with multiple goals in uncertain environments"
Nieto-
Morotea (2011) "A fuzzy approach to construction project risk assessment" Article
and Ruz-Vilab
Burke (2013) "Project management: planning and control techniques" Book
"Stakeholder Dynamics during the Project Front-End: The Case
Aaltonen et al. (2015) Article
of Nuclear Waste Repository Projects"
Walker (2015) "Project management in construction” Book
Heagney (2016) "Fundamentals of project management" Book
Case and
(2016) "Fuzzy Cognitive Map to model project management problems"  Paper
Stylios
Prascevic and "Application of fuzzy AHP for ranking and selection of alterna-
(2017) Article
Prascevic tives in construction project management"
"The Application of Fuzzy Analytic Hierarchy Process (F-AHP)
Nguyenetal. (2018) Paper
in Engineering Project Management"
Hamzeh and "A New Fuzzy Approach for Project Time Assessment Under Un-
(2019) Paper
Mousavi certain Conditions"
"Fuzzy logic and fuzzy hybrid techniques for construction engi-
Fayek (2020) Article
neering and management"
Alizdeh and "Fuzzy project scheduling with critical path including risk and
(2020) Article

Saeidi

resource constraints using linear programming"




3 FUZZY SET THEORY

Due to increased complexity of the developments in science and technology, the decision
processes became unclear and have gained a difficult characteristic. Hence, the concepts
and methods of probability theory used to study uncertainty and these methods have been
re-examined and criticized in the 1960s. In the light of these criticisms, "the work of
developing methods that can be used as a substitute for probability theory has been in-
tensified" (Tus, 2006). The definition of fuzzy sets is made in the original article "Fuzzy
Sets" published in 1965 by Lotfi A. Zadeh, who made his first studies on fuzzy sets and
he was regarded as the theorist of this subject (Zadeh, 1965). He defined a fuzzy set as "a
class of objects with a continuum of grades of membership". In other words, "a set is de-
scribed as fuzzy if there is no sharp boundary between those elements (or objects) which
belong to the associated class and those which do not" (Bellman and Zadeh, 1970). "A
crisp set allows only full membership or no membership at all, whereas fuzzy sets allow
for partial membership. It offers a unifying framework for modelling various types of in-
formation, ranging from precise numerical, interval-valued data, to linguistic knowledge

with a stress on semantics" (Delgado et al., 1997).

A fuzzy set is a type of set that has elements with different memberships, that is, mem-
bership degrees. "A fuzzy set can be characterized by a membership function that assigns
membership values to each of the elements from O to 1. Members who are not included
in the set are assigned membership values of O and those who are included in the set are
assigned membership values of 1. Uncertain elements are assigned values between 0 and
1 according to the uncertainty state" (Bellman and Zadeh, 1970). However, "there is no

such thing as an indefinite element in definite set theory" (Altas, 1999).

This membership level can be measured by a function that attempts to define uncertainty.
This function transforms the elements of a fuzzy set A into a real value in the range [0,1]
and assumes fX(x) € [0, 1], x as a non-empty set. A fuzzy set A in x is customized with the

membership function A : X — [0, 1]. For V X € x; the membership level of x is defined as

Tiw:
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"The greatest contribution of fuzzy set theory is the ability to represent uncertain infor-
mation in a large amount of ambiguous and inconsistent data. If decision makers are
inconsistent and uncertain data, they can benefit from fuzzy set theory. They may also
represent potential risk in analytic models through the use of fuzzy data" (Nachtmann and

Needy, 2001).

3.1 Fuzzy Numbers

Fuzzy numbers are expressed as a convex, normalized fuzzy set with limited continu-
ous membership function and defined in real numbers. "Since fuzzy sets are defined by
membership functions, fuzzy numbers are the same concepts as their own membership

functions. Hence, there are as many fuzzy number types as membership function type"

(Karakasoglu, 2008).
3.1.1 Triangular Fuzzy Numbers

"A triangle fuzzy number is represented by (I,m,u). For a fuzzy event, the I,m and u
parameters represent the smallest possible value, the most expected value, and the largest
possible value, respectively" (Alonso and Lamata, 2006). In the Figure 3.1, a fuzzy trian-

gle is given as an example.

> X

Figure 3.1: Triangular fuzzy number (I, m,u).

"A linear representation of a triangular fuzzy number can be defined by the following
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membership function as the left and right sides" (Zadeh, 1965):

0, x<l,
x—1
i [ <x<m,
px/mMy={ m=1 (3.1.1)
, m<x<u,
u—m
\ 0, x>u

Triangular Fuzzy Numbers Operations

Factors to consider when handling triangular fuzzy numbers:

e "The result of the addition and subtraction of triangular fuzzy numbers is again a

triangular fuzzy number"

e "Multiplication, division and inverse operations with triangular fuzzy numbers do

not always give a triangular fuzzy number as a result"

e "Maximum or minimum operations with triangular fuzzy numbers do not always

give a triangular fuzzy number as a result"

However, the results of these operations can be regarded as approximately triangular fuzzy
numbers.
1. Addition: Av—l—gz (lA +Ip, my +mp, uy +u3).

2. Extraction: A-B= (lA —Uup, my —mp, Ug — lB).

3.1.2 Trapezoidal Fuzzy Numbers

"Another shape of fuzzy number is trapezoidal fuzzy number. This shape is originated
from the fact that there are several points whose membership degree is maximum (& =

1)" (Alsawy and Hefny, 2013).

A trapezoidal fuzzy number A can be defined as A = (ay,a,a3,a4) The membership

function of this fuzzy number is interpreted as Figure 3.2.
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y(x) 4

/

>
a) [25) as ay X

Trapezoidal fuzzy number 4 = (a;, as, as, a,)

Figure 3.2: Trapezoidal fuzzy number A = (a1, az,a3,a4).

« -cut interval for this shape is written a follows:

Ag=[(aa—a))o+ar, —(as—a3)a+as], Vael0,1] (3.1.2)

When a, = as, the trapezoidal fuzzy number coincides with triangular one.

"A linear representation of a triangular fuzzy number can be defined by the following

membership function" (Zadeh, 1965):

0, x<aip,
X—daj
, a1 <x<ap,
a) —aq
py(x) = I, a, < x<as, (3.1.3)
as —Xx
, a3 < x < ay,
as—as
0, x> ay

\

Trapezoidal Fuzzy Numbers Operations

Factors to consider when handling trapezoidal fuzzy numbers:

e "Addition and subtraction between fuzzy numbers become trapezoidal fuzzy num-

n

ber

e "Multiplication, division and inverse need not be trapezoidal fuzzy number"
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e "Max and Min of fuzzy number is not always in the form of trapezoidal fuzzy

number"

In many cases, "the operation results from multiplication or division are approximated
trapezoidal shape. As in triangular fuzzy number, addition and subtraction are simply
defined and multiplication and division operations should be done by using membership

functions" (Lee, 2005).

1. Addition: Av—l-gz (a1 + by, ay+ by, a3+ bz, a4+b4).

2. Extraction: A-B= (a1 — by, ar — b3, a3 — by, ay —bl).

3.2 Defuzzification and Comparison of Fuzzy Numbers

"Defuzzification is the last operation of the fuzzy system. It is the whole process of

transforming fuzzy information into definite numbers" (Karatag, 2011).

"A ranking function is a function g : F(R) — R, which maps each fuzzy number into the
real line, where a natural order exists. Asady and Zendehnam proposed a defuzzification
using minimization of the distance between two fuzzy numbers" (Asady and Zendenam,
2007). If A = (a, b, c) be a triangular fuzzy number, then distance minimization of a fuzzy
number A (denoted by M(A)) is defined as follows:

M(A) = 3(a+2b+c)

This ranking function has the following properties.

Property 1: If A and B be two fuzzy numbers, then



Property 2: If A and B be two fuzzy numbers, then

M(A®B) =M(A)+M(B)

3.3 Literature Review on Fuzzy Set Theory

Publications on fuzzy numbers are listed in Table 3.1.

Table 3.1: Literature review on fuzzy set theory.

Author Year Title Type
Zadeh (1965) "Fuzzy sets" Article
"Classement et choix en présence de points de vue multiples (la méthode
Roy (1968) Article
ELECTRE)"
"The concept of a linguistic variable and its applications to approximate
Zadeh (1975) Article
reasoning"
Hwang and "Multiple Objective Decision Making — Methods and Applications: A
(1979) Book
Masud Stateof-the-Art Survey"
Lowen (1980) "Convex fuzzy sets" Article
Wang-jin (1983) "Operations on fuzzy ideals" Article
Yager (1986) "On The Theory of Bags" Article
Atanassov (1986) "Intuitionistic Fuzzy Sets" Atrticle
Kaleva (1987) "Fuzzy differential equations” Article
Gerstenkorn
(1991) "Correlation of intuitionistic fuzzy sets" Article
and Mariko
Bustince and
(1995) "Correlation of interval-valued intuitionistic fuzzy sets" Article
Burillo
Chang (1996) "Applications of the extent analysis method on fuzzy AHP" Article
Suh (1998) "Axiomatic Design Theory for Systems" Article
Chen et al. (2001) "Introduction to Fuzzy Sets, Fuzzy Logic, and Fuzzy Control Systems"  Article
Kahraman "A fuzzy optimization model for QFD planning process using analytic
(2006) Atrticle
et al. network approach”
Garibaldi
(2008) "Nonstationary Fuzzy Sets" Article

et al.
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Author Year Title Type
"A causal analytical method for group decision-making under fuzzy en-
Lin and Wu  (2008) Article
vironment"
Rodriguez
(2009) "Hesitant Fuzzy Linguistic Term Sets for Decision Making" Article
et al.
"Implementation and performance evaluation using the fuzzy network
Tseng (2010) Article
balanced scorecard”
Kahraman "A fuzzy multi criteria methodology for selection among energy alter-
(2010) Article
and Kaya natives"
Torra (2010) "Hesitant fuzzy sets" Article
Xu (2010) "Choquet integrals of weighted intuitionistic fuzzy information" Article
Zhu et al. (2012) "Dual Hesitant Fuzzy Sets" Article
Calabrese "Using Fuzzy AHP to manage Intellectual Capital assets: An applica-
(2013) Article
et al. tion to the ICT service industry"
"Strategic Decision Selection Using Hesitant fuzzy TOPSIS and Interval
Onar et al. (2014) Article
Type-2 Fuzzy AHP: A case study"
Atanassov (2017) "Type-1 Fuzzy Sets and Intuitionistic Fuzzy Sets" Article
Liand Zeng (2017) "Distance Measure of Pythagorean Fuzzy Sets" Article
"Similarity Measures for T-Spherical Fuzzy Sets with Applications in
Ullah et al. (2018) Article
Pattern Recognition”
Alcantud "Decomposition theorems and extension principles for hesitant fuzzy
(2018) Article
and Torra sets"
"Similarity Measures of q-Rung Orthopair Fuzzy Sets Based on Cosine
Wang et al. (2019) Article
Function and Their Applications"
Biet al. (2019) "Two Classes of Entropy Measures for Complex Fuzzy Sets" Article
Garg and Some results on information measures for complex intuitionistic fuzzy
(2019) Article
Rani sets
Egrioglu "Picture fuzzy time series: Defining, modeling and creating a new fore-
(2020) Article
etal. casting method"
"A New Divergence Measure of Pythagorean Fuzzy Sets Based on Be-
Zhou et al. (2020) Article
lief Function and Its Application in Medical Diagnosis"
"Veracity handling and instance reduction in big data using interval
Shuklaetal. (2020) Article

type-2 fuzzy sets"




4 FUZZY MULTI-OBJECTIVE LINEAR PROGRAM-
MING

In this chapter, fundamental notions and methods of multi-objective linear programming

(MOLP) incorporating with fuzzy numbers are explained in detail.

4.1 Linear Programming

Minimize c1x1+caxp—+ ...+ cpxy
subject to: ay1x; +apaxy + ...+ ayx, = by

ar1x1 +axpxs+ ...+ aypxy = by
4.1.1)

A1 X1 + ApX2 + oo+ AnXn = by

and x12>20,x%>0,...,x,>0

where the b;’s, ¢;’s and a;’s are fixed real constants and the x;’s are real numbers to be
determined. It is always assumed that each equation has been multiplied by minus unity,

if necessary, so that each b; > 0.

In more compact vector notation, this standard problem becomes

Minimize cT'x

(4.1.2)
subject to: Ax=b and x>0

"Here x is an n-dimensional column vector (called decision variables), ¢! is an n-dimensional
row vector, A is an mxn matrix, and b is an m- dimensional column vector. the vector in-

equality x > 0 means that each component of x is non-negative" (Luenberger, 1989).

"It is easy to convert constraints from one form to another" (Vanderbei, 1997). For exam-
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ple, an inequality constraint

aix;+axxor+...+ax, <b 4.1.3)

can be converted to an equality constraint by adding a non-negative variable, w, which is

called a slack variable

aixy+axxo+...+ax,+w=>~b w>0 4.1.4)

On the other hand, an equality constraint
aix; t+axxr+...+ax, =b 4.1.5)
can be converted to inequality form by introducing two inequality constraints

aix;+axo+...+apx, <b (4.1.6)

aixy+axyxr+...+apx, > b

4.2 Multi-Objective Programming

"The problem to optimize multiple conflicting objective functions simultaneously under
given constraints is called Multi-Objective Programming problem and can be formulated

as the following vector — minimization problem" (Nehi and Hajmohamadi, 2012):

Minimize f(x) 2 (fi(x), f2(x), ..o, fi(x))T

4.2.1)
subject to: x € X £ {x € R"(g; <0, j=1,..m}

where f(x), fa(x), ..., fr(x) are k distinct objective functions of the decision vector x,
21(x),...,gm(x) are m inequality constraints and X is the feasible set of constrained deci-

sions.

If the notion of optimally for Single-Objective Linear Programming is applied to this

Multi-Objective Linear Programming, complete optimal solution occurs.

Definition: Complete optimal solution x* is said to be a complete optimal solution if and

only if there exist x* € X such that f;(x*) < fi(x), i=1,....,k Vx € X.
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4.3 Fuzzy Multi-Objective Linear Programming

In 1978, Zimmermann extended his Fuzzy Linear Programming approach to the following
Multi-Objective Linear Programming problem with & linear objective functions z;(x) =

cx,i=1,....k

Minimize z(x) £ (z1(x),22(X), ..., 2t (x))T
(x) = (21(x),22(X), -, 2% (X)) 43.1)
subject to: Ax<b, x>0
where ¢; = (Ci1, s Cin)s i = 1,0 ky X = (x1,..,%) T, b= (b1,....,s)" and A = [q;;] is an

mxn matrix (Zimmermann, 1978, 1976).

For each of the objective functions z;(x) = ¢;x, i = 1,...,k, of this problem, assume that
the decision maker (DM) has a fuzzy goal such as "the objective function z;(x) should
be substantially less than or equal to some value p;". Then the corresponding linear

membership function pX(z;(x)) is defined as:

07 Zi<x) 2 Z;
L zi(X) —Z? 0 1
w(zi(x) =4~ 4 >z(x) >z (4.3.2)
Zi - Zi
1 zi(x) < z;
where Z? or z} denotes the value of the objective function z;(x) such that the degree of

membership function is O or 1 respectively.
whz, ()

1

"z, (%)

Figure 4.1: Linear membership function.

Figure 4.1 illustrates the graph of the possible shape of the linear membership function.

"Using such linear membership functions u’(z;(x)), i = 1,...,k and following the fuzzy
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decision of Bellman and Zadeh" (Bellman and Zadeh, 1970), the original Multi-Objective

Linear Programming problem can be interpreted as:

Maximize min k/,t,-L (zi(x))

i=1,...,

subject to: Ax<b, x>0

(4.3.3)

"Zimmermann first proposed fuzzy approach named as max — min operator to solve MOLP"
(Zimmermann, 1978). It focuses on the maximizing the minimum membership degree.
By introducing the auxiliary variable A, it can be reduced to the following conventional

Linear Programming problem

Maximize A
subject to: A < uF(zi(x)), i=1,2,....k (4.3.4)
Ax<b, x>0

By assuming the existence of the optimal solution x of the individual objective function

minimization problem under the constraints defined by

inzi(x), i=1,2,....k, 4.3.5
izéz)r(zz(x) i ( )

"Zimmermann suggested a way to determine the linear membership function p(z;(x))

(Zimmermann, 1978). To be more specific, using the individual minimum

" = zi(x) = min zi(x), i=1,2,....k, (4.3.6)
xeX
together with
= max(zi(xl(')7 ...,zi(xi_l’(’),zi(xi+l’(’), ...,zi(xk”)), i=1,2,...k, 4.3.7)

He determined the linear membership function as in Equation (4.3.2) by choosing z} =
z;.”m and z? = z?i”. For this membership function, it can be easily shown that if the optimal
solution of Equation (4.3.3) or Equation (4.3.4) is unique, it is also a Pareto optimal

solution of the Multi-Objective Linear Programming problem.
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"In the case where not only fuzzy goals but also fuzzy constraints exist, using linear mem-
bership functions for fuzzy constraints, similar discussion can be made. Zimmermann
called the fuzzy decision the minimum operator and for other aggregation patterns than
the minimum operator, he considered the product fuzzy decision" (Zimmermann, 1987).
He called the product fuzzy decision the product operator and proposed using the product

operator. In this case, the problem to be solved becomes:

Maximize Hle ,uiL (zi(x))

subject to: Ax<b, x>0

(4.3.8)

"Unfortunately, with the product operator, even if the linear membership functions is used,
the objective function of this problem becomes a non-linear function and hence, the Linear

Programming Method cannot be applied" (Dantzig, 1961).

"In 1981, by considering the rate of increased membership satisfaction need not always
be constant as in the case of the linear membership function proposed by Zimmermann,
Leberling introduced special non-linear functions and showed that the resulting Non-
Linear Programming problem can be equivalently converted to a conventional Linear

Programming problem" (Leberling, 1981).

"As another extension of the linear membership function of Zimmermann, in 1981, Han-
nan proposed a different approach from Leberling" (Hannan, 1981a). For each of the
objective functions of the multi-objective Linear Programming problem, assuming that
the DM could specify the degree of membership for several values of z;(x), he introduced
the piecewise linear membership function. "By adopting the piecewise linear membership
function to represent the fuzzy goal of the DM for the Multi-Objective Linear Program-
ming problem together with the fuzzy decision of Bellman and Zadeh, the problem to
solved can be converted to the ordinary Linear Programming problem" (Bellman and

Zadeh, 1970).

However, "suppose that the interaction with the DM establishes that the first membership
function should be linear, the second hyperbolic, the third piecewise linear and so forth"
(Sakawa et al., 1984). "In such a situation, following the fuzzy decision of Bellman and

Zadeh, the resulting problem becomes a Non-linear Programming problem and cannot be
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solved be by a Linear Programming Method" (Bellman and Zadeh, 1970; Dantzig, 1961).

"In 1983, to quantify the fuzzy goals of the DM by eliciting the corresponding member-
ship functions, Sakawa proposed using five types of membership functions: linear, expo-
nential, hyperbolic, hyperbolic inverse and piecewise linear functions" (Sakawa, 1983).
"Through the use of these membership functions including non-linear ones, the fuzzy
goals of the DM are quantified. Then following the fuzzy decision of Bellmann and
Zadeh, the problem becomes a Non-linear Programming problem" (Bellman and Zadeh,
1970). However, "it can be reduced to a set of linear inequalities if some variable fixed.
Based on this idea Sakawa proposed a new method combining the use of the Bisection

Method and the Linear Programming Method" (Dantzig, 1961; Sakawa, 1983).

4.4 Fuzzy Multiple Weighted-Objective Linear Programming

It has been proved that max — min operator approach possesses some good properties.
However, the efficiency of the solution yielded by max — min operator is not guaranteed.
"Li and Zhang developed minimum operator with adding a second phase, named as Two
Phase Approach (TPA)" (Li et al., 2006). In the second phase, the purpose is to improve
the degrees of memberships by assigning weights to objectives which are obtained from

the first phase. The second phase as:

Maximize A =YN_ wik
subject to: uF(zi(x)) > A Vk=1,2,...,N
A €0,1] Vk=1,2,...N

xeX, ZkK:lwkzl, wi >0

(4.4.1)

where wy is the weight of k' objective and p’(z;(x)) is membership degree of k' objec-

tive that is obtained from first phase.
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4.5 Literature Review on Fuzzy Multi-Objective Linear Programming

Publications on FMOLP are listed in Table 4.1.

Table 4.1: Literature review on FMOLP.

Author Year Title Type
Kelly and "Management models and industrial applications of linear pro-
(1961) Book
Walker gramming"
Zimmermann  (1976) "Description and Optimization of Fuzzy Systems" Article
Siskos and "Multi-criteria analysis of the impacts of energy alternatives: A
(1983) Article
Hubert survey and a new comparative approach"
Chen and
(1992a) "Fuzzy Multiple Attribute Decision Making" Book
Hwang
Carlsson and
(1996) "Fuzzy multiple criteria decision making: Recent developments"  Article
Fullér
Triantaphyllou "Development and evaluation of five fuzzy multiattribute
(1996) Article
and Lin decision-making methods"
Phd
Opricovic (1998) "Multicriteria Optimization of Civil Engineering Systems"
Thesis
Zopounidis
(2002) "Multicriteria Decision Aid Classification Methods" Book
and Doumpos
"Linear coordination method for fuzzy multi-objective linear pro-
Phruksaphanrat
(2004) gramming problems with convex polyhedral membership func- Article
and Ohsato
tions"
"Fuzzy multi-objective linear model for supplier selection in a
Amid et al. (2006) Article
supply chain"
"An integrated multicriteria decision-making methodology for
Araz et al. (2007) Article
outsourcing management"
"A fuzzy model for operational supply chain optimization prob-
Onar and Ates  (2008) Article
lems"
"An integrated fuzzy multi-criteria decision making methodology
Tuzkayaetal. (2010) for material handling equipment selection problem and an appli- Article
cation"
"The ELECTRE multicriteria analysis approach based on
Wu and Chen  (2011) Article

Atanassov’s intuitionistic fuzzy sets"




Author Year Title Type
"A hybrid multi-objective decision model for emergency shelter
Trivedi  and
(2017) location-relocation projects using fuzzy analytic hierarchy pro- Article
Singh
cess and goal programming approach"
"The multi-objective decision making methods based on MULTI-
Adali and Isik  (2017) Article
MOORA and MOOSRA for the laptop selection problem"
"Some intuitionistic fuzzy Dombi Bonferroni mean operators and
Liu et al. (2018a) Article
their application to multi-attribute group decision making"
"Partitioned Heronian means based on linguistic intuitionistic
Liu et al. (2018b) fuzzy numbers for dealing with multi-attribute group decision Article
making"
"A fuzzy multi-objective multi-period network DEA model for
Tavana et al. (2019) Article
efficiency measurement in oil refineries"
"Designing the airport service with fuzzy QFD based on
Kayapinar and
(2019) SERVQUAL integrated with a fuzzy multi-objective decision Article
Erginel
model"
Tayebikhorami "A fuzzy multi-objective optimization approach for treated
(2019) Article
et al. wastewater allocation"
"A new method for solving fuzzy multi-objective linear program-
Dong and Wan (2019) Article
ming problems"
Stanojevi¢ and "On Fuzzy Solutions to a Class of Fuzzy Multi-objective Linear
(2019) Paper
Stanojevié Optimization Problems"
"Integrated forward and reverse logistics network design for a hy-
Lua et al. (2020) brid assembly-recycling system under uncertain return and waste  Article
flows: A fuzzy multi-objective programming"
"Multi-objective decision-making and optimal sizing of a hybrid
Nguyenetal. (2020) renewable energy system to meet the dynamic energy demands of  Article

a wastewater treatment plant"




5 PAIRWISE COMPARISON MATRIX

In this chapter, the structure of the pairwise comparison matrix is discussed. Methods of
collecting judgments from decision makers, creating comparison matrices and processing

are examined.

5.1 Aggregation of Judgments

The results of decisions could impact many people or project in numerous ways. Each
of people or project stages could have completely different preferences for the results.
Rather than letting a complex decision be made by a single person or group, taking ideas
from all individuals or experts who will represent them can reduce the risk. However,
moving from one decision maker to a multiple decision maker introduces a good deal
of complexness. The matter is not any longer the choice of the foremost most popu-
lar various among the non-dominated solutions in step with one individual’s preference
structure. "The analysis should be extended to account for the conflicts among different
interest teams have different objectives, goals, criteria and so on. They sometimes have
disagreements among themselves. The disagreements come back from the variations in
their subjective evaluations of the choice issues, caused by the differences in data and/or

the variations in personal or group objectives, goals and criteria" (Zhou, 1996).

5.2 Construction of Pairwise Comparison Matrix

The pairwise comparison Method has been broadly used to handle the abstract and tar-
get judgments about subjective or potentially quantitative criteria in MCDM, particularly
in the AHP and ANP. "The inclination relations in the PCMs are filled in by the leader
judgments and exhibited utilizing diverse estimation scales, for example, ratio scale, ge-
ometric scale and logarithmic scale etc." (Saaty, 1977; Lootsma, 1989; Ishizaka et al.,
2010). "The judgments might be conflicting or potentially fragmented in light of the cut-

off points of leaders’ aptitude and abilities or the unpredictability of the choice issues
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and different methodologies and models are proposed to deal with these issues" (Benitez
et al., 2011; Ergu et al., 2011; Kou et al., 2014). "To assess the level of inconsistency
in a PCM, distinctive consistency files have been proposed and thought about" (Brunelli
et al., 2013). "The weights of criteria and the positioning of options are frequently judged
through the need weights got from a PCM, in this way numerous approaches have been
proposed to get the need weights from a PCM" (Kou et al., 2014; Cavallo and D’ Apuzzo,
2011).

Saaty proposed two versions of the scale, described in Table 5.1. "The first one is used for
objects which are clearly different and uses values from 1 to 9. The other one is used for
only slightly different objects, for which most evaluations would concentrate between 1
and 2. In this situation Saaty suggested to use values from the interval 1.1 —1.9" (Saaty,

2008) .

Table 5.1: Saaty’s fundamental scale (Saaty, 2008).

Intensity of Definition of Importance Explanation

Importance
1 "Equal” "Both activities contribute equally to the objective"
2 "Weak or slight" "Intermediate importance between 1 and 3"
3 "Moderate" "Experience and judgment slightly favor activity i over j"
4 "Moderate plus" "Intermediate importance between 3 and 5"
5 "Strong" "Experience and judgment slightly favor activity i over j"
6 "Strong plus” "Intermediate importance between 5 and 7"

"Activity i is favored very strongly over j; its dominance

7 "Very strong or demonstrated" demonstrated in practice”
8 "Very, very strong" "Intermediate importance between 7 and 9"
"The evidence favoring activity i over j is of the highest
B "Extreme” possible order of affirmation”
"When all compared activities are close: | "A better alternative way of assigning small decimals is to
1.1-19 a decimal is added to 1 to show their compare two close activities with other widely contrasting
difference as appropriate" ones, favoring the larger one little over the smaller one

when using the 1-9 values"

"If activity 7 has one of the above

Reciprocals of |  non-zero numbers assigned to it when " . e
A logical assumptions

above compared with activity j, then j has the

reciprocal value when compared with i"

Assume in a group decision making circumstance the group comprises of m people and the
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gather choice issue has n components. In case the PCMs are made independently by each
person within the choice gather, m nxn PCMs should be get; each pairwise: comparison
framework comes about in one need vector. This need vector comprises of m elements
for the need weights and is inferred by utilizing prioritization strategies. "Two concepts
have been included. One is the pairwise comparison matrix (A), which is the result of
pairwise comparison. Each component in framework A records the relative inclination
of one component over another component. The other concept is need vector, which is
inferred from network A and records the relative weight of one choice component over
the n choice components. With the objective of getting the totaled gather need vector in
intellect, the aggregation is based on the person pairwise comparison frameworks inside
a group" (Zhou, 1996). The first one is used in this thesis. The aggregation strategies are
worked on a group of PCMs. An totaled bunch PCM is gotten from the operation. At
that point, the totaled bunch need vector is inferred from the aggregated gather PCM by

utilizing the prioritization method.

5.2.1 Representation of Pairwise Comparison Matrix for Group Judgment Aggre-

gation

"Suppose there is a decision group of m people, each of whom has a pairwise comparison
matrix A; defined over n decision elements, where i stands for member i in the group
and i = 1,..,m. Considering the judgments are made separately by each member, the
judgments of the group can be represented by a vector of m-components, where each
component is an nxn pairwise comparison matrix. Let {A;} = (A1,A2,...,An) be the

vector" (Zhou, 1996). Each A; can be represented as:

_{all}i {an}i .. {aln}i_

{aoi}i {axn}i ... {awm}i
A = . . . (5.2.1)

_{anl}i {anZ}i {ann}i_

where {A .} denotes a pairwise comparison regarding decision elements j and k (j,k =

1,2,...,n) judged by person i in the group.
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5.2.2 Geometric Mean for Aggregating Pairwise Comparison Judgments

"Aczel et al. proposed a functional equation approach to aggregate the ratio judgments"
(Aczel and Saaty, 1973; Aczél and Alsina, 1987, 1986). "Let us suppose that the numer-
ical judgments x,x2,...,X, given by m people lie in a continuum (interval) P of posi-
tive numbers so that P may contain x1,x3, ..., X, as well as their powers, reciprocals and
geometric means, etc. The aggregating function f( ) will map {P,} into a proper inter-
val J and f(x1,x2,...,x,) Will be called the result of the aggregation for the judgments
X1,X2, .., X" (Zhou, 1996). The function f( ), which should satisfy the Separability con-

dition, Unanimity condition and Reciprocal condition, is the geometric mean as follows:

fx1,x0, X)) = (xlxz...xm)% (5.2.2)

Now apply this equation to the aggregation problem defined. Since x; is a ratio judg-
ment, so is {a jki}' Therefore, Equation (5.2.2) can be directly applied to the aggregation

problem.

Approach A: "The approach A is to derive A from {A;}. By applying Equation (5.2.2) to
every element of the pairwise comparison matrix {A;}" (Cho and Cho, 2008), the follow-

ing expression is obtained:

ai ap ... 4 (I {anti)m  (TT{a12}:) (I~ {an}i)
ay .. G (It {aai})m (ITL {aza}i)m .. (IT {a2nti)
A=|. . .. . |= . . . (5.2.3)

3=
= F|=
3= 3=

|-
3

A G e G| (e} (T fan2d)n oo (T {am))m

Approach B: "As an alternative to approach A, the aggregated group priority vector V
can be obtained from the priority vector of each person in the group. The priority vector
for each individual V; of the group is derived from A;" (Zhou, 1996). Approach B can be

summarized as follows:

Vi=flA) = {vi}tir{a}i), i=1,...,m
(5.2.4)

V = (1,02, ey ) = (T2 {01 1), (T2 {02 30) e (TT {0 30) )



5.3 Literature Review on Pairwise Comparison Matrix

Publications on pairwise comparison matrix are listed in Table 5.2.

Table 5.2: Literature review on pairwise comparison matrix.

Author Year Title Type
Saaty (1980) "The Analytic Hierarchy Process" Book
Laarhoven and
(1983) "A fuzzy extension of Saaty’s priority theory" Article
Pedrycz
Buckley (1985a) "Fuzzy hierarchical analysis" Article
Chang (1996) "Applications of the extent analysis method on fuzzy AHP" Article
Deng (1999) "Multicriteria analysis with fuzzy pairwise comparison" Article
Csutora  and
(2001) "Fuzzy hierarchical analysis: the Lambda-Max method" Article
Buckley
Mikhailov (2003) "Deriving priorities from fuzzy pairwise comparison judgements" Article
Choo and "A common framework for deriving preference values from pair-
(2004) Article
Wedley wise comparison matrices"
"Application of a fuzzy based decision making methodology to
Zeng et al. (2007) Article
construction project risk assessment"
Kahraman and "A fuzzy multi-criteria methodology for selection among energy
(2010) Article
Kaya alternatives"
"A fuzzy approach to deriving priorities from interval pairwise
Mikhailov (2014) Article
comparison judgements"
"Supplier selection in the airline retail industry using a funnel
Rezaei et al. (2014) Article
methodology: Conjunctive screening method and fuzzy AHP"
Ramik (2015) "Isomorphisms between fuzzy pairwise comparison matrices" Article
"Knowledge-based consistency index for fuzzy pairwise compar-
Kubler et al. (2017) Paper
ison matrices"
"Additively reciprocal fuzzy pairwise comparison matrices and
Krejei (2017a) Article
multiplicative fuzzy priorities"
"Fuzzy eigenvector method for obtaining normalized fuzzy
Krejéi (2017b) Article
weights from fuzzy pairwise comparison matrices"
"Measuring inconsistency and deriving priorities from fuzzy pair-
Kubler et al. (2018) wise comparison matrices using the knowledge-based consistency Article

index"
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Author Year Title Type
"Obtaining fuzzy priorities from additive fuzzy pairwise compar-

Krejci (2018) Article
ison matrices"
"Coherent weights for pairwise comparison matrices and a mixed-

Cavallo (2019) Article
integer linear programming problem"
"A new interval-valued hesitant fuzzy pairwise compari-

Mousavi (2019) son—compromise solution methodology: an application to cross- Article
docking location planning"
"Deriving priorities from pairwise comparison matrices with a

Liu et al. (2020) Article
novel consistency index"

Cavallo and "Preservation of preferences intensity of an inconsistent Pairwise

(2020) Article

D’Apuzzo Comparison Matrix"

Ramik (2020a) "Pairwise Comparison Matrices in Decision-Making" Article
"Pairwise Comparisons Matrices with Fuzzy and Intuitionistic

Ramik (2020b) Article

Fuzzy Elements in Decision-Making"




6 NEAREST INTERVAL APPROXIMATION METHOD

Ranking fuzzy numbers plays a crucial role in fuzzy decision making problems. So, deriv-
ing the final efficiency and powerful ranking are useful. In recent years, "several ranking
strategies are introduced by researchers; a number of these ranking strategies have been
compared and reviewed by Bortolan and Degani" (Bortolan and Degani, 1985). Some dif-
ferent strategies use statistical techniques such as simulation and hypothesis and quadratic
fuzzy regression. "Yager and Filev planned a ranking methodology with parameterized
valuation functions" (Yager, 1981; Yager and Filev, 1994). "Tran and Duckstein pro-
posed a weight operate that represents the decision maker’s attitude" (Tran and Duckstein,
2002). "Asady and Zendenam planned the ranking of fuzzy numbers by sign distance"
(Asady and Zendenam, 2007). "Grzegorzewski suggested a new interval approximation
operator, which is the best one with respect to a certain measure of distance between fuzzy

numbers" (Grzegorzewski, 2002).

6.1 Nearest Interval Approximation of Triangular and Trapezoidal Fuzzy Num-

bers

Definition 1: "A fuzzy number A= (a,b,c) is called a triangular fuzzy number if its

membership function A(x) has the following form" (Rani et al., 2016):

ix) =< b=¢ (6.1.1)

Definition 2: "A fuzzy number A= (a,b,c,d) is called a trapezoidal fuzzy number if its

membership function A (x) has the following form" (Rani et al., 2016) :

=

—da

, a<x<b
b—a
pi(x) = I, b<x<c (6.1.2)
d—x
c<x<d

.
|
q\;
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Definition 3: "For two arbitrary fuzzy numbers A and B with ¥ — cuts [Z]y = [a(y),a(y)]
and [B]y = [b(y),b(7)] respectively, the quantity" (Saeidifar, 2011):

d(A,B) = V +/ a(y) —b(y))*dy : (6.1.3)

Definition 4: "Let A be a fuzzy number with [Z]y = [a(y),a(y)] and f(y) = (f(7), f(y))

be a weighting function.The nearest f = (f, f) weighted interval approximation of Ais

defined as

wwins@) = 1cl.cli= | [ snatar. [ fvatar] 61

where Cf is the nearest lower weighted point approximation NLW PA f( ) and C{; is the
nearest upper weighted point approximation NUW PA f(A) of fuzzy number A" (Saeidifar,
2011).

Theorem 1: "Let A be a fuzzy number with [g]y = la(y),a(y)] and f(y) = (f(1).f(7))
be a weighting function. Then, the interval NUW PA f(g) = [NLWPA i(g),N UWPA Jz(g)]

is the nearest weighted interval approximation to fuzzy number A" (Izadikhah, 2012).

Definition 5: "Let A be a fuzzy number with [A]y = la(y),a(y)] and f(y) = (f(1).f(7))
be a weighting function" (Saeidifar, 2011). The f-weighted mean of A is defined as

W,(0) /01 f(1)a(y) ;f (v)a(y) iy (6.1.5)

In fact, My (A) is the weighting mean of fuzzy number A

11,(8) = 3 3 (F(Ma(r) + F)am)dy

) (6.1.6)
_ b fMady+ Jo F(na(v)dy

Jo Fdy+ [y F(y)dy

Therefore, the following theorems is obtained.
Theorem 2: "Let A be a fuzzy number with [,Z]y =la(y),a(y)]) and f(y) = (f(y),f(7)) be
a weighting function.Then My (g ) is the nearest f-weighted point approximation to fuzzy

number A which is unique" (Saeidifar, 2011).
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Theorem 2 shows that "Mf(A) is the nearest f-weighted point approximation to fuzzy
number A which is unique. The nearest f-weighted point to fuzzy number A belongs to
support function and this theorem is a new and interesting justification for the definition

of the weighted mean of a fuzzy number" (Saeidifar, 2011).

Theorem 3: "Let A, B be two fuzzy numbers, let f(y) = ( f(7),f(y)) be a weighting
function and let A € R”(Saeidifar, 2011). Then,

NLWPAf(A+ B) = NLWPA¢(A) + NLW PA(B)
NLWPAf(AA) = ANLW PA;(A)
My(A+B) = My(A) + My (B)

My (AR) = Aty (A)

Corollary 1: "LetA = (a,b, ¢, d) be a trapezoidal fuzzy number and let f(7) = ( f), f(v)
be a weighting function" (Saeidifar, 2011). Then,

1. For f(y) = (1,1),

~ a+b c+d -~ a+b+c+d
NWIAf(A):{ —= ] My(A) = === 6.1.7)
2. For f(y) = (2v,27).
~ a+2b 2c+d o~ a+2(b+c)+d
NWIAf(A):{ 3 } My(A) = (6 ) (6.1.8)
3. For f(y) = (ny"',ny" "),neN
~  |a+nb nc+d -~ a+n(b+c)+d
NWIA(A) = [n+1 R ] Mp(A) = =5 (6.1.9)

4. For f(y) = (ny" L, my"),n,meN

NWIAs(A) =

[a—f—nb mc+d] — o~ _a+nb d+mc (6.1.10)

n+1" m+1 _2n—1—2+2m+2



50

Example 1: "Let A = (3,7,8,13) be a trapezoidal fuzzy number and also let f(ct) =
(2a,2a) and f>(a) = (4a,40°) be two weighting functions" (Izadikhah, 2012). Then

the nearest weighted intervals to A is as follows:

NWIAf(A) = [17 @] NWIAz(A) = {35—1,9]

33

The graphical representation is given in Figure 6.1.

0 3 7 8 13

Figure 6.1: Trapezoidal fuzzy number and its interval approximation.

Note: Set b = ¢ to use these equations in triangular fuzzy numbers.

Example 2: "Let A = (3,4,7) be a triangular fuzzy number and also let fi (o) = (2, 2a)
and f>() = (403, 4a3) be two weighting functions" (Izadikhah, 2012). Then the nearest
weighted intervals to A is as follows:

19 23
55

NWIA7(A) = [13—15} NWIAs(A) = {_

The graphical representation is given in Figure 6.2.

uzgeTnITe

NS

0 3 19/5 23/55 74

Figure 6.2: Triangular fuzzy number and its interval approximation.
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Corollary 2: "LetA = (a,b, ¢, d) be a trapezoidal fuzzy number and let £(y) = (ny" !, my"~1),

n,m € N be a weighting function" (Izadikhah, 2012). Then, for m,n — o

~ at+nb mc+d -~ b+c
NWIA(A) = {n+1 — ] = bl My(A) = = 6.1.11)

"The above corollary shows that, for large values m and n, the interval [b,c| and the

+c . . . .
are the nearest weighted interval and point to the trapezoidal fuzzy number"

point
(Saeidifar, 2011), respectively as in Figure 6.3.

Figure 6.3: Fuzzy number A and its intervals.

Hereby, ranking method by the weighting mean of a fuzzy number is as follows:

Definition 6: "For two fuzzy numbers A ,B and the weighting function f, the ranking of

A and B by Ms(A) is defined" (Saeidifar, 2011), i.e.,

M¢(A) > Ms(B) ifandonlyif Ms(A) >~ M (B)
< M¢(B) ifandonlyif M;s(A) < M (B)

2
=
=

Ms(A) = M¢(B) ifand onlyif M;s(A)

Then, the order < and > are formulated as:

A<B if and only if A<B or A~B

A-B if and only if A-B or A~B



6.2 Literature Review on Nearest Interval Approximation

Publications on nearest interval approximation are listed in Table 6.1.

Table 6.1: Literature review on nearest interval approximation.

Author Year Title Type
Chanas (2001) "On the interval approximation of a fuzzy number"” Article
Grzegorzewski  (2002) "Nearest interval approximation of a fuzzy number" Article
Abbasbandy and
(2004) "The nearest trapezoidal fuzzy number to a fuzzy quantity"” Article
Asady
"Nearest Interval Approximation of an Intuitionistic Fuzzy Num-
Ban (2006) Article
ber"
Abbasbandy and "The nearest approximation of a fuzzy quantity in parametric
(2006a) Article
Amirfakhrian form"
Abbasbandy and "The nearest trapezoidal form of a generalized left right fuzzy
(2006b) Article
Amirfakhrian number”
Nasibov and
(2008) "On the nearest parametric approximation of a fuzzy number" Article
Peker
Ban and "Nearest interval, triangular and trapezoidal approximation of a
(2012) Article
Coroianu fuzzy number preserving ambiguity"
Coroianuetal.  (2013) "Nearest piecewise linear approximation of fuzzy numbers" Article
"Extending TOPSIS in fuzzy environment by using the nearest
Izadikhah etal.  (2014) Article
weighted interval approximation of fuzzy numbers"
"An approach for solving a fuzzy bilevel programming problem
Ren and Wang (2017) through nearest interval approximation approach and KKT opti- Article
mality conditions"
"Nearest Interval-Valued Approximation of Interval-Valued
Ahmadian et al. (2016) Article
Fuzzy Numbers"
"Solving Fully Fuzzy Multi-objective Linear Programming Prob-
Sharma and Ag-
(2018) lem Using Nearest Interval Approximation of Fuzzy Number and  Article
garwal
Interval Programming"
"A novel distance of intuitionistic trapezoidal fuzzy numbers and
Ren and Luo (2020) its-based prospect theory algorithm in multi-attribute decision Article
making model"
"On product of positive L-R fuzzy numbers and its application to
Liet al. (2020) Article

multi-period portfolio selection problems"




7 GOAL PROGRAMMING

Goal programming (GP) is a method that is applied to linear programming problems that
have many goals or objectives. Decision-makers are required to rank their objectives by
their importance and to set a target value that they want to achieve for each goal. Then,
"the appropriate solutions are found by minimizing the deviations between the actual val-
ues and the target values. GP is used to manage conflicting goals" (Leung et al., 2003). "It
is an important technique for decision making problems where the decision maker aims
to minimize the deviation between the achievement of goals and their aspiration levels"
(Azmi and Tamiz, 2010). In other words, "it is the most widely used multi-objective
technique in management science because of its inherent flexibility in handling decision-
making problems with several conflicting objectives and incomplete or imprecise infor-
mation" (Romero, 1991, 2004; Chang, 2007). When uncertain goals exist, the fuzzy GP,

which is implemented by applying the fuzzy set theory to goal programming, is used.

"The GP technique was first described by Charnes and is described as a version of the
Linear Programming technique" (Charnes, 1955). It was also defined as a technique for
optimizing the objective function, under certain constraint equations, as close as possible
to the goals. "It has been shown that Non-solution Linear Programming problems can be
solved by setting the deviations (positive, negative, or both) that occur in each objective
function and minimizing them by putting these deviation variables into the achievement
function" (Charnes and Cooper, 1961). In addition, "prioritization and weighting method-
ologies of the GP are included. In 1965, Ijiri has made the GP method more usable than
the existing solutions" (Ijiri, 1965). It was aimed to make it easier to identify, measure,
weight and prioritize sub-objectives by dividing the main management objectives into
related sub-objectives. "The GP method’s weighting and prioritization methodologies
are then combined to formulate one or more formulations with one or more sub-goals"
(Wu and Coppins, 1981). "In 1968, Contini adapted GP to uncertainty situations and
Jadskeldinen adapted it to mass production planning" (Contini, 1968; Jadskeldinen, 1976).
"A lot of application area have been accomplished through Lee’s book "Goal Program-

ming For Decision Analysis" and the computer programs developed" (Lee, 1972; Lee and
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Jadskeldinen, 1971). Therefore, it is stated that the generalized GP technique is a practi-
cal and healthy tool for modeling and solving multi-objective mathematical programming

problems.

7.1 Structure of Goal Programming

e Objectives can be defined as the way in which the criteria are oriented in the direc-
tion of the decision makers’ desires (Evren and Ulengin, 1992). In other words; the
goals express the results that decision-makers want to achieve from the solution of

the problem. The objectives may be in the same direction, or in opposite directions.

e In a decision making process, the system of interest is carefully observed and pa-
rameters are determined that can control their value and affect the performance of
the system. These parameters are under the control of the managers and are called
decision variables (Kocak, 2007). Decision variables are unknown variables whose

value is to be determined.

e Deviation variables that indicate how above or below the specified target is reached.
The deviation of i from the goal in a positive direction is indicated as a?l.+ ; the devia-
tion of i from the goal in a negative direction is indicated as d; . At least one of the
two deviation variables will be zero so that both positive and negative deviations

can not occur at the same time.

e Technological, structural or system constraints are constraints that are developed
for the probing and which must be fully provided in the GP models and that are not
allowed to deviate (Oztiirk, 2007).

e Goal constraints that the decision maker wants or needs to reach are passed as goal
constraints to the GP model. These constraints have a more flexible structure than

system constraints (Alp, 2008).

e The functions that have the smallest deviations from the goal of each objective are

called success functions (Alp, 2008).
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e The objective function is the function obtained by weighing all successive func-
tions in the model or by writing their precedence levels together and their general

summation.

7.2 Formulation of Goal Programming

Goal programming is one of the first techniques specially designed for solving Multi-
Objective Optimization problems. In this method, the decision maker has to set goals for
each objective that is desired to be achieved. These values include probing as additional
constraints. Then, the absolute deviations of the objective function from the specified

objective are tried to be minimized.

MinZ = ZZPk+ d; +d;")

Zaijx]'+d,~‘—d,-+= Y N (72.1)
=1

xj,d;,dF >0 i=1,2,...m j=1,2,..,n

7.3 Weighted Goal Programming

"In the weighted GP technique, a single objective function is transformed into the weighted
sum of the functions representing the goals of the problem" (Rossdy, 2010). Suppose that

the goal i of a GP model with n goals is given as follows:

MinG;, i=1,2...,n (7.3.1)

The combined objective function used in the weighting method
Min z =w1G; +wyGy + ... +w, G, (7.3.2)
where i = 1,2, ...,n are positive weights that reflect the decision maker’s preferences re-

garding the relative importance of each goal. "For example, for all i, w; = 1 indicates that

all goals have equal weight. The determination of the specific values of these weights
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is a subjective matter" (Rossdy, 2010). As a matter of fact, "the complex sophisticated

analytic procedures developed in the literature have always been based on subjective eval-

uations" (Taha, 2000). In the following years, "some researchers have studied the fuzzy

priorities of problem formulation and fuzzy goals in the field of fuzzy GP and they have

developed solution proposals for them" (Tiwari et al., 1987). Most of the researchers have

used minimization operators in fuzzy GP formulations to reach fuzzy decisions that imply

fuzzy goals and constraints with their maximum memberships values.

7.4 Literature Review on Goal Programming

Publications on Goal programming are listed in Table 7.1.

Table 7.1: Literature review on Goal programming.

Author Year Title Type
Dantzig (1948) "Programming in a Linear Structure" Paper
Simon (1957) "Models of Man" Book
Charnes "Management Models and the Industrial Applications of Linear
(1961) Book
and Cooper Programming"
Lee (1972) "Goal Programming for Decision Analysis" Book
Yaghoobi "A short note on the relationship between goal programming and
(1979) Article
and Tamiz fuzzy programming for vectormaximum problems"
Lin (1980) "A Survey of Goal Programming Applications" Article
Hannan (1981b) "On fuzzy goal programming" Article
Schniederjans "An Alternative Method for Solving Goal Programming Prob-
(1982) Article
and Kwak lems: A Reply"
Markowski "Theory and Properties of the Lexicographic Linear Goal Pro-
(1983) Article
and Ignizio gramming"
"An Algorithm for Solving the Linear Goal-Programming Prob-
Ignizio (1985) Atrticle
lem by Solving Its Dual"
Crowder "Comments on "An Algorithm for Solving the Linear Goal-
(1987) Article
and Sposito Programming Problem by Solving Its Dual""
A "Note on the Structure of the Goal-Programming Model: As-
Rifai (1996) Article

sessment and Evaluation"
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Author Year Title Type
"On the fuzzy multi-objective linear programming problem: Goal
Kuwano (1996) Article
programming approach”
Tamiz and
(1996) "Goal Programming and Pareto Efficiency" Article
Jones
Parra et al. (2001) "A fuzzy goal programming approach to portfolio selection” Article
Yaghoobi "On improving a weighted additive model for fuzzy goal pro-
(2006) Article
and Tamiz gramming problems"
Winston (2004) "Operations Research: Applications and Algorithms" Book
Sharma and A "Multi-Objective Decision-Making Approach For Mutual Fund
(2006) Article
Sharma Portfolio"
El-Wahed "Interactive fuzzy goal programming for multi-objective trans-
(2006) Article
et al. portation problems"
"A fuzzy goal programming approach to multi-objective opti-
Hu et al. (2007) Article
mization problem with priorities"
Jafari et al. (2008) "An Optimal Model using Goal Programming for Rice Farm" Article
Tamiz and " Practical Goal Programming. International Series in Operations
(2010) Book
Jones Research & Management Science"
Orumie and
(2011) "An Alternative Method of Solving Goal Programming" Problem Article
Ebong
"Using Linear Goal Programming in Surveying Engineering for
Alp et al. (2011) Article
Vertical Network Adjustment”
Nabendu "A Goal Programming Approach to Rubber Plantation Planning
(2012) Article
and Manish in Tripura"
Jayaraman "A fuzzy goal programming model to analyze energy, environ-
(2017) Article
et al. mental and sustainability goals of the United Arab Emirates"
"A fuzzy goal programming approach for selecting sustainable
Pandey etal. (2017) Article
suppliers"
Mokhtari "A multi-objective model for cleaner production-transportation
(2017) Article
and Hasani planning in manufacturing plants via fuzzy goal programming"
Hossain and "Application of interactive fuzzy goal programming for multi-
(2018) Atrticle
Hossain objective integrated production and distribution planning"
Subalietal. (2018) "Time and cost optimization using fuzzy goal programming" Paper




Author Year Title Type
"A Fuzzy Goal-Programming Model for Optimization of Sustain-
Zamanian
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Sadegheih
tising Decisions"
"Green and Reliable Freight Routing Problem in the Road-Rail
Sun (2020) Intermodal Transportation Network with Uncertain Parameters: Article

A Fuzzy Goal Programming Approach"




8 PROPOSED MODEL

In this section, a new approach to existing models is introduced in the light of literature

review. The features added to the existing models are explained in the relevant sections.

8.1 Fuzzy Multi-Objective Linear Programming (FMOLP)

For the project management problem, a fuzzy multi-objective linear programming model

is proposed (Kang et al., 2016). The steps are as follows:
8.1.1 Multi-Objective Linear Programming Model

By constructing balance between the time and the cost, a compromise project implemen-
tation plan is found. 3 objectives are considered: least total project cost, shortest total

project period and longest total crash time.

First Objective Function: Minimize the total project cost TC.

MinTC =YY Kp,+ .Y Yijsij+ [l Max{0,Ey — TP}] (8.1.1)
i j i j

Equation (8.1.1) is the first objective function. The purpose is to minimize the total cost
(TC) to be spent to complete the project. This cost includes the direct cost (Kp;;), the
crashing cost (s;;) and the penalty cost (/) (i.e. the cost to be incurred if the project is
delayed during the normal period).
Second Objective Function: Minimize the total project duration time TP.

Min TP =Ey—E; (8.1.2)
Equation (8.1.2) is the second objective function. This equation indicates the difference

between the start and end times of the project, i.e. the total duration of the project.

Third Objective Function: Maximize the total crash time TR.

MaxTR=YY Y (8.1.3)
i
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Equation (8.1.3) is the third objective function. This equation gives the sum of the crash

times of each activity in the project.

The constraints are:

E+T,;<E; Vij (8.1.4)
T;j+Y;j=D;; Vi, j (8.1.5)
Y;i+dij <D Vi j (8.1.6)
E;=0 (8.1.7)
Ey<F (8.1.8)

and all variables are non-negative.

Equation (8.1.4) shows that the sum of the start time (E;) and the process time (7;;) of

activity i should be equal to or smaller than the start time (E;) of activity ;.

Equation (8.1.5) is the sum of the process time (7;;) and the crashing time (Y;;) between i

and j activities equal to the planned normal duration (D;;) of the (i, j) node.

Equation (8.1.6) shows that the sum of the crashing time (¥;;) and the shortest possible
process time (d; ;) of the node could be smaller than the planned normal process time (D;;)
of the node. That is, the process time (D;;) of a node should not go below the shortest

specified process time (d;;).
Equation (8.1.7) assumes that the initial moment of the first activity (Ey) is zero.

Equation (8.1.8) ensures that the last activity is completed before or on the required

project completion time (F).
8.1.2 Positive and Negative Ideal Solutions

Calculate the positive ideal solution (PIS) and the negative ideal solution (NIS) of the

three objective functions.

TCPS =MinTC |, TCYMS =MaxTC (8.1.9)
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Equation (8.1.9) assumes that positive ideal solution of total cost is minimization of total

cost and negative ideal solution of total cost is maximization of total cost.

TP = MinTP ., TPVMS=MaxTP (8.1.10)
Equation (8.1.10) assumes that positive ideal solution of total time is minimization of total
time and negative ideal solution of total time is maximization of total time.

TRP'S =MaxTR , TRMS=MinTP (8.1.11)

Equation (8.1.11) assumes that positive ideal solution of total crash time is maximization
of total crash time and negative ideal solution of total crash time is minimization of total

crash time.

So, the membership function for each of the three objective functions is established as

follows: y
1, TC <TCPIS
TCNS —TC
Arc =1 savis gy €70 <TC<TCYS (8.1.12)
\ 0, TC > TCNS
(
1, TP < TPPS
TPVIS TP
Arp = NS T pPIS TPPS < TP <TPNIS (8.1.13)
\ 0, TP > TPNS
(
1, TR > TRPS
TR —TR"!S
MR = mons g prse TR STR<TR™ (8.1.14)
\ 0, TR < TRN'S

8.1.3 Fuzzy Programming Method

After the membership function values are obtained, apply "the fuzzy programming method
proposed by Zimmermann to add auxiliary variable A, which might take into account the

three objective functions at the same time" (Zimmermann, 1978). The initial FMOLP
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problem is remodeled into a crisp single-goal linear programming problem. By maximiz-

ing A, a compromise resolution is obtained.
Max A

subject to:
A <Arp

A < Arc

A < Arg

Ei+T,;<E; Vij

Tij+Yij = Dij
Yij+dij < Dij
E1=0

Ey<F

and all variables are non-negative.

Vi, j

Vi, j

(8.1.15)

(8.1.16)
(8.1.17)
(8.1.18)
(8.1.19)
(8.1.20)
(8.1.21)
(8.1.22)

(8.1.23)

The time constraints in Eq(8.1.19), Eq(8.1.20), Eq(8.1.21) and Eq(8.1.23) are accepted to

be crisp numbers.

8.1.4 FMOLP Model Result

The results include the whole project cost, the whole project period time and also the total

crash time and therefore, the three objectives are satisfied.

8.2 Fuzzy Multiple Weighted-Objective Linear Programming (FMWOLP)

The decision makers could take into account that the importance of each objective is

completely different. That is, some objectives are additional vital than others. First,

the weights of the objectives should be determined by the management. A FMWOLP

model is made for project management. The relative weights of the multiple objectives
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are calculated by the nearest interval approximation and goal programming and with using

obtained weights, the FMOLP will be created to reach best 7C, TP, TR values.

A importance level should be determined for each of the objectives in the project. For
this purpose, the project experts are asked for their views. First of all, the experts should
be selected and then they are asked to evaluate the objectives in accordance with the
linear programming model. A PCM is used for this. The decision makers are expected to
compare the objectives in pairs. Fuzzy numbers are used in comparison because, decision-
makers may not be able to make a definite decision, or they may not be able to make

certain rankings (Zimmermann, 1978).

A PCM where all its elements are fuzzy numbers is considered as follows:

L M U L M U
(ary,aiy.a1y) (012,012,6112) (a13,a13,a13)
A= | (L, . aM Y 1 2 3 4
A= (021,a21,a21) (0227022,022) (023,023,023,(123) (821)
L M U 1 3 4 L M U
(a31,a31,a3,) (a 32»“32’“327‘132) (a33,a33,a33)
where d;; = (af;,a}{,a%}) is a triangular fuzzy number, &; = (a;;,a;;,a;;,a;) is a trape-

zoidal fuzzy number. A is reciprocal, if the following conditions are satisfied (Chen and

Hwang, 1992b; Ramik and Korviny, 2011).

1 1 1
~ L M U\ 7 ~ ..
dij = (a;j,q5;,a;;) implies aji:(ﬁ’ﬁ’E) Vi,j=1,...,n. (8.2.2)
ij “ij “ij
1 1 1 1
~ 1 2 3 4 . . ~ .o
dij = (a;;,a;;,a;;,d;;)  implies af’:(ﬁ’ﬁ’ﬁ’ﬁ) Vi,j=1,...,n. (8.2.3)
ij “ij Yij “ij

In this study, the numbers suggested by the Saaty (Section 5.2) are expanded. A compar-
ison matrix consisting of triangular-trapezoidal fuzzy numbers can be used, if decision
makers choose a value between the fuzzy values. In other words, there is no obligation to
create a decision matrix consisting only of triangular fuzzy numbers. For this, this study

suggests using the characteristics in Table 8.1.
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Table 8.1: Characteristic function of the fuzzy numbers.

Fuzzy Number Characteristic Function
I (1,1, 1)
x (x—1, x, x+1) forx=2,..8
x5 (x—1.5,x—0.5, x+0.5, x+1.5) forx=2,..8
9 (7,9, 9)

8.2.1 Integrated Fuzzy Pairwise Comparison Matrix

By collecting the fuzzy judgment matrices from all decision makers, "this matrices can be
aggregated by using the fuzzy geometric mean method of Buckley" (Buckley, 1985b,a).
The aggregated triangular fuzzy numbers of n decision makers’ judgment in an certain

case ii;j = (lij, mij, uij) is
1
n n
i = Hdijk (8.2.4)
i=1

where d; j. is the relative importance in form of triangular fuzzy numbers of the k'™ deci-

sion makers’ view and # is the total number of decision makers.

8.2.2 Importance Weights Using The Nearest Interval Approximation and Goal

Programming

e The Nearest Interval Approximation "The nearest weighted possibilistic inter-
val approximation is an interval operator of a fuzzy number. First, an f-weighted
distance quantity on the fuzzy numbers is introduced and then the Interval Approx-

imations for a fuzzy number is obtained" (Izadikhah, 2012).

Definition 7: "A weighting function is a function as f = (f, f) : ([0,1],[0,1]) —
(R,R) such that the functions are non-negative, monotone increasing and satisfies
the following normalization condition" (Saeidifar, 2011): fol fla)do= fol fla)da =
1

Definition 8: "Let A be a fuzzy number with Ay = [a(a),a(a)] and f(a) = (f(a), f(a))
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being a weighted function" (Saeidifar, 2011). Then the interval

~ 1 1
NWMﬂAyiéfmmgamazl}ﬂmaama (8.2.5)

is the nearest weighted interval approximation to fuzzy number A.

"The function f(o) can be understood as the weight of the interval approximation;
the property of monotone increasing of function f (o) means that the higher the cut
level is, the more important its weight is in determining the interval approximation
of fuzzy numbers" (Izadikhah, 2012). In applications, the function f(c¢t) can be

chosen according to the actual situation.

Corollary 3: "Let A = (a,b,c) be a triangular fuzzy number and let f(«) = (na !, no* 1)

be a weighting function" (Izadikhah, 2012) . Then,

(8.2.6)

- b nb
NWIAf(A):[CH—n " +C1

n+1" n+1
Goal Programming

In the conventional case, "if a PCM A be reciprocal and consistent then the weights
a; j

of each criterion are simply calculated as w; = W, i=1,...,n. In the case of
k=141kj
inconsistent matrix, it must obtain the importance weights w;, i = 1,...,n such that
Wi

a;jj = — or equivalently a;jw; —w; = 0. Therefore, in the case of uncertainty, for
w

deriving the weights of criteria from inconsistent fuzzy comparison matrix, the next

procedure is followed" (Izadikhah, 2012).

Firstly, by Equation 8.2.6, each fuzzy element d;; = (aiLj,a% ,a%) of the PCM is

converted to the nearest weighted interval approximation d;; = [d{}-,c‘zg

the fuzzy PCM A is converted to an interval PCM A. After, the weight vector

]. Hence,

. . _ wj _ _ . _ .
w;, i =1,...,nis calculated such that aiLj < =L < @Y therefore a-L~W] <w; < aZWJ

ij > 2
w
j
is obtained. Hence, here is the deviation variables pi_j,pl.*j and qi_j,q;; which lead to

agwj—wi+p;;—pi; =0 (8.2.7)
—agwj+wi+q;;—q; =0 (8.2.8)

where deviation variables pij» p;; and qi_].,q;; are non-negative real numbers but

cannot be positive at the same time, that is, p;;p;; = 0 and g;;q;; = 0. Here, the GP



66

method is applied. "It is desirable that the deviation variables p;; and q;; are kept to

be as small as possible, which leads to the following GP model" (Izadikhah, 2012):

n n
Min Y Y (pi+4q;) (8.2.9)
i=1j=1
subject to:
akwj—wi+ pj; — pj; =0 (8.2.10)
—agwi+wi+q;—q;; =0 (8.2.11)
n
Y wi=1 (8.2.12)
i=1

lepljvpj;aql;ap;; >0

By solving this model the optimal weight vector W = (wy,...,w,,) which shows the
importance of each criterion is obtained. "These weights can be used in the process
of solving a multiple criteria decision-making problem. Also, these weights show
which criterion is more important than others. For ranking of these criteria, rank 1 is
assigned to the criterion with the maximal value of w; and so forth, in a decreasing
order of w;. The proposed method is able to derive the weights of criteria when

the elements of the PCM are fuzzy in any form of triangular or trapezoidal fuzzy

numbers" (Izadikhah, 2012).
This GP model used in practice is always feasible. Here is the little evidence for its
feasibility.

Consider W = (1, ..., W,) which has the condition Y owi=1w>0,i=1,.

Then, deviation variables are defined as:

prj = max{ (ks — ) . 0} (82.13)
p = max{ (@ — ) . 0} (8.2.14)
Gy =max{—(~alw;+w) . 0} (8.2.15)
@szmaX{(—agwijw,-) , 0} (8.2.16)

It is clear that (W, Dis ﬁi di;» G; ]) is a feasible solution.
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8.2.3 FMWOLP Model

The overall aim is to maximize the Ay¢,Arp, Arg which is the satisfaction rating, using
the weights obtained. Thus, the best possible TC, TP, TR values are obtained, with the
objectives of minimizing the total project cost, minimizing the total project duration time

and maximizing the total crash time.

Max A = wrce * Apc +wrp * Arp +wrr % Arg (8.2.17)
subject to:
TPNS _Tp
Arp < - pNIS 7 pPIS (8.2.18)
TCNS —TC
M S TS T oPIs (8.2.19)
TR —TRP!S
MR < oIS RPIS (8.2.20)
Ei+T,;<E; Vij (8.2.21)
Tij+Yj=Dij Vi,j (8.2.22)
Yij+dij <D Vi,j (8.2.23)
E; =0 (8.2.24)
Ey<F (8.2.25)

and all variables are non-negative.

where wrc, wrp and wrg are the normalized importance weights for the total project cost,
the total project duration time and the total crash time, respectively; Arc, Arp, Apg are
the degrees of satisfaction for the total project cost, the total project duration time and the

total crash time, respectively.
8.24 FMWOLP Model Result

The results include the whole project cost, the whole project period time, and also the

total crash time and therefore the three objectives are satisfied.



Briefly, the steps of the proposed methodology are given in Figure 8.1.

Set the problem

— Y
Select the experts
and decision
makers

- J

v

 EE—

Determine
objective functions

Establish multi Construct
objective linear integrated
programming fuzzy pairwise
model comparison matrix
\ Y
i Apply nearest
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and negapve ideal approximation
solutions method
\ Y
Construct goal
Apply fuzzy programming
programming model to calculate
method importance

weights

A

Yy

Apply fuzzy multi
weighted
programming
method

Compare FMOLP
and FMWOLP
models result

Figure 8.1: Flowchart of the proposed methodology.



9 NUCLEAR ENERGY

In parallel with the growth in the industrialization and urbanization of developing coun-
tries, the human population is increasing rapidly. Although the energy demand per capital
has increased significantly, the demand for energy in every field has increased so fast. In
the world, there is no new and big fuel reserves for use in energy production; petroleum re-
serves are assumed to be depleted in 2050, natural gas reserves in 2070 and Coal reserves
in 2170. "This assumption has increased the interest in energy production and countries
with insufficient resources in energy production have turned to new energy production

alternatives" (ETKB, 2014a).

Sources or fuels used in energy production in the world:

e "Thermal Resources (Coal, Oil and Natural Gas)"
e "Nuclear Sources (Uranium, Thorium and Plutonium)"
e "Hydraulic Resources (Seas, Lakes and Rivers)"

e "Other Resources (Solar, Wind, Hydrogen, Geothermal)"

From these sources; thermal and nuclear resources are consumable energy sources, hy-

draulic and other sources are renewable energy sources.

In energy production; thermal power plants that operate with fossil fuels such as coal, oil
and natural gas leave many harmful gases into the environment and atmosphere. "These
harmful gases are carbon dioxide (CO;), nitrogen oxides (NO,) and sulfur dioxide (SO;).
(CO;) gas causes the greenhouse effect (warming of the atmosphere). (NOy) and (SO»)
gases cause acid rain. Acid rain threatens the natural life of the lakes and negatively

impacts the vegetation, forests, agricultural areas" (ETKB, 2014a).

Nuclear power plants are the plants that produce energy intensively by providing the least

damage to the environment and providing continuous energy production at reasonable
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prices. They are, in contrast to what is believed, environmentally friendly and energy
efficient. Nuclear power plants are intensive energy sources. "1 kg of nuclear fission (the
disintegration of the nuclear fuel radioactive material (U235)) yielded 90 * 106 MJ of
energy, while 14-19 MJ from 1 (kg) of lignite, 45-46 MJ from petroleum, 121 MJ from
Hydrogen and 39 MJ from 1 m> of natural gas are obtained" (ETKB, 2014a).

9.1 History of Nuclear Energy

In 1934, physicist Enrico Fermi saw that the atoms that had emerged after bombing ura-
nium atoms with neutrons were much smaller atoms than uranium and recognized the
potential of the nuclear division reaction. In 1942, using uranium and control bars in a
similar way to today’s nuclear power plants, he created the first controlled, self-sustaining
nuclear power generation system. After seeing the power and potential of this new tech-
nology, the United States performed the first nuclear weapons test in New Mexico, July
1945. With these developments, the 1950s and 1960s were the years in which nuclear
power plants were spreading rapidly. "The amount of energy generated by the division of
one uranium atom is 10 million times the energy generated by the combustion of one coal
atom, in other words, the energy that can be obtained from half a kilogram of uranium

can produce the same energy as millions of liters of oil" (ETKB, 2014a).

However, on March 28, 1979, an accident caused by a faulty valve at the Three Mile Island
nuclear plant in the United States revealed how dangerous the nuclear could be. The fact
that the nuclear fuel could not be cooled sufficiently could cause significant damage to the
central workers and the environment and nature. On the other hand, the subject of the use
of used fuels has become the soft belly of nuclear energy for years. The following years,
technological developments, new and safer designs, new accidents, concerns about global
warming; nuclear energy was reflected in the years of tides. Some periods of nuclear
energy were considered as a hope, some periods should be rid of as soon as possible. The

timeline of nuclear energy developments is shown in Table 9.1.
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Table 9.1: Timeline of nuclear energy developments (Rhodes, 1986; Weinberg, 1994;

Cooke, 2009).

1895 ¢

1896

1898 ¢

1899 ¢

1909 ¢

1920

1932 ¢

1938 ¢

1939

"Roentgen discovers X-rays."

"Becquerel discovers rays
emitted spontaneously from

uranium salts."

"The Curies identify two
radioactive nuclides, coin term

nn

"radioactive".

"Rutherford distinguishes alpha
and beta radiation and discovers

half-life."

"Rutherford discovers that most
mass is concentrated in a small

nucleus."

"Rutherford theorizes a

"nn

"neutron".
"Chadwick identifies neutrons."

"Hann and Strassman split
uranium atoms with neutrons,
Meitner and Frisch explain
what’s happening and name it

"nn

"fission".

"Fermi and Szilard measure
neutron multiplication, conclude
that a nuclear chain reaction is

possible."

1939

1942 ¢

1945 ¢

1951

1953 ¢

"Szilard, Wigner and Teller
convince Einstein to sign a
letter warning Roosevelt of
possibility of nuclear
weapons. Roosevelt
authorizes creation of
Advisory Committee on
Uranium, begins US nuclear

bomb effort."

"Fermi achieves first nuclear

chain reaction."

"The world’s first weapon
test, the Trinity shot, is
successful. Atomic bombs
Little Boy and Fat Man
dropped on Japanese cities,
Hiroshima and Nagasaki. Up
to 240,000 people died.
Japan surrenders
unconditionally, ending

WWIL"

"EBR-I reactor is the first to
generate electricity in Argo,

ID."

"Eisenhower gives Atoms for
Peace speech launching

civilian program."
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1954 ¢

1954 ¢

1957 ¢

1974 ¢

1979 ¢

1986 ¢

1986

"USS Nautilus launches, the first

nuclear powered submarine."

"Obninsk reactor in the Soviet
Union becomes the first

commercial nuclear power."

"Shipppingport reactor begins
operation, first commercial

nuclear power."

"French Prime Minister Messmer
launches huge nuclear power

program in response to oil crisis."

"Three Mile Island reactor suffers
a partial melt down. Reaction

largely contained."

"EBR-II reactor demonstrates
that advanced, sodium cooled
reactors can passively shut down

without backup systems."

"Chernoby]l reactors suffers a
large power excursion resulting
in the release of large amounts of
radiation. 50+ firefighters die, up
to 400 civilians estimated to die

of early cancer."

1994 ¢

2004

2004 ¢

2011 ¢

2013 ¢

"Megatons to Megawatts
program started, turns 20,000
nuclear weapons into
electricity. By 2000, 10% of
US electricity comes from
dismantled Russian

warheads."

" After decades of electricity
generation with no deaths in
th US, a Nuclear Renaissance
is discussed, with talks of
more reactor builds to offset

carbon emission."

"75% of France’s electricity

is nuclear."

"Four reactors of Fukushima
Daiichi lose backup
generators due to tsunami
and suffer core meltdowns,

hydrogen explosions."

"Voyager-I enters interstellar
space after travelling the
solar system for 36 years. It
is powered by a
Plutonium-238 radio-isotopic

thermal generator."
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9.2 Nuclear Power Plants in the World

According to data from the International Atomic Energy Agency, 450 nuclear reactors are
operating in 31 countries around the world (May 22, 2018). "In 2017, around 11% of the
world’s electricity production was supplied from nuclear power plants with 2477 TWh.

The construction of 59 nuclear reactors in 18 countries continues" (IAEA, 2018).

99 nuclear reactors are operating in the USA. "In 2017, 20% of electricity generation of
USA was supplied from nuclear power plants. Two nuclear reactors are under construc-

tion" (IAEA, 2018).

37 nuclear reactors are in operation in Russia. "Russia meets approximately 17% of
its electricity generation from nuclear power plants and continues the construction of 6

nuclear reactors" (IAEA, 2018).

39 nuclear reactors operating in the People’s Republic of China; 18 nuclear reactors are
under construction. "China receives 3,5% of its electricity from nuclear energy. China has
taken important steps at localization of nuclear power plants. China has its own nuclear
power plant design and it also markets its own design reactors to the international market"

(IAEA, 2018).

In the United Kingdom, 15 nuclear reactors are in operation and 20% of the generated
electricity is supplied from nuclear power plants. "UK plans to build a total of 16 GW of

new nuclear power plants according to its policy published in 2006" (IAEA, 2018).

58 nuclear reactors are in operation in France. "72% of electricity generation is provided

by nuclear power plants. One nuclear reactor is under construction" (IAEA, 2018).

In summary, there are 435 nuclear plants in 31 countries. These countries are shown on

the world map in Figure 9.1 and their numbers are shown in Figure 9.2 (ETKB, 2014a).
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Figure 9.1: Countries with nuclear power plants in the world (ETKB, 2014a).
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Figure 9.2: Countries with nuclear power plants and number of power stations (ETKB,

2014a).

72 nuclear power plants are under construction in 16 countries in 2014, Figure 9.3 and

Figure 9.4 show the distribution of these power plants and countries.
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Figure 9.3: Countries that build nuclear power plants (ETKB, 2014a).
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Figure 9.4: Number of nuclear power plants under construction by country (ETKB,

2014a).

According to March 2013 data, the number of nuclear power plants operating and under
construction in the world and the share of nuclear energy in countries’ electricity produc-

tion are shown in Table 9.2 .
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Table 9.2: Numbers of the world’s nuclear power plants being in-service and under con-
struction and nuclear energy’s share in the electricity production of the countries (ETKB,

2014a).

Countries y:vrc(?re;glgtl{]:?r:?:(;wice mﬂrﬁ:eljncge?uccgﬁzrﬁg‘t'iv:ﬁ glgirt?igift\r/“:;l:;llrcet?;rﬁ%;n
USA 100 5 %19,0
France 58 1 %73,3
Japan 48 7 -[1]
Russia 33 10 %17,5
South Korea 23 5 %30,4
India 21 6 %3,5
China 21 28 %2,1
Canada 19 %15,3
%’r‘gﬁ‘im 16 %18,1
Ukraine 15 2 %43,6
Sweden 10 %38, 1
Germany 9 %15,5
Spain 7 %20,5
Belgium 7 %51,0
Fembic 6 %353
Taiwan 6 2 %18,4
Switzerland b %35,9
Finland 4 1 %33,3
Hungary 4 %50,7
Slovakia 4 2 %51,7
Pakistan 3 2 %4,4
Argentina 2 2 %4,4
Brazil 2 1 %2,8
Bulgaria 2 %30,7
Mexico 2 %4,6
Romania 2 %19,4
South Africa 2 %5,7
Armenia 1 %29,2
iran 1 %0,6
Klr(]e?herlands 1 %44
Slovenia 1 %33,6
The United 2

Arab Emirates

Belarus 1

TOTAL 435 12 World-wide %13,5
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Due to economic and population growth, world energy demand will continue to increase
as shown in the Figure 9.5 (Bos et al., 1992). The vast majority of this increase will
take place in developing countries. Because these countries strive to increase the living
standards of their growing populations. In 1998, IIASA and the World Energy Council
concluded that worldwide energy demand would likely increase by 1.5-3.0 times, by 2050
. Figure 9.5 shows the development in global primary energy consumption per energy

resource, and a possible scenario for future developments.

Projection
22
IEA 2016, NPS
20 (New Policies Scenario)

18 Renewable energy

Primary energy consumption [Gtoe]

Crude oil

1980 1985 1990 1995 2000 2005 2010 2015 2020 2025 2030 2035 2040

Figure 9.5: Development in global primary energy consumption per energy resource, and

a possible scenario for future developments (IEA, 2016).

Today, meeting the growing needs of society without affecting future generations is an

important challenge.

9.3 Sustainable Development and Nuclear Energy

Energy is an important component of policies related to sustainable development. Be-
cause energy is vital for human activity and economic growth. The current view that
today’s energy supply technologies are not sustainable and this situation is now becoming
increasingly dominant. Therefore, nuclear energy plays an important role in determining

the future of energy source in the energy supply markets.
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Sustainability is traditionally discussed in 3 different dimensions. These are environmen-

tal, social and economic aspects.

9.3.1 Environmental Impact

The environmental sustainability of a given material is defined by the conditions such as

the availability of reserves and the direct effects on the environment.
Availability of Resources

Uranium is widely distributed in the crust and oceans. There are more uranium atoms in
the world than silver atoms. As of the beginning of 2001, estimated conventional uranium
sources (known and undiscovered) have a total volume of 16 million tonnes. Considering

the current usage rate, it can be said that there are about 250 years of resources.

In addition, there are also sources where unconventional, i.e. uranium, is present in low
concentrations and can also be obtained as a by-product of uranium. The amount of these
non-conventional uranium sources in phosphate deposits is around 22 million tons. "It
is also known that around 4000 million tons of uranium is found in sea water. Research
shows that uranium can also be separated in seawater, but this can only be carried out
on a laboratory scale. The cost of this process is still about 5-10 times higher than those

obtained from normal uranium mines" (ETKB, 2014a).

In the long term, however, whether natural uranium will be sufficient will depend on
reactor technologies and adopted fuel cycle strategies. Re-processing of used fuel from
existing light-water reactor technologies will, in principle, reduce uranium demand by
10-15%. Moreover, in the future, if fast reactors are included in the commercial reactors,
the fuel efficiency will increase. If fast reactors can replace existing reactors, 50 times
more efficient use of existing uranium sources can be achieved with the re-processing of

spent fuel.

Some other advanced technologies that are currently only imaginable will be able to pro-
vide future use of thorium. In particular, India, with its large thorium reserves, is currently

working on an experimental scale to transform thorium into uranium. In fact, it is not pos-
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sible to see nuclear energy as having limited resources.

Direct Environmental Impact

Nuclear energy is one of the few sources of energy that pollute the air or cause almost no
greenhouse gases. "All nuclear fuel cycle stages, including uranium mining and nuclear
power plant construction, result in the release of 2.5 to 6 grams of carbon into the atmo-
sphere per kWh energy produced. This is approximately equal to the estimated carbon
emissions resulting from the use of renewable energy sources such as wind, hydroelec-
tricity and solar energy. In addition, as a result of the use of natural gas known as the
cleanest among the fossil sources, the amount of carbon to be released is less than 20-75

times" (IAEA, 2000).

Therefore, nuclear energy is one of the energy production methods that are compatible
with the purpose of limiting the emission of carbon to the atmosphere. In OECD countries
alone, nuclear power plants prevent the emission of 1200 million tons of carbon dioxide
(CO,) gas per year. If all nuclear power plants in the world are replaced with fossil fuel

power plants, CO; emissions from the world energy sector will increase by about 8%.

Nuclear energy also prevents the release of gases and dust, such as sulfur and nitrogen
oxides, which cause local air pollution. These gases and dusts cause acid rains and respi-

ratory tract diseases.

The amount of solid waste produced per unit of electricity produced by nuclear energy is
much lower than any other fossil fuel source. In fact, "the amount of solid waste generated
by nuclear power generation is at the same level as the amount of solid waste generated

by renewable energy sources such as solar energy" (IAEA, 2000).

On the other hand, the nuclear production capacity needs to expand considerably so that
nuclear energy can contribute to the prevention of excessive global warming. Nowadays,
nuclear energy meets only a fraction of the world’s electricity generation, and electricity
generation is only a sub-branch of the energy sector. In the light of current estimates,
if the installed nuclear energy capacity has reached 10 times by 2100, the share of 7%

among today’s primary energy sources will increase to 25%. and only about 15% of
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the cumulative carbon emissions expected during this time period. however, it is also
important to note that if the increase in nuclear capacity is based on existing technologies,

a significant increase in the volume of radioactive wastes will also occur.

In a nutshell, nuclear energy is one of the options that can contribute to meeting the
projected increase in world energy demand, and in doing so it does not cause carbon
emissions, which are almost the cause of almost no greenhouse gases. However, in order
to be efficient and acceptable, there is a need for advanced design reactor technologies
and strategies for recycle of fuel. During this century, the commercial reactor fleet of
existing light-water reactors must be replaced by advanced technologies, including fuel
recycling, such as fast-reacting reactors. Such a change requires considerable investment.
However, this investment need is not much more than the investment to be made to other
energy production strategies in order to meet the increasing energy need to limit global
warming. It should also be noted that fast-productive reactor technology has not yet been

commercialized.

Life Cycle of Waste

High-level wastes can remain radioactive for long periods of time, even if their volume
is small. Research on deep geological storage areas has been carried out over the last
few decades. The expert opinion is that they do not have any technical obstacles to their
very high standards of reliability. Although there are some developments on this issue,
especially in Finland and the USA, a final storage area has not yet been put into operation.
Hence, the final storage of high-level wastes is already a threat to the sustainability of

nuclear energy.

The research and development work on advanced fuel cycles and the processing of spent
fuel wastes produces promising results for reducing the volumes of wastes and the times
they need to be finally stored. However, it can be seen that the results of these studies

cannot become available on a commercial scale for the next few decades.

9.3.2 Social Dimension

Technical Infrastructure and Unemployment
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Nuclear energy has some special features arising from the scientific and technological de-
velopments of the 20" century. The high cost requirement of nuclear facilities is largely
related to science and technology. The security of nuclear technology needs to be main-

tained and continually improved.

The nuclear industry employs highly trained, skilled, educated people compared to many
other energy and manufacturing industries. Skilled people, although vulnerable to politi-
cal interference, are important social capitals. Skilled people form the basis for continuous

performance improvements that the industry needs.

Sustainability of nuclear energy can be achieved through the existence of a complex and
expensive infrastructure, including skilled human resources. This complex and expensive
infrastructure is the core of social capital. If this infrastructure is lost, it is very difficult

to replace it cheaply and quickly.
Side effects

Providing, maintaining and improving the technical and intellectual infrastructure to be
created to support nuclear energy also brings many benefits to society. As with other very
advanced technologies, nuclear energy has played an important role in the development
of new materials, techniques and skills in the past. These development activities had
beneficial side effects to many other sectors such as medicine, manufacturing, public

health and agriculture, and provided significant economic benefits.
Social Issues

All energy technologies tend to be a source of social anxiety and can even become a
cause of conflict and conflict. In the case of nuclear power, all concerns focus on security,
disarmament and final storage of waste. Coal has its own history of deep conflict and
social conflict. Petrol also has an important history of disagreement, both internationally.
Even the use of renewable energy sources has become subjected to careful scrutiny in
recent days, and their forced installation and demanding enormous fields lead to people’s
opposition. Large hydroelectric projects face opposition on a global scale, and this is

due to their social and environmental impacts that leave large areas under water (ETKB,
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2014a).

9.3.3 Economics of Nuclear Energy

Nuclear energy is characterized by low production cost, high initial investment cost, in-
sensitivity to changes in fuel prices, long operating life and considerable regulatory costs.
Due to the high investment costs, the decision to make new nuclear power plants is sig-

nificantly dependent on public policies.

One of the differences between nuclear power and other power generation methods is that
some expenditure items, which are considered as external costs for other energy sources,

are considered as internal costs in nuclear energy.

Elements of Nuclear Production Cost

The investment costs include the construction of the power plant, the renovation work
carried out during certain periods. Operating-maintenance costs mainly cover personnel,

education, safety and low / medium level radioactive waste management costs.

Fuel costs include all activities related to the fuel cycle. These activities include the pur-
chase, conversion, enrichment of uranium, the production of fuel bundles, pretreatment
of spent fuel, storage, re-processing according to open-loop principles, and the storage of

high effluents from re-processing plants.

Electricity generation costs are generally divided into three main categories as investment,

operation-maintenance and fuel.

Investment costs include design, construction, renewal and disassembly costs when the
plant is at a certain age. The final component consists of all costs incurred from the closure
of the power plant to the evacuation of the power plant site in accordance with national
policy. The cost of the investment includes the costs of managing the radioactive and
other wastes produced during disassembly until they are disposed of. To cover these costs,
construction and operation phases are added to the licensing authority for the provision of

compulsory licenses.
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Operating-maintenance costs include all cost items that are not considered as investment
and fuel costs. All activities related to the listed below are considered as operation and

maintenance costs:

1. "Business and staff"

2. "Staff education”

3. "Physical security"

4. "Occupational health and Safety"

5. "Management and disposal of operational wastes"

In addition, the costs incurred by the periodical maintenance and inspection activities
(which require the plants to be disabled) are included in this scope. Since the investment
costs are substantially fixed after construction, operation and maintenance costs are the

most important opportunity to reduce the costs of an existing plant.

Fuel costs include the disposal costs of high-level waste or spent fuel from the purchase,
conversion and enrichment of uranium, fuel production, spent fuel operations, reprocess-
ing, transportation or re-processing. Nuclear power plants are relatively insensitive to fuel
price fluctuations, as opposed to fossil-fueled power plants, as fuel costs account for only

20% of nuclear-based electricity generation costs (ETKB, 2014a).
Long Term Financial Risks and Responsibilities

The decision to build a nuclear plant or to operate an existing nuclear power plant carries

more commercial risk compared to other energy sources. The reasons are listed below:

e "The long planning process and long operating life offer more potential for long-

term changes and it may affect the revenues of the plant positively or negatively"

e "The high fixed-cost component resulting from high initial investment cost creates

greater vulnerability to short-term fluctuations in market conditions"
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e "The strong regulatory framework (licensing authority’s legislation and audits) raises
the possibility of reducing the flexibility of operations and demanding changes to

comply with the new legislation that could have a negative impact on costs"
e "Disassembly and long-life waste disposal costs include uncertainties"

e "While non-nuclear power plants may sell or trade their existing stocks under unfa-
vorable economic conditions, this cannot be achieved in practice for nuclear power

plants (for example, a gas-fired power plant may sell or buy gas in the market)"

While the costs of disassembly of the nuclear power plant and the disposal costs of the
discharged wastes are high, they are greatly reduced due to the long operating life of the

plant and constitute only a small component of the total life-cycle costs.

Considering the long service life of the plants, there is uncertainty about the future costs.
One of the most important uncertainties is the regulatory legislation based on the licens-
ing authority, which is changing and possibly becoming more stringent. Naturally, there
are new costs incurred in compliance with the new legislation. Therefore, part of the ap-
propriation allocated for dismantling the plant is used for these purposes as uncertainty

allowance (ETKB, 2014a).

Comparative Costs of Electricity Generation

Compared with nuclear energy, natural gas-fired power plants have low initial investment
and high fuel costs. Coal fuel is at the middle level in both cost items. In general, fuel
costs constitute a relatively large proportion of the production costs of fossil fuel plants.

Therefore, fossil fuel plants are sensitive to fuel price fluctuations.

Renewable energy sources such as wind and hydraulic energy are similar to nuclear en-

ergy with high initial investment and low production costs per unit of generated energy.

It is possible to say that recent nuclear power costs and initial investment costs for many
existing power plants are already significantly amortized, and that existing nuclear power

plants are competitive worldwide.
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External Costs

One of the differences between nuclear power and other electricity generation methods is
that some of the cost items, which are not included in the cost of other electricity sources.
The external costs are considered as internal cost in nuclear energy and included in the
cost calculations. The most important thing is the cost of radioactive waste management
and disposal. This cost item is also taken into account when determining the price of

nuclear electricity in the market.

The technology used in nuclear energy requires high level expertise and meticulous work.
It should be taken into account that any minor deficiencies or misunderstandings that
are based on long-term, high-cost, complex and high technology may cause irreparable or
very difficult damages. Every step of the project should be strictly adhered to accordingly.
Starting from the location selection of the project, the licensing and implementation in the
planning, construction, operation and termination processes must be at the highest level

of security and quality requirements at every stage.

Project planning and operation require very intensive, complex and detailed technological
application and analysis. There is a need for experts who have the knowledge and expe-
rience of national and international knowledge, practices and experience to meet this and
keep up with it. Every stage of implementation should be carried out in accordance with

nationally accepted standards in accordance with internationally recognized standards.

9.4 Nuclear Energy in Turkey

Nuclear power operations in order to meet the energy supply have become widespread in
the world and Turkey has taken action in this regard. Nuclear energy is preferred because
it is an alternative to other energy sources, it has low fuel costs, reduces dependence on
foreign sources and it is a clean energy type. In Turkey, construction work for nuclear
power plants are carried out by Ministry of Energy and Natural Resources (ETKB), Turk-
ish Atomic Energy Authority (TAEK), Electricity Generation Company (EGC), Turkey

Electricity Transmission Company and the Mining Technical Exploration General Direc-
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torate. In addition, TAEK realizes the technical management and coordination of nuclear
power plant investments. Nuclear energy program in Turkey is called Nuclear Technol-
ogy and Energy Development Project. "TAEK has determined that the provinces such
as Mersin-Akkuyu, Sinop-Inceburun and Thrace (Tekirdag-Edirne), Adana and Ankara
are the provinces where nuclear power plants can be established" (Turan, 2006). A brief

history of nuclear power development in Turkey is given in Table 9.3.

Table 9.3: Development of nuclear power in Turkey (Temurcin, 2003).

Years | Nuclear Energy Experiences

1956 | Establishment of the Atomic Energy Commission

1957 | Membership to the International Atomic Energy Agency (UAEA)

1960 | The year in which nuclear power experiences began

1972 | Establishment of the Department of Nuclear Energy

1972 | Selection of Mersin-Akkuyu site as first plant location

1980 | Selection of Sinop - Inceburun site as second plant location

1984 | Membership in the OECD Nuclear Energy Agency (NEA)

1986 | Suspension of nuclear power plant operations due to Chernobyl nuclear power plant accident
1996 | Opening of Akkuyu project tender (1400-2800 MW power)

2004 | TAEK has announced three nuclear reactors of 5000 MWe will be made

2010 | Russia and Turkey has signed the agreement "Joint Declaration on Cooperation in Nuclear Power Plant in Turkey"

2017 | Limited Work Permit was received from TAEK for the first unit of Akkuyu

2018 | Limited Work Permit was received from TAEK for the second unit of Akkuyu

"The first nuclear power plant in Turkey, was constructed in Mersin-Akkuyu in 2013 with
$ 20 billion in costs by Russia. The first unit of the nuclear power plant was expected to be
operational in 2018 and the final reactor is expected to be operational in 2021. It is stated
that the life of these power plants will be 60 years" (TTB, 2014). Japan will complete the
nuclear plant to be established in Sinop. Turkey in 2020 is expected to be a total installed
power of 109.218 MWe.

Turkey’s energy production and energy consumption is continuously increasing. There-
fore, the country should meet this increasing demand with more domestic production and
accordingly reduce the dependence on foreign countries by making new investments in
energy. The share of electricity production in nuclear power plants in Turkey is expected
to be 8% by 2020 and 20% by 2030. Turkey’s primary energy production and consump-

tion targets are shown in Table 9.4.
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Table 9.4: Turkey’s primary energy production and consumption targets (x1000 TOE)
(Komiircii and Filiz, 2009).

Energy Production Energy Consumption
2010 | 2015 | 2020 2010 2015 2020
Coal 5092 | 5109 | 4755 | 17282 | 26864 | 48156
Lignite 18001 | 24190 | 32044 | 18001 | 24190 | 32044
asphaltite 301 301 301 301 301 301
Oil 1573 1069 693 41184 | 50420 | 60918
Natural gas 235 213 229 37192 | 44747 | 51536

Hydroelectric 4903 | 7060 | 9419 4903 7060 9419

Geothermal 2080 | 3166 | 4914 2080 3166 4914
Wind 421 571 721 421 571 721
Sun 495 605 862 495 605 862
Wood 3383 | 3075 | 3075 3383 3075 3075
Plant-animal waste | 1034 926 850 1034 926 850
Nuclear 0 8.229 | 8.229 0 8.229 8.229
Total 37.516 | 54.514 | 66.094 | 126.274 | 170.154 | 222.424

"According to the Ministry of Energy and Natural Resources Planning, between 2000
and 2020, the ratio of domestic energy production to consumption will decrease from
34.2 percent to 25.3 percent" (Serteller, 2006). The decrease in the ratio of production
to consumption indicates the importance of producing electricity from nuclear energy in

meeting the country’s increasing energy demand.

9.5 Literature Review on Nuclear Power Plant
Publications on nuclear power plant are listed in Table 9.5.

Table 9.5: Literature review on nuclear power plant.

Author Year Title Type

"Development of the On-Line Operator Aid System OASYS Using A
Changetal. (1995) Article
Rule-Based Expert System and Fuzzy Logic for Nuclear Power Plants"

Fantoni and "Multiple-Failure Signal Validation in Nuclear Power Plants Using Ar-
(1996) Article
Mazzola tificial Neural Networks"
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Author Year Title Type
"Survey of Artificial Intelligence Methods for Detection and Identifica-
Reifman (1997) Article
tion of Component Faults in Nuclear Power Plants"
Liberatore (2002) "Project schedule uncertainty analysis using fuzzy logic" Article
"Lessons learned from the U.S. nuclear power Plant on-line monitoring
Hines and Davis (2005) Article
programs"”
"Fuzzy dynamic programming method for progress adjustment of
Zhang et al. (2006) Article
project mangement"
"Fuzzy AHP in prioritizing feeders for maintenance in nuclear power
Srividya et al. (2007) Paper
plants”
"Test interval optimization of safety systems of nuclear power plant us-
Rao et al. (2007) Article
ing fuzzy-genetic approach”
Kahraman and "A fuzzy multicriteria methodology for selection among energy alter-
(2010) Article
Kaya natives"
"An efficient Neuro-Fuzzy approach to nuclear power plant transient
Costa et al. (2011) Article
identification”
Ekmekgioglu "A Fuzzy Multi-Criteria SWOT Analysis: An Application to Nuclear
(2011) Article
et al. Power Plant Site Selection"
"Managing construction risks of AP1000 nuclear power plants in
Wang et al. (2011) Article
China"
"Fuzzy uncertainty modeling applied to AP1000 nuclear power plant
Guimaraes etal. (2011a) Article
LOCA"
"Fuzzy methodology applied to Probabilistic Safety Assessment for
Guimardes et al. (2011b) Atrticle
digital system in nuclear power plants"
Rastogi and "Fuzzy-Logic-Based Safety Verification Framework for Nuclear Power
(2013) Article
Gabbar Plants"
"Project governance and path creation in the early stages of Finnish
Hellstrom et al.  (2013) Article
nuclear power projects"
"Fuzzy probability on reliability study of nuclear power plant proba-
Purba (2014) Article
bilistic safety assessment: A review"
"Fuzzy MCDM framework for locating a nuclear power plant in
Erol et al. (2014) Article
Turkey"
"Comparison of Risk Assessment for a Nuclear Power Plant Construc-
Shin et al. (2016) tion Project Based on Analytic Hierarchy Process and Fuzzy Analytic Article
Hierarchy Process"
Erdogan and "A combined fuzzy approach to determine the best region for a nuclear
(2016) Article
Kaya power plant in Turkey"
"Evaluation of the feasibility of the project to create control and man-
Korobkin  and
(2016) agement systems for nuclear power plants using fuzzy cognitive mod- Book
Kolodenkova

eling"




Author Year Title Type
"The development of nuclear power plants by means of modified

Shabhi et al. (2018) Article
model of Fuzzy DEMATEL and GIS in Bushehr, Iran"

Sperry and Jet- "A Systems Approach to Project Stakeholder Management:

(2019) Article

ter Fuzzy Cognitive Map Modeling"
"Modified Fuzzy Group Decision-Making Approach to Cost

Islam et al. (2019) Article
Overrun Risk Assessment of Power Plant Projects”
"A two-stage decision framework for inland nuclear power plant

Wu et al. (2020) site selection based on GIS and type-2 fuzzy PROMETHEE 1II:  Article
Case study in China"
"Diagnosis of operational failures and on-demand failures in nu-

Zhao et al. (2020) clear power plants: An approach based on dynamic Bayesian net- Article
works"

Abro et al. (2020) "Ageing Analysis of Power Cable used in Nuclear Power Plant"  Article
"Fuzzy Based Risk Assessment for Decommissioning Concrete

Kim et al. (2020) Bioshield Structures in Nuclear Power Plants: Structural Risks Article

and Worker Safety"




10 APPLICATION

This chapter evaluates two models FMOLP and FMWOLP by using data of a nuclear
power plant installation project in Turkey. Using the model presented in the previous
chapter, three main objective functions have been identified for the installation project
such as; total cost, total time and total crash time. These objectives are modeled by
FMOLP. The satisfaction degrees are determined for all objectives and these values were
maximized with the established model. The goal is to achieve the lowest cost, the min-
imum time and the highest crash time optimization. The same problem is then used by
weighting objective functions. First, with the help of decision makers, nearest interval
approximation and goal programming techniques are used for criterion weighting. Then,
FMWOLP model is established. The highest satisfaction is obtained. The results of the

two models are evaluated.

10.1 Case Study

Nuclear energy technology is an energy production method in the form of electricity gen-
eration from turbine connected generator and steam turbine rotation using the heat energy
produced by the division of certain heavy atoms such as uranium and plutonium. It was
first developed in the 1940s and after the World War II it was used for commercial elec-

tricity production.

In the early years of nuclear power, it was predicted that the energy needs of mankind in
the coming thousands of years could be met with the help of nuclear energy and it would
be very cheap in the future. On the other hand, it was observed that this was not the case
over time, and it was understood how difficult it would be to operate the high-radiation
systems. As a result of accidents, nuclear power plant conditions have been tightened,
making their design and construction more expensive. Following new regulations, safety
measures and strict licensing terms, nuclear energy has become more expensive and risky

investment. In many countries, the problem of nuclear waste, which is not resolved due to
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political reasons and problems of interest with people’s acceptance, has limited the spread
of nuclear power plants. Following the massive nuclear stagnation in the western world
in the 1990s, the Fukushima accident hampered the nuclear renaissance and re-enactment
for the post-2010 period. Many countries have changed or questioned their future nuclear

predictions.

Today, about 16 countries provide at least 25 percent of their electricity needs from nu-
clear energy. The use of nuclear power in Turkey has been on the agenda since the 1970s.
In order to use nuclear technology cheaply and safely, many conditions and serious in-
frastructure problems should be examined. In recent years, nuclear plant installation in

Turkey has become an important issue and research on the subject has increased.

The nuclear power plant installation case is used for demonstrate the effectiveness of
the proposed model. The fundamental development information of installation nuclear
power plant in Turkey are shown in Table 10.1 (IAEA, 2012; ETKB, 2014b, 2017). Under

normal conditions, the finish time is 20 years.

Table 10.1: Construction data for nuclear power plant project.

Activity Code Activity Duration (Year) Crash Time (Year) Cost (b) Crash Cost (b)
(a) Pre-project 3 1 33,210,601.6 4,427,765.3
(b) Decision-making 7 3 349,090,909.091  23,271,072.19
(c) Project management 16 7 628,363,636.36 18,616,557.75
(d) Preparation of site infrastructure 4 1 768,000,000 68,261,811.76
(e) Detailed design engineering 6 2.5 698,181,818.18 53,191,022.14
() Equipment and component 5 2 5,026,909,090.91 446,804,586.04
(2) Construction, erection and installation 5 2 6,004,363,636.36  533,683,255.55
(h) Commissioning and plant organization 4 1.5 488,727,272.72  52,127,201.704

10.2 Scheduling the Project with CPM/PERT

10.2.1 Project Network

The predecessors and times of the activities of the nuclear power plant project are shown

in Table 10.2.
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Table 10.2: Activity list for nuclear power plant project.

Activity Code | Immediate Predecessors | Duration (Year)

a - 3
b a 7
c a 16
d b 4
e b 6
f b 5

d 5
h dee,f 4

As shown in Section 2.2, the AOA project network is drawn as in Figure 10.1 by utilizing

the activity list of the project. Thus, activities connected to each other were visualized.

Start Finish

Figure 10.1: The AOA project network for nuclear power plant project.

10.2.2 Gantt Chart

The Gantt chart is drawn as in Table 10.3 by utilizing the project network and the given
times. The duration of the activities and their locations in the project are clearly demon-

strated by this scheme. The total project duration is 20 years.
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Table 10.3: Gantt chart for nuclear power plant project.

Activity\Year [1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20

-

= |os

10.2.3 Critical Path

The five different paths through the nuclear power plant installation project network in
Figure 10.1 are given in Table 10.4, along with calculation of the lengths of these paths.

The paths lengths range from 18 years up to 20 years.

Table 10.4: The paths and path lengths through network of the nuclear power plant

project.
Path Length
"START — a — ¢ — FINISH" 3+16 = 19 years
"START — a — b —d — g — FINISH" 3+74+4+45 = 19 years
"START — a — b — d — h — FINISH" 3+74+4+4 = 18 years
"START —+a — b — e — h — FINISH" 3+7+6+4 = 20 years
"START —+a — b — f —h — FINISH" 3+745+4 = 19 years

Hence, the critical path is "START — a — b — e — h — FINISH” and project duration
is 20 years as in Table 10.4. The critical path is illustrated in the Gantt chart as in Table
10.5.
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Table 10.5: Gantt chart with critical path for nuclear power plant project.

Activity\Year |1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20

10.2.4 Scheduling Individual Activities

The earliest and latest start-finish times of each activity as in Section 2.2.1 are as shown

in Figure 10.2.
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Figure 10.2: The earliest and latest start-finish times of each activity for nuclear power

plant project.

10.2.5 Identifying Slack in the Schedule

Each activity with zero slack is on a critical path. Any delay along this path will delay

project completion. Thus, the critical path is "START —a — b — e — h — FINISH” as
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in Table 10.6. So, the critical path is found again by calculating the slacks.

Table 10.6: Slacks of activities of nuclear power plant project.

Activity | Slack (LF - EF) | On Critical Path ?

a 0 Yes
b 0 Yes
c 1 No
d 1 No
e 0 Yes
f 1 No
g 1 No

0 Yes

10.3 Fuzzy Multi-Objective Linear Programming

Each project network can be expressed as a linear programming model with algebraic

linear expressions which is describing the objective function and constraints.
10.3.1 Multi-Objective Linear Programming Model

In this section, the nuclear power plant installation project is transformed into a linear
programming model, taking into account the time and cost balance. The project network
in Figure 10.2 and the data in Table 10.1 are used. The model has three objectives at
the same time. Minimum total cost (MinTC), minimum total project time (MinT P) and
maximum crash time (MaxTR). To achieve these goals, based on Equations (8.1.1)-

(8.1.8) , the MOLP model is constructed as follows:

Min TC =(33,210,601.6 +4,427,765.3 Y15) + (349,090,909.091 -+
23,271,072.19 Ya4) + (628,363,636.36 + 18,616, 557.75 Ya3) + (768,000,000 +
68,261,811.76 Yys) + (698, 181,818.18 + 53, 191,022.14 Y46) + (5,026,909,090.91 +
446,804,586.04 Y;7) + (6,004,363,636.63 + 553,683,255.55 Ysg) +
(488,727,272.72 4 52,127,201.704 Yeo)

Min TP = Ey— E
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Max TR =Y12+ Y23+ Yoa + Y45+ Y46 + Y47+ Ysg + Yoo

subject to:

Ey+Tn=E
Er+ T3 =E3
Er +Thy = E4
E4+Tys = Es
Eqy+ Ty = Eg
Eq+ Ty = Eq
Es+Tsg = Eg
E¢ + Tog = Eg
Tin+Y,=3
T3 +Y3 =16
T +You =77
Tys+Yys =4
Tye+Yas =6
Ty7+Yy =5
Tsg+Yss =5
Teo + Yoo = 4
Yr—-1<0
Ya3—7 <0
Y4—3<0
Yis—1 <0
Yis—2.5 <0
Yi7—2<0
Ysg—2<0
Yoo — 1.5 <0

and all variables are non-negative.

Note that the reason for the equality of constraints in Equation (8.1.1) is due to the as-

sumption that there is no gap between activities. The linear programming code of this
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model on online linear programming solver (Zwols and Sierksma, 2015) is in Appendix

A.

10.3.2 Positive and Negative Ideal Solutions

The positive and negative ideal solutions of objectives represent the best and worst values
that objectives can achieve. The PIS and the NIS values of the three objectives are cal-
culated by applying the Equations (8.1.9)-(8.1.11). The values are shown in Table 10.7.
For example, since TP is aimed at minimization, the PIS value of the objective TP is 12
years and the NIS value of the objective TP is 20 years. Conversely, since TR is aimed
at maximization, the PIS value of the objective TR is 20 years and the NIS value of the

objective TR is zero.

Table 10.7: The PIS and the NIS values of the three objectives.

Objective Function Min TC Min TP Max TR (PIS, NIS)
TC (b) 13,996,846,965.491  16,199,790,853.687 16,441,809,704.457 | (13,996,846,965.491 ; 16,441,809,704.457)
TP (Year) 20 12 12 (125 20)
TR (Year) 0 18.5 20 (20;0)

Based on the values of the PIS and NIS, the membership functions of the objective func-

tions are established using Equations (8.1.12)-(8.1.14) as follows:

1, TC < 13,996,846,965.491
16,441,809,704.457 — TC
Are = 32,00, 1 46,965.491 < TC < 16,441,809,704.457
TC = 16.441.809.704.457 — 13.996,846,065.401° | >»000,846,965.491 <TC < 16,441,809,704.45
0, TC > 16,441,809,704.457
1, TP<12
20—-TP
Arp=< — " 12<TP<20
20—12° -
0, TP >20

\
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1, TR >20
0-TR
Ak = 0< TR <20
T 0-200 TS
0, TR<O

10.3.3 Fuzzy Programming Method

The auxiliary variable A is added to linear programming model with the membership
values for the objective functions. The membership degree of each objective has a value
between 0 and 1. The fact that this value is close to 1 indicates its success to the aim. For
example, if the A7p equals 1, the TP becomes 12. This value is the positive ideal solution
(PIS) of TP, that is, the best value desired. Therefore, it is desirable that these A values

be as close to 1 as possible.

By applying Equations (8.1.15)-(8.1.18), the initial FMOLP problem is remodeled into a
crisp single-goal linear programming problem. This model maximizes/minimizes values
of TC, TP and TR by maximizing the overall satisfaction degree A, depending on the

constraints.
Max A

subject to:

A< 16,441,809,704.457 — TC
= 16,441,809,704.457 — 13,996, 846,965.491

20-TP
<
—20—-12

A<

TC = (33,210,601.6 +4,427,765.3 Y15) + (349,090,909.091 4 23,271,072.19 Yo4) +
(628,363,636.36 + 18,616,557.75 Ya3) + (768,000,000 + 68,261,811.76 Y45) +
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(698,181,818.18 +53,191,022.14 Y46) + (5,026,909,090.91 + 446,804,586.04 Y47) +
(6,004,363,636.63 + 553,683,255.55 Ysg) + (488,727,272.72 +52,127,201.704 Yg9)
TP =Ey—E;

TR =Y12+ Y23+ Y24 + Y45+ Ya6 + Ya7 + Y58 + Yoo

Ey+Tn=E
Er + Ty = Ej3
Er +Thy = E4
E4+Tys = Es
Eq+ Ty = Eg
Ey+ Ty = Ey
Es+Ts3 = Eg
Ee¢+Te9 = E9
T2 +Yi2=3
T3 +Yr3 =16
Ty +Y=17
Tys+Y4s =4
Tyo+Ys6 =6
Ty +Ys7 =5
Tsg+Ysg =5
Teo + Yoo = 4
Yp—-1<0
Yo -7<0
4—-3<0
Yis—1 <0
Yie—2.5<0
Yi7—2<0
Ysg—2 <0
Yeo—1.5<0

and all variables are non-negative.
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The linear programming code of this model is in Appendix B.
10.3.4 FMOLP Model Result

By using online linear programming solver (Zwols and Sierksma, 2015), the results shows
that Arc = 0.802, Arp = 1 and Arg = 0.8. Other results are shown in Table 10.8. Activities
(a), (b), (c), (d), (e) and (h) should be crashed. Thus, the duration time (7TP) for the
activities will reduce from the original 20 years, as shown in Table 10.8, to 12 years.
As a result, total cost (7C) is 14.480.834.021,227 b, total project duration time (7 P) is
12 years and the total crash time (TR) is 16 years. The resulting degree of the problem

(2=0.8) appears to be a fairly high value.

Table 10.8: Results of FMOLP model.

Activity Code Duration (Year) Crash Time (Year) Crash Cost (b)
(a) 2 1 4,427,765.3
(b) 4 3 69,813,216.57
(c) 9 7 130,315,904.25
(d) 3 1 68,261,811.76
(e) 35 2.5 132,977,555.35
) 5 0
(2) 5 0
(h) 2.5 1.5 78,190,802.556
TR =16 Total Crash Cost = 483,987,055.786

10.4 Fuzzy Multiple Weighted-Objective Linear Programming

The same case applies to the proposed FMWOLP model. The main difference in both
models is that the weights of the objectives are taken into account in the FMWOLP model.

Five decision makers are selected and an integrated fuzzy PCM is generated.

10.4.1 Collecting Data from Decision Makers

Five decision makers gave priority to three objectives according to the rules set out in

Table 8.1. The fuzzy judgment matrices of DMs are as follows:
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DM1| TC TP TR DM3| TC TP TR
TC | (IL,L)  456)  (67.8) TC | (LLD (§,7,3) (G.4,3)
TP |(.+,3) (AL (3456) TP |(6,7.8) (1,L,I) (2,3.4)5)
TR |(§.4.¢) (G.%.4,3) (LLD TR | (456) (14,43 (LLD
DM2| TC TP TR DM4| TC TP TR
TC | (1,1,1) (5,6,7) (7,8,9) TC | (LLL1) (789  (6,7.8)
T |4LL)y  anny  a234 TP |dLY)y ann 2345)
TR | (5,5.57) (G.3.3.1) LLD TR | (3,%,¢) G,1,5.3) (LLD

DM5| TC TP TR

1 11 1 11

TC | (,LD) (3:3,53) (3:3:3)

™ | 234 d4,1.) dULLl

TR (234 (1,111 (1,1,1)

10.4.2 Integrated Fuzzy Pairwise Comparison Matrix

As shown in Section 8.2.1, by collecting the fuzzy judgment matrices from all decision

makers, integrated fuzzy PCM is constructed in Table 10.9.

Table 10.9: Integrated fuzzy pairwise comparison matrix.

TC TP TR

TC 1 (1.34,1.62,1.99) (1.6, 1.92,2.35)
TP | (1355, 755+ 137) 1 (1.64,2.35,2.99, 3.59)
R | Grororre) (5597990 235 Ted) 1

10.4.3 Importance Weights

The degrees of importance for three objectives are found in two steps. First step is to con-

vert integrated fuzzy PCM in Table 10.9 to interval approximation PCM in Table 10.10 by
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using the nearest interval approximation. The second step is the construct the GP model.
As stated in Section 8.2.2, this method can be used to derive weight from consistent and

inconsistent matrices.
10.4.3.1 Nearest Interval Approximation

Let A = (a,b, ) be a triangular fuzzy number and let f(a) = (na"~', na"~') be a weighted

function.

NWIA £(A) = {a—l—nb nb+c]

n+1’  n+1

Set n = 5 for high sensitivity (Izadikhah, 2012) and apply the formula accordingly. So,

f(a) = (5a*,5a%)

NWIA f(A) = {a—}—Sb 5b~|—c]

6 = 6

Using the above statements, the integrated fuzzy PCM in Table 10.9 is converted to inter-
val approximation PCM in Table 10.10. Thus, the decisions are ready for use in the GP

model.

Table 10.10: Interval approximation pairwise comparison matrix.

TC TP TR

TC [1.0 1.0] [1.573 1.6812] [1.86 1.992]
TP | [0.598 0.638] [1.0 1.0] [2.231 3.09]

TR | [0.5050.538] [0.325 0.456] [1.0 1.0]

10.4.3.2 Goal Programming

The GP model is constructed to derive weights of three objectives from the above interval

approximation PCM based on the Equations (8.2.9)-(8.2.12) as folllows:

Min ply +qiy + pls +qi3+ P3y + 43 + P33+ a3+ p3y + 43 P35 a5,
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subject to:

1.573wy — w1+ pp, — pi, =0
w1 —1.6812wy + ¢, — qf’z =0
1.86w3 —wi+pi3—pl3 =0
wi—1.992w3+q;—q;;=0
0.598w; —wy + p5; —py; =0
wy —0.638wy +q,, — ‘1;1 =0
2.231wz —wy 4 pyy — P33 =0
w2 —3.09w3 + ¢33 — g3, =0
0.505w1 — w3+ p3; —p3; =0
w3 —0.538wi +¢3, — g3, =0
0.325wy — w3+ p3, — p3, =0
w3 —0.456w2 4+ g3, — g3, =0
wit+wy+ws =1

Wi, Digs Pigs dij» 4 > 0

By solving this model on online linear optimization solver application (Zwols and Sierksma,
2015), the weights of objective functions are obtained as wrc = 0.467288, wrp = 0.2981297,
wrr = 0.2345823. The linear programming code of this model is in Appendix C.

10.4.4 FMWOLP Model

By adding the weights of objectives to the linear programming model, it is aimed to
change the membership values of the objectives depending on their weights. The overall
satisfaction degree A is maximized. However, in this weighted model, the membership
degrees of the objectives are included in the increase in different rates. For example, the
membership value of the highest weighted objective increases more than others. This
increases the A of the highest weighted objective more and it makes the value of the
objective come closer to its PIS value. In other words, the weights given according to
the opinions of the DMs decide which objective should be closer to its aim in the model.

Therefore, based on Section 8.2.3, the FMWOLP model is formulated as follows:
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Max A = 0.467288A7¢ +0.2981297Arp + 0.2345823Arg

subject to:

e 16,441,809,704.457 — TC
TC = 16,441,809,704.457 — 13,996, 846,965.491

20-TP
20—-12

Arp <

0—-TR
0—-20

Arr <

TC = (33,210,601.6 +4,427,765.3 Y12) + (349,090,909.091 -+ 23,271,072.19 Yas) +
(628,363,636.36 + 18,616,557.75 Ya3) + (768,000,000 + 68,261, 811.76 ¥s5) +
(698,181,818.18 +53,191,022.14 Y46) + (5,026,909,090.91 + 446,804,586.04 Y47) +
(6,004,363,636.63 + 553,683,255.55 Ysg) + (488,727,272.72 4+ 52,127,201.704 Yg9)
TP =Ey—E|
TR=Y12+Y3+ Y4+ Y45+ Y46+ Y47+ Y58 + Yoo

Ei+Tn=E
Er+ T =Ej3
Er) +Thy=E4
Eq+Tys = Es
Eq+ Ty = Eg
Ey+ Ty =Ey
Es+Ts3 = Eg
Ee+Te9 = E9
Tin+Yi,=3
T3 +Y3 =16
Tos+Yrs =77
Tis+Yys =4
Tye + Y46 =6
Ty +Yy7 =5



Tsg+Ysg =35

Teo + Yoo = 4
YiIn—1<0
Yo -7<0
4—-3<0
Yis—1<0
Yis—2.5<0
Yi7—2<0
Ysg—2 <0
Yeo—1.5<0

and all variables are non-negative.

The linear programming code of this model is in Appendix D.
10.4.5 FMWOLP Model Result

After solving FWMOLP model, the results show that 7C =0.83, TP =1 and TR = 0.75.
Other results are shown in Table 10.11. Activities (a), (b), (c), (e) and (h) should be
crashed. Thus, the duration time for the activities will reduce from the original 20 years,
as shown in Table 10.11, to 12 years. As a result, total cost (TC) is 14,412,572,209.517
+, total project duration time (7 P) is 12 years and the total crash time (TR) is 15 years.
The resulting degree of the problem (A = 0.86) is a fairly high value to raise membership

values.

Table 10.11: Results of FMWOLP model.

Activity Code Duration (Year) Crash Time (Year) Crash Cost (b)
(a) 2 1 4,427,765.3
(b) 4 3 69,813,216.57
(c) 9 7 130,315,904.25
(d) 4 0
(e) 35 2.5 132,977,555.35
® 5 0
® 5 0
(h) 2.5 1.5 78,190,802.556

TR =15 Total Crash Cost = 415,725,244.026



11 DISCUSSION AND CONCLUSION

The impact of FMOLP and FMWOLP models on the nuclear power plant project has
been extensively studied in this thesis. This section begins with a general evaluation of
the study and is followed by a discussion of the application results. Different areas are

proposed for future studies after the evaluation of limitations.

11.1 Thesis Overview

In order to stabilize the growth of countries and the need for electricity, renewable, non-
renewable and nuclear energy must be used. Nuclear energy is one of the most practical
way to meet energy demands. That is why nuclear power plant installation seems to be an
important subject for the country’s development. In this study, two approaches are pro-
posed to enhance the utilization of FMOLP for solving nuclear power plant installation
problem in Turkey. The proposed method uses fuzzy logic approach to make decisions
for determination of objective weights. A fuzzy mathematical model is proposed for the
project and weighted fuzzy logic for the same problem is re-modeled. Three main ob-
jective functions have been identified for the plant installation such as; total cost, total
time and total crash time. These objectives are modeled by FMOLP. The satisfaction
degrees are determined for all objectives and these values are maximized with the estab-
lished model. The goal is to achieve the lowest cost, the minimum total time and the
highest crash time optimization. The same problem is then used by weighting objective
functions. First, with the help of decision makers, nearest interval approximation and
goal programming techniques are used for criterion weighting. Then, FMWOLP model is
established. The highest satisfaction is obtained. The results of the two models are evalu-
ated. It is shown that the model using weighting gives better results for all objectives than
the first model. The main contribution of this study to the existing literature is the use of
nearest interval approximation and goal programming to obtain the importance weight of

the objectives in FMWOLP models.
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11.2 Results and Discussion

According to FMOLP model, activities (a), (b), (¢), (d), (¢) and (h) should be crashed.
Thus, TP reduces from the original 20 years to 12 years. TC is 14,480,834,021.227 £ and
TR is 16 years. According to FMWOLP model, activities (a), (b), (¢), (¢) and (h) should
be crashed. TC is 14,412,572,209.517 4, TP is 12 years and TR is 15 years. Based on
data from DMs, TC becomes more important than other objectives. Therefore, TC is
reduced by the change in activity times, although 7'P does not change. The change in TR
does not affect T P since activity (d) is not in the critical path. The comparison of the two

models are shown in Table 11.1.

Table 11.1: Results of FMOLP and FMWOLP models.

A Arc  Arp  Arg TC (b) TP (Year) TR (Year)
FMOLP 0.8 0.802 1 0.8 14,480,834,021.277 12 16
FMWOLP | 0.86 0.83 1 0.75 14,412,572,209.517 12 15

A is the overall satisfaction degree of the model and Ar¢, Arp and Apg are membership
function of three objectives. These values can be considered as the level of success. For
example, A7p equals 1 in both models. This means that the objective of minimizing the
total project time has been at the highest level. According to PIS and NIS values of TP,
the total duration can be minimum 12 years. Since this objective is achieved in the linear
programming models, the A7p is equal to 1. Unlike, Ay¢ and A7y value are not equal to
1 in both models. This means that the objectives of minimizing TC and maximizing TR
could not be achieved at the highest level. They can still be minimized and maximized,
respectively. However, since the model has three objective functions at the same time,
these values are normal. If all values were met in the highest way, all lambdas would be 1
and there was no need to build a model to balance time and cost. If these values are close

to 1, it shows how close the model is to the aim.

The TC and T P objective functions aim at minimization. Therefore, the increase in mem-
bership values A7¢ and A7p causes the value of TC and TP to decrease. On the contrary,

the TR objective function aims at maximization and the decrease in the membership level
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causes the value of TR to decrease.

While the total project time 7P is the same, the FMWOLP model crashes less activity and
prevents the additional cost of 68,261,811.76 £. So, in nuclear power plant installation
project, FMWOLP model presents a less costly project plan in the same total project time
TP with FMOLP model, because overall satisfaction degree (4) increases in FMWOLP
model and thus, the satisfaction degree of TC (Ay¢) increases and the total cost aimed at

minimization is reduced.

Consequently, by combining project planning techniques and multi-objective decision
making models, considering the time-cost balance, this study succeeded in shortening the
total project time and also reducing the total cost with the help of the weights determined
by the opinions of the decision-makers in the nuclear power plant installation project. The
methods used enable us to reach the goals, which shows that the techniques are suitable

for application.
11.2.1 Sensitivity Analysis

While applying the nearest interval approximation method in Section 10.4.3.1, the param-
eter n is set as n = 5. In this section, the change of the parameter n between 1 and 10 is

observed and its effect on the result is examined.

As the parameter n increases, the ranges of nearest interval values become narrower. Thus,
more precise data emerges. Depending on the change in the parameter n , interval approx-

imation PCMs are given in Table 11.2.

Table 11.2: Interval approximation pairwise comparison matrices according to the change

in the parameter n.

n=1 TC TP TR n= TC TP TR

TC [1.01.0] [1.48 1.805] [1.762.135] TC [1.0 1.0] [1.526 1.743] [1.8132.063]
TP | [0.56 0.681] [1.01.0] [1.995 3.29] TP | [0.579 0.660] [1.0 1.0] [2.113 3.19]
TR | [0.473 0.572] [0.306 0.517] [1.0 1.0] TR | [0.489 0.555] [0.316 0.487] (1.0 1.0]
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n=3 TC TP TR n= TC TP TR

TC | [1.01.0] [1.551.712] [1.842.027] TC | [1.01.0]  [1.564 1.694] [1.8562.006]
TP | [0.5880.649]  [1.01.0]  [2.1723.14] TP |[0.5940.643]  [1.01.0] [2.208 3.11]
TR | [0.497 0.547] [0.3200.471]  [1.0 1.0] TR | [0.5020.542] [0.3230.462]  [1.01.0]
n= TC TP TR n=6 TC TP TR

TC | [1.01.0] [1.5731.6812] [1.861.992] TC | [1.01.0] [1.58 1.673] [1.874 1.981]
TP | [0.598 0.638] (1.0 1.0] [2.2313.090] TP |[0.6010.636] [1.01.0]  [2.248 3.076]
TR | [0.5050.538]  [0.325 0.456] (1.0 1.0] TR | [0.507 0.535] [0.3260.452]  [1.01.0]
n=7 TC TP TR n=38 TC TP TR

TC | [1.01.0]  [1.5851.666] [1.881.974] TC | [1.01.0]  [1.5891.661] [1.88 1.967]
TP | [0.6030.633]  [1.01.0]  [2.2613.065] TP [[0.6040.631] [1.01.0]  [2.271 3.056]
TR | [0.509 0.534] [0.327 0.448]  [1.01.0] TR | [0.5100.532] [0.3280.446]  [1.01.0]
n=9 TC TP TR n=10 TC TP TR

TC [1.0 1.0] [1.592 1.657] [1.888 1.963] TC [1.0 1.0] [1.595 1.654] [1.89 1.959]
TP | [0.606 0.630]  [1.0 1.0] [2.279 3.05] TP |[0.6070.629]  [1.01.0]  [2.2853.044]
TR | [0.5110.531] [0.329 0.444] [1.0 1.0] TR | [0.5120.53] [0.329 0.442] [1.01.0]

According to the applied model in Section 10.4.3.2, the goal programming model is con-

structed for the above interval approximation PCMs. By solving these models on online

linear optimization solver application (Zwols and Sierksma, 2015), the weights of objec-

tive functions are obtained as in Table 11.3. As the parameter n increases, wrp decreases,

wrc and wrg increase very slowly.



110

Table 11.3: Weights of objective functions according to the change in the parameter n.

wrc wrp WTR

n=1 | 0.4652496 0.316835 0.2179155

n=2 | 0.4662589 0.3077309 0.2260102

n=3 | 0.4667793 0.3029398 0.2302809

n=4 | 0.4669614 0.3002562 0.2327824

n=5 | 0.467288 0.2981297 0.2345823

n=6 [ 0.4671161 0.2970858 0.2357981

n=7 [ 0.4673802 0.2958517 0.2367681

n=8 [ 0.4674233 0.2949441 0.2376326

n=9 [ 0.4674155 0.2944717 0.2381128

n=10 | 0.4674067 0.2939988 0.2385945

For each weight group, the FMWOLP model is rebuilt. Comparative data of the FM-

WOLP model for the change in the parameter n are given in Table 11.4.

Table 11.4: Results of FMWOLP model according to the change in the parameter 7.

FMWOLP A Arc Arp  Arr TC (b) TP (Year) TR (Year)
n=1 0.8664133 0.83 1 0.75 14,412,572,209.517 12 15
n=2 0.8642179 0.83 1 0.75 14,412,572,209.517 12 15
n=3 0.8630617 0.83 1 0.75 14,412,572,209.517 12 15
n=4 0.8624054 0.83 1 0.75 14,412,572,209.517 12 15
n=5 0.8618999 0.83 1 0.75 14,412,572,209.517 12 15
n=6 0.8616252 0.83 1 0.75 14,412,572,209.517 12 15
n= 0.8613377 0.83 1 0.75 14,412,572,209.517 12 15
n=8§ 0.8611143 083 1 0.75 14,412,572,209.517 12 15
n=9 0.8609956 0.83 1 0.75 14,412,572,209.517 12 15
n=10 0.8608766 0.83 1 0.75 14,412,572,209.517 12 15

As the parameter n increases, overall satisfaction degree A is slightly decreasing. How-
ever, Arc, Arp and Arg do not change. Because small changes in weight values do not
affect the main model. But, small variations in weights change the overall lambda value

slightly. Finally, the value (5) for the parameter n used in nearest interval approximation
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method in application proved to be valid because its change do not affect the result.
11.2.2 Consistency of Matrices

As mentioned in the Section 8.2.2, the combined nearest interval approximation and goal
programming method is able to derive weights from fuzzy pairwise comparison matrices
even if the matrices are inconsistent. In this section, the data used in the study and the

results of the method are examined.

Firstly, the consistency ratios of the matrices of five decision makers used in the appli-
cation are calculated by Saaty’s method. He developed an "index based on the princi-
pal eigenvalue of the matrix of pairwise comparisons to measure inconsistency" (Saaty,

1980).

"Let A = g;; be a reciprocal matrix of order n. Let A4, be the principal eigenvalue of A.
It is known that A is reciprocal and a;jajx = ay, foralli, j,k, that is, A is a consistent
matrix, then A, = n, and that in general A, > n" (Saaty, 1980) . Since the trace of the

matrix is equal to the sum of its eigenvalues,

cp = Amax—n (11.2.1)

n—1

Saaty defined the consistency ratio (CR) as:

CR=— (11.2.2)

where random consistency index (RI) is the average value of consistency index (CI) for

random matrices using the Saaty scale.

According to these formulas, the consistency ratios of the matrices used in the Section

10.4 are given in Table 11.5.

Table 11.5: Consistency ratios of matrices used in Section 10.4.

|DM1 DM2 DM3 DM4 DMS Interval approximation PCM

CR|12.9% 77% 10.0% 19.0% 0.0% 2.0%



As in the table, the consistency ratios of decision makers’ pairwise comparison matrices
are between 0.0% and 19.0%. According to the method of Saaty, values over ten percent
(CR > 10.0%) are considered inconsistent. However, the CR of the interval approximation
PCM generated from the integrated fuzzy PCM is 2.0%. In this case, the combined nearest
interval approximation and goal programming method actually generates weights from
a consistent interval approximation PCM. But even if this matrix was inconsistent, the

method could derive weight (Izadikhah, 2012).

11.3 Limitations

Nuclear power plant installation is a controversial issue. It is the structure that societies
frequently oppose but it is politically needed. Thanks to its high energy generation capac-
ity, it is essential for future generations. However, it is a very risky project considering
past accidents and their terrible consequences. For this reason, there are many procedures,
approvals, social acceptance and error-free stages. In this study, only project planning
steps consisting of technical issues and deterministic costs are used. The controversial
stages of the nuclear power plant have not been applied to the techniques. Therefore,
the study includes only the structure aimed at balancing the cost and time. It does not
carry social, political and psychological elements. With the impact of all other external
factors, the course of the project may change, new costs may arise, but it is difficult to

accommodate all these elements in a single study.

Another limitation is reaching decision makers and their ideas. It was not easy to find
experts who know the nuclear power plant projects and could give their statements with
fuzzy numbers. In addition, these ideas may change over time and lose their validity in
the future. Similarly, the techniques used may become invalid because of new proce-
dures and steps of nuclear power plant installation project in the future. This study dealt
with a project in the conditions of the period it was written. It created a project plan by
establishing the time-cost balance with fuzzy multi objective linear programming model
and its new version that combines nearest interval approximation and goal programming

methods.
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11.4 Further Research

For further research, there are a number of recommendations. Firstly, FMOLP and FM-
WOLP can be extended so as to work with hesitant fuzzy sets. Another type of integration
of multi objective decision making methods such as interval type-2 fuzzy sets, intuition-
istic fuzzy sets, pythagorean fuzzy sets, spherical fuzzy sets and neutrosophic fuzzy sets
can also be proposed. Secondly, non-linearity in membership functions can be consid-
ered and new techniques should be tried in weight calculation since the function structure
changes. The proposed model can be applied to different installation projects, such as
shipbuilding, waste facility, recycling buildings etc. Finally, the results from these new

integrations can be compared with this thesis.
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APPENDICES

Appendix A

Linear Programming Model Code 1:

Multi-Objective Linear Programming Model (Cakir, 2019)

var

var

3o var

var

var

var

var

var

var

var

> var

3o var

var

var

var

var

var

var

var

var

23 var

var

var

var

var

yl12
y24
y23
y45
y46
y47
y58
y69

t12
t23
t24
t45
t46
t47
t58
t69

el
e2
e3
e4
e5
eb
e’
e8
e9

>=

S O o O o o o o

S ©O ©O o o o o o

S O oo O o o o o o

minimize TP :

e9 — el

)
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s maximize TR : y12 + y23 + y24 + y45 + y46 + y47 + y58 + y69 ;

;31 minimize TC : (33210601.6 + 4427765.3xy12) + (349090909.091 +
23271072.19xy24) + (628363636.36 + 18616557.75%xy23) +
(768000000 + 68261811.76% y45) + (698181818.18 +
53191022.14%xy46) + (5026909090.91 + 446804586.04xy47) +
35 (6004363636.63 + 553683255.55xy58) + (488727272.72 +

36 52127201.704xy69) ;

37 subject to cll: el + t12 = e2;
3 subject to cl2: e2 + t23 = e3;
1 subject to cl3: e2 + t24 = e4;
40 subject to cl4: ed + t45 = e5;

i1 subject to cl5: ed + t46 = e6;

© subject to cl6: ed + t47 = e7;
4 subject to cl7: e5 + t58 = e8;
4 subject to cl8: e6 + t69 = e9;
46 subject to c2l: t12 + yl2 = 3 ;
47 subject to c22: t23 + y23 = 16;
s subject to c23: t24 + y24 = 7;
9 subject to c24: t45 + y45 = 4;
s0 subject to c¢25: t46 + y46 = 6;
51 subject to c26: t47 + y47 = 5;
s> subject to c27: t58 + y58 = 5;
s3 subject to c28: t69 + y69 = 4;

ss subject to c31: yl2 — 1 <= 0;
s subject to c¢32: y23 —

w3
AN
1l
S

57 subject to c¢33: y24 —
ss subject to c34: y45 — 1 <= 0;
9 subject to c35: y46 — 2
« subject to c36: y47 — 2 <= 0;
¢ subject to c37: y58 — 2
@ subject to c38: y69 — 1.5 <= 0;

o+ subject to c40: e9 <= 20;
6s subject to c4l: e3 <= e9;

66 end ;
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Appendix B

var

var

3 var

var

var

var

var

var

var

var

> var

3 var

var

var

var

var

var

var

var

22 var

23 var

var

var

var

var

var

var

var

var

maximize z:

Linear Programming Model Code 2: FMOLP Model (Cakir, 2019)

yl2 >=
y24 >=

y23 >=

y45 >=

y46 >=
y47 >=

y58 >=

S © O o o o o o

y69 >=

t12 >=
t23 >=
t24 >=
t45 >=
t46 >=
t47 >=

t58 >=
t69 >=

S O o O ©o o o o

el >=

e2 >=

e3 >=

ed >=

e5S >=

e6 >=

e’ >=

e8 >=

S O o O o o o o o

e9 >=

TC >= 0;
TR >= 0;
TP >= 0;
Lambda >= 0;

Lambda;
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5 subject to cOl: Lambda <= (16441809704.457 — TC) /

36 (16441809704.457 —13996846965.491) ;
;7 subject to c02: Lambda <= (20 — TP) / 8;

s subject to c03: Lambda <= TR / 20;

w0 subject to c04: (33210601.6 + 4427765.3xyl12) + (349090909.091 +

4 23271072.19%y24) + (628363636.36 + 18616557.75%xy23) +

0 (768000000 + 68261811.76%xy45) + (698181818.18 +
53191022.14xy46) + (5026909090.91 +

4 446804586.04+xy47) + (6004363636.63 +

45 553683255.55xy58) + (488727272.72 + 52127201.704x%y69)

16 = TC;

47 subject to c05: yl2 + y23 + y24 + y45 + y46 + y47 + y58 + y69 = TR;
i subject to c06: e9 — el = TP;

so0 subject to cll: el + t12 = e2;
si subject to cl2: e2 + t23 = e3;
s> subject to cl13: e2 + t24 = e4;
53 subject to cl4: ed + t45 = e5;
s+ subject to cl5: e4 + t46 = e6;
ss subject to cl6: ed + t47 = e7;
s subject to cl17: eS + t58 = e8§;
s7 subject to cl18: e6 + t69 = e9;
s subject to c21: t12 + yl2 = 3 ;

« subject to c22: t23 + y23 = 16;
6r subject to c23: t24 + y24 =
@ subject to c24: t45 + y45 =

e+ subject to c26: t47 + y47 =

7
4
3 subject to c¢25: t46 + y46 = 6;
5
es subject to c27: t58 + y58 =5
4

e« subject to c28: t69 + y69 =

s subject to c31: yl2 — 1 <= 0;

© subject to c32: y23 — 7 <= 0;
0 subject to c¢33: y24 — 3 <= 0;
71 subject to c34: y45 — 1 <= 0;



subject

s subject

subject

subject

subject

s subject

end ;

to

to

to

to

to

c35:
c36:
c37:
c38:

c40:
cdl:

y46 —

e9 <=

e3 <=

2.5 <=
2 <= 0;
2 <= 0;
1.5 <=

20;
e9;
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Appendix C

var

var

3 var

var

var

var

var

var

var

> var

3 var

var

var

var

var

var

var

var

22 var

23 var

var

var

var

var

var

var

var

Linear Programming Model Code 3: Goal Programming Model (Cakir, 2019)

ppl2 >=
ppl3 >=
pp2l >=
pp23 >=
pp31 >=
pp32 >=

wl >= 0;
w2 >= 0;

w3 >= 0;

pnl2 >=
pnl3 >=
pn2l >=
pn23 >=
pn3l >=
pn32 >=

qpl2 >=
qpl3 >=
qp21 >=
qp23 >=
qp31 >=
qp32 >=

qnl2 >=
qnl3 >=
qn2l >=
qn23 >=
qn3l >=
qn32 >=

0;

03
03
Ok
0;
03

3 minimize goal:

145

ppl2 + ppl3 + pp21 + pp23 + pp31 + pp32 +

qpl2 + qpl3 + qp21 + qp23 + qp31 + qp32

)
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;s subject to cll: 1.573%xw2 — wl + pnl2 — ppl2 = O;

subject to cl2: wl — 1.6812%xw2 + qnl2 — gpl2 = O;

s subject to c2l1: 1.86«w3 — wl + pnl3 — ppl3 = O;
subject to c¢22: wl — 1.992xw3 + qnl3 — qpl3 = O0;
subject to c31: 0.598+xwl — w2 + pn2l1 — pp2l = O;

> subject to c32: w2 — 0.638xwl + qn2l1 — gp21 = O0;
subject to c4l: 2.231%w3 — w2 + pn23 — pp23 = O;

s subject to c42: w2 — 3.09%xw3 + qn23 — gp23 = O0;
subject to c51: 0.505%«wl — w3 + pn31 — pp3l = O;

; subject to c¢52: w3 — 0.538xwl + qn31 — qp31 = O;
subject to c61: 0.325xw2 — w3 + pn32 — pp32 = O;
subject to c62: w3 — 0.456%w2 + qn32 — qp32 = O;

53 subject to c70: wl + w2 + w3 = 1;

end ;
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Appendix D

var

var

3 var

var

var

var

var

var

var

var

> var

3 var

var

var

var

var

var

var

var

22 var

23 var

var

var

var

var

var

var

var

var

33 var

var

Linear Programming Model Code 4: FMWOLP Model (Cakir, 2019)

yl2 >=
y24 >=

y23 >=

y45 >=

y46 >=
y47 >=

y58 >=

S © O o o o o o

y69 >=

t12 >=
t23 >=
t24 >=
t45 >=
t46 >=
t47 >=

t58 >=
t69 >=

S O o O ©o o o o

el >=

e2 >=

e3 >=

ed >=

e5S >=

e6 >=

e’ >=

e8 >=

S O o O o o o o o

e9 >=

147



56

58

59

60

> subject to c23: t24 + y24 =
;3 subject to c24: t45 + y45 =

s subject to c26: t47 + y47 =

7 subject to c28: t69 + y69 =

148

maximize Lambda: 0.467288+LTC + 0.2981297«LTP + 0.2345823%LTR;

subject to cOl: LTC <= (16441809704.457 — TC) /
(16441809704.457 — 13996846965.491);

subject to c02: LTP <= (20 — TP) / 8§;

subject to c03: LTR <= TR / 20;

» subject to c04: (33210601.6 + 4427765.3xy12) + (349090909.091 +

23271072.19%xy24) + (628363636.36 + 18616557.75%xy23) +
(768000000 + 68261811.76xy45) + (698181818.18 +
53191022.14xy46) + (5026909090.91+ 446804586.04*y47)+
(6004363636.63 + 553683255.55xy58) + (488727272.72 +
52127201.704%xy69) = TC;

; subject to c05: y12 + y23 + y24 + y45 + y46 + y47 + y58 + y69 = TR;

subject to c06: e9 — el = TP;
subject to cll: el + t12 = e2;
subject to cl2: e2 + t23 = e3;

: subject to cl3: e2 + t24 = e4;

subject to cl4: ed + t45 = e5;

subject to cl5: ed + t46 = e6;

subject to cl6: ed + t47 = e7;
subject to cl7: e5S + t58 = e8;
subject to cl8: e6 + t69 = e9;
subject to c21: t12 + yl2 = 3 ;

subject to c¢22: t23 + y23 = 16;

7
4
subject to c25: t46 + y46 = 6;
5
subject to c27: t58 + y58 = 5
4

subject to c31: yl2 — 1 <= 0;
subject to c32: y23 — 7 <= 0;
subject to c¢33: y24 — 3 <= 0;
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subject

s subject

subject
subject

subject

s subject

subject

end ;

to

to

to

to

to

to

to

c34:
c35:
c36:
c37:
c38:

c40:
c41:

y45 —

e9 <=

e3 <=
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