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ABSTRACT. 

In this thesis, Assembly Line Balancing .(ALB) ~rocess 
is studied in detail including the problem and available Al­
gorithms. Basic concepts and measure of effectiveness of the 
li.ne-balancing process were defined. The exact model was pre­
sented by using Mixed~Integer Programming. 

A comprehensive literature survey is presented with . 
the addition of proposed algorithm which is developed in this 
thesis. Among the algorithms covered in- this literature 
survey; i) Kilbridge and Wester Algorithm, ii) Ranked Posi­
tional Weight Algorithm, iii) COMSOAL and, iv) Largest Candi­
date Rule. Following these two of the commonly used compu­
terized techniques of HOFFMANN and ARCUS are also discussed. 
Then Stochastic Line Balancing is studied and described by 
using BRENNECKE's -Algorithm. Fin~lly Cost-Oriented Approach 
and a Preference Order Dynamic Programming for S.tochastic ALB 
are discussed. Flow charts for three of the algorithms and 
computer programs in FORTRAN IV are written and run for sample 
problems. 

The basic contribution of this thesis is the Pro·posed 
Algorithm which was developed during this research. Algorithm 
offers manual technique to achieve balances with reasonable 
level of efficiency by savings in computation time. 

The Proposed ·Algorithm is also applied to a real case 
taken from HZKaSEOGLU Manufacturing Company which makes In­
dustrial Furnaces, in order to compare its performance against 
the most commanly u~ed computerized technique of ARCUS. 

It was observed that for this size of problem, the 
Proposed Algorithm peiformed equally efficient, without using 
any computer time. 
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o Z E T 

Bu tezde, Montaj Hatlar1n1n Dengel~nmesi probll?mio ya­
P1S1 ve mevcut algoritmalarla birlikte ayr1nt1l1 olarak ince­
lenmi§tir. Hat Dengeleme prosesinin temel kavramlar1 ve et­
kinlik Hl;UsU tan1mlanm1§t1r. Tam Model, Karma-7amsaY1l1 
Programlama kullan1larak ortaya korimu§tur. 

Bu tezde sunulan, Algoritma Teklifi ile birlikte, et­
raf11 bir litera~Ur taramaS1 yap11arak verilmi§tir. Bu lite­
ratUr incelemesinde ba§11ca i) Kilbridge ve Wester Algoritma­
S1, ii) R.P.W. pozisyon ~g1r11klar1na gHre s1ralama algorit­
maS1, iii) COMSOAL ve Iv) LCR-BUyUko Aday kural1 ve bunlar1 
takiben en yayg1n olarak kullan11an kompUterize teknikler 
olarak Hoffman ve Arcus Algoritmalar1 tart1§11m1§t1r. Bundan 
sonra, SLB, Stokastik Hat De~gelemesi incelenmt§ ve 6zellikle 
B~EENNECKE Algoritmas1 kullan11arak a;1klamalar yap11m1§t1r. 
Daha sonra da COA-MaliyeteDaya11 Yakla§im ve Stokastik Mon­
taj Hatt1 Dengelemesi i;in tercihli s1raya g6re dinamik prog­
ramlama a;1klanm1§t1r. U~ algoritma i~in ak1§ diagramlar1 ve 
Fortran IV diliyle kompUter programlar1 yap11m1§ ve 6rnek 
probleml~r i;in ~a11§t1r1lm1§t1r. 

Bu tezin, temel katk1s1 ise, ara§t1rma s1ras1nda ge­
li§tirilen PA-Teklif Algoritmadan ~lu§ma~tad1r. Bu teklif al­
goritm?, dengelemeyi, makul bir verim oran1 ve hesaplama za­
man1nda onemli tasarrufla veren bir manuel teknik olu§turmak­
tad1r. 

Teklif Algoritma, EndUstriei F1r1nlar imalatc1s1 olan 
OZKOSEOCLU 1malat Anonim ~irketi'nden al1nan bir ger~ek prob­
leme uygulanarak~ performans1, ~ok yayg~n olarak kullan11an 
ve kompUterize bir teknik olan ARCUS Algoritmas1 ileokar§1-
la§t1r11m1§t1r. 

~ali§mada, bu.;aptaki problemler i~in, teklif edilen 
algoritman1n herhangi bir kompUter zaman1ni ihtiya; g6ster­
meksizin, ArcusAlgor~tmas1 kadar etkili oldugu saptanm1§t1r. 
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CHAPTER I 
I N T R J D U C T ION" 

,Frederick W.Ta~lor and others have iridicated a division of 

labor, that is another group of specialists largely mechanical 

and industrial engineers, were required to develop a science 

of planning for manufacturing just as the necessity of 

development in science of design} earlier. 

The manufacturing problems had developed to such an extent 

that the ~rdinary mechanic could no langer cope with all the 

combi~ations of art and scien~e necessary to deliver the 

gqods on time. As the machines became more complex and 

producti,on" schedules became la'rger and more rigid, it was 

impossible to continue under the conventional approach of 

mechanic. This conv~ntional approach is being modified since 

the indu~trial revolution by techniques such as sequencing, 

inv~ntory cont~ol techniques, assembly line balancing tech­

niques etc. 

In this ihe~is asse~bly line halancing techniques ar~ being 

studied. 

Since early 1950's assembly lines are tackled in order to 

achieve b~tter balances. Some h~ve tackled them ~s queueing 

systems, some others seek~d for an exact solution by ~aking 
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use of mathematical programming. Simulation was also an 

a~ternative tool. But, as in all co~p1ex production problems 
, . , 

most successive algorithms are heuristic apptoaches. 

1.1. The Line-Balancing Problem 

Balance refers to the equality of capacity or output of each 

of the successive operations (stations) in the sequence of 

a line. If they are all equa1~ perfect balance is achieved and 

smooth flow is expected. If they are unequal,' the maximum 

possible output for the line as a whole will be, dictated by 

the slowest operation in the sequence. This slow or bottleneck 

operation restricts the flow of parts on the line in the same 

way that a half-closed valVe restricts the flow of water, 

even though the pipes in the system might be capable of 

carry{ng twice as much water. 

To achieve 'balance to the bes t ,of an ability, there is a need to 

know the performance times for the smallest possible whole 

units of activity, such as tightening a bolt or making a 

sold.er joint, anp the knowledge of the flexibility in the 

seque~ce of these t~sks or activities. There are c~rtain 

limitations on the sequence of the tasks. This sequence 

flexibility i~ important in order to spe~ify groups of tasks 

making up operation or station for a line that achieves the 

best balance. 

1.2. Differen~ Appr~aches to Line-Balancing Problem 

Waiting line theory has not oeen a fruitful approach in the 

balance prob1e~, even though it gives useful insights into 

how a line functions. Act~a11y, it could be seen that, there 

is a work-time distribution to deal with" and the balance 
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problem is a stochastic one. However, most of the work on 

line-balancing, has simplified the basic problem and assumed 

that the service times were constant values and that there is 

always work available at each stage; that is, they have worked 

out solutions for the deterministic case. 

In this thesis firstly in chapter II. the definition and the 

ex.ct formulation of the Assembly-Line-Balancing Problem is 

given, by means of an example. Following this chapter, lite­

rature survey is presented with the addition of prop~sed 

algorithm which is developed in this thesis. Among the 

algorithms covered in this literature survey; 

i) Kilbridge and Wester Algorithm, 

ii) Ranked Positional Weight Algorith~, 

iii) COMsoAL and ' 

iv) Largest Condidate Rule ~re the oldest ones. Following 

th~se are two of the commonly used computerized techniques 

of HOFFMAN and ARCUS. rhen sto~hastic line balancing is 

studied and described by u~ing-BRENNECKE's Algorithm. Finally 

chapter is closed by describing Cost-Oriented Approach and a 

Preference Order Dynamic Program for Stochastic Assembly line­

Balancing. 

Before the discussion of results in conclusion chapter the 

proposed algorithm is tested against the most commonly used 

technique of ARCUS' on the case study at 6ZK6sEO~LU lSI SANAy11 , 
ve TlcARET A.§i who manufactures Industrial Furnaces, Burners, 

etc. The line for ELM-50 Flopr Sifting and Loosening Machine 

has been studied and balanced. 
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CHAPTER I I ' 

DEFINITION AND FOR:~UL~TION OF THE 
ASSEMBLY LINE BALANCING PROBLEM 

'-~en we speak of continuous systems, we normally think of 

~anufacturing system that are organized and physically laid 

=:;:t by' product. Whatever is being processed moves through a 

~equence of operations at rates that approach continuous 

'!!Cvement, and thus the name arises., Continuous movement is, 

-- course, a relative term to distinguish the character of 

~;ch systems from batch processing where, by contrast, movement 

;:s intermittent. 

_~e managerial decision to organise the work on a prod~ct or 

:~ne basis is significant one. If we are to organise for 

==ntinuous flow, rhe followirig requirements should be met. 

i) Volume adequate for r~psonable equipment utilization, 

ii) Reasonably stable product demand, 

::ii) Product standardization, 

i~) Part inte~change~bility; 

~) Continuous supply of material. 

~£=n of these requirements needs to be qu~lified. The concept 

:~ an adequate volume presumes an eco~omic analysis t~ 

~~:ermine the breakeven volume between line organization and 

£::ernatives. Reason~bly good equ'ipment utilization is 
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associated with high volume. Stable demand is required 1n 

terms of a minimum sum that would at least cover the special 

tooling cost for a line. Thus stable demand is associated 

with product standardization. Engineering changes in product 

designs can be ac60modated by production lin~s, but they 

cannot be too frequent. We must have our economical sum to 

cover the cost ofredo~ng and relayout that design changes 

may require. Part inteichangeability is required so that no 

special reworking or refitting of parts i~ needed during 

assembly. If parts are not intercha~geable at assembly, the 

flow of work is distrupted because of in b-alance •. Finally, 

where we have the high-volume standardized product situation 

described by the foregoing requirements, continuous supply 

of material is crucial. The lack of supply of a simple part 

or item of raw ,material can force the entire process to be 

stopped, and the resulting downtime costs can be very large. 

11.1. Problem Definition 

Assembly lines are characterized by the,mov~ment of the 

workpiece fro~,one work station to the next. The individual 

tasks required t~ complete 'the product are divided and 

assigned to the work stations so that each station performs 

the same operation on every unit of produc~. 

" 

An assembly line ba~ancing problem consists of assigning the 

individual tasks to the work stations, without violating the 

precedence relations, in such a way that some appropriate 

measure of line'perfprmance is optimized. The most commonly 

used measure of line performance is balance delay. In next 

section, while the formulation of problem is given, balance 

delay is defined as well. 
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11.2. Problem Formulation 

At this stage it is possible to formul~te assembly line 

balancing problem in mathematical terms. Let, 

C. cycle time, 

t· 
- ~ 

d 

J 

N 

the duration of ill work element, . 

balance delay, 

- the total sum of work elements, 

nu~ber of work stations. 

Fir~tly. the balance delay ~n general i.; 

J 
d = N.C - L 

-i=l 
t_ 
~ 

N' in teger. 

The objective function is then defined as, minimization of 

the balance delay, d. From the above expression the objective 

function reduces to minimizing the product 

N.C 

-Assuming thar the sequence of the operation~ does not 

influence their duration). 

Therefore assembly line balancing problem could be stated as 

either one of the following, 

i) Minimize the number of work stations for a given cycle 

time, or 

i i) -For a given number o'f work stations, minimize the cycle 

time. 

As, it 1S the case 1n most optimizations, there are restric­

tion~ in balancing problem~ The balancing restrictions in 

general.are; 
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i) The cycle time has to be larger than the duration of the 

largest work element:. 

timax < C 

ii) The work content of any single station has to be smaller 

than the cycle time: 

J 
L 

i-l 

Where, 

t x .. 
1.J 

t . 
1. 

1 

0 

• x .. 
1.J 

< C j - 1,2, ••• N. 

if work element i is assigned to work 

station 
J • 

- if work element 1. is not assigned to work 

station j . 

iii) Each work element is to be assigned only once: 

N 
L 

j=l 
x .. 

1.J 
= 1 i = l,2, ••• J. 

iv) Technologicai restrictions referring to the sequence of 

the operations can. be formulated as a precedence matrix 

.and mu~t not be violated. 

The assembly line balancing problem has received considerable 

attention in the past several years, and, as a result, there 

are a great many solution procedures. The procedures may be 

classified generally as either exact methods that ·quarantee 

an optimal solutio~, or he~r.istic methods· that may yield only 

appr~ximately optimal solution~ The ex~ct methods are usually 

ma~hematical programming formulations.·Ma~y types of heuristic 

methods have been proposed, ranging from simple pro~edures 
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e~sily performed by hand to complex algorithms that require 

a computer for problem solutions. Some of these methods are 

reviewed in the next chapter. 

11.3. The Mixed-Integer Programming Model 

The model will be discussed by means of a numerical example, 

which is given in Table 11.1. 

Let us assume that in ,this example the required cycle time is 

C = 10. 

TABLE 11.1. A Numerical, Example 

Work Element Duration 

1 6 

2 2 

3 5 

4 7 

5 1 

6 2 

7 3 

8 6 

9 '5 

10 5 

11 4 

Direct Predecessors 

1 

1 

1 

1 

2 

3,4,5 

6 

7 

8 

9,10 

The m~n~mum number of work stations is. being asked. Since we 

do not know whether th~N. = 5 is sufficient or not 
m~n 

(con~idering the existing constraints) the ~odel is formulated 

for seven work stations (A-G). Writing Ai for the duration of 

work element i if assigned t~ station A, the following 

constraints are bbtlined: 
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i) Capacity constraints. 

Al + A2 + A3 + ••• + All 610 

+ 'Bll ~ 10 

ii) Each work element isto be assigned only once: 

iii) 

Al + B1 + C1 + ••• + G1 = 6 

A2 + B2 + C2 + ••• + G2 = 2 

All + Bll + Cll +... + G
ll 

= 4 

Indiv:j.sibilityof the work elements: 

1 + At 1, 1 Bt 1, b Al = '6 B1 + = I 1 

1 
+,AZ 1, 1 + B' 1, 2" A2 = '2 B2 = ... 2 

1 A ' "4 11 +All = 1, 

1 
'6 GI 

1 
'2 G2 

A~, ••• , Gil can be 0 or 1 (77 of them) 

+ Gt 
1 

+ G' 
2 

= 1 

= 1 

, ' 
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iv) Precedence Constraints: (91 constraints) 

The objective function is; 

minimize Z = 1 Fil + 3 GIl 

with 186 constraints (154 in~eger variables) mentioned above. 

Th~ objective function contains the sixth and seventh work 

station, ones .that have been added to th~minim~l number of 

work stations (Fand G). These two work stations are weighted 

with increasing cost factors. For this case the theoretical 

minimum has been reached with following solution; 

station A: work elements 1,2 , 6 

station B: work elements ,5,8 

station C: 'work elements 3,10 

station D: work elements 4, 7 

station E: work elements 9, 11 
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CHAPTER III 
MOST COM~ONLY USED ASSE~BLY LI~E 

BALANCING ~ETHODS 'SINCE I95~'s 

In this chapter Assembly Line Balancing Methods will be 

discussed under two categories such as, Deterministic and 

Stochastic Algorithms, followed by the proposed algorithm ~n 

last section. 

111.1. Deterministic Assembly Line Balancing Algorithms' 

Sirice 1954 many p~pers. and books have be~n published reporting 
" 

the development 'of new techniques for balancing line 
, • • < 

production systems. Perhaps. the best known. among these are 

tho.e rely on heuristic procedures. Four of these are; 

i) Ki1bridge and Wester ~e~hod(ll) 

ii) Ranked Positional Weights(l9). 

iii) The Largest Candidate Rule(19) 

iv) COMSOAL(l). 

.. 

Theseheuristi~ procedures will be described in some detail 

in following sections. In .sections 111.1. 5 and 111.1. 6 
, 

following computerized a1g?rithms are briefly described by 

means of an hypothetical example; 
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i) Line Balancing with "Preced-ence Matri:x" - T.R.HOFFMANN(3,5). 

ii) Random Generation of Solutions -.ARCUS(l) 

111.1.1. Kilbridge and Wester Method. 

This simple, one of the earliest, heuristic method of flow~ 

line balancing is best described by means of an example. Assume 

an assembly of desk lampwith.2l parts as data given below at 

Table 111.1. 

TABLE 111.1. Data for the Desk Lamp 

Elements Element Times(min) 

0 6 

1 5 

2 8 

3 9 

4 5 

5 4 

6 5 
<" 

7 6 

8 10 

9 5 

10 10 

11 2 

12' 5 

13 4 

14 12 

15 10 

16 5 

17 15 

18 10 

19 5 

20 6 

Precedence(must follow) 

o 
0, 1 

1 

2 

2 

3 

4,5 

7 

9,6 

11 

12 

13,8,10 

14 

15 

15 

15 
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From Table 111.1. the precedence diagram could be drawn as ~n 

Figure 111.1. 

Figure III. 1. Precedeuce Diagram for the Desklamp. 

I II III IV v VI VII VIII IX x 

Roman figures above the Fig~re 111.1. are column numbers, 

which will be needed for transferability later on. Elements 

appearing in column I can be started immediately, those in 
-

column II. can begin after one or more in column I have been 

completed, and so on. The data show in this diagram can now 

be represented in useful tabular form. 

Column (c) ~n Table III~2. describes the lateral 

transferability of elements am~ng columns. For example, 

element 6 can be performed in column III as w~ll is in Column 

II wiihout violating p~ecedence constraints. Suppose that the 

cycle time is 36 minutes to balance the as~embly line. 
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TABLE III. 2. Tabular Form of Precedence Diagram. 

Element Dur.of Cumulative 
Column Elemen t Transferability du"r. . Co 1. Our. 

(a) (b) (c) (d) (e) (f) 

.0 6 

I 1 :5 

'2 8 19 19 

3 III-V(with 8) 9 

4 5 

II 5 4 

6 III 5 

7 III-VI(with 10) 6 29 48 

. 8 IV-VI 10 

III 9 5 

10 IV-VI 6 21 69 

IV 11 2 2 71 

V 12 5 5 76 

VI 13 4 4 80 

VI I . 14 12 12 92 

VIII 15 10 10 102 

16 5 

IX 17 X 15 

18 X 10 30 132 

X 19 5 5 137 

XI 20 6 6 143 
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Procedure: 

1. Is there a duration ~n column f equal to the cycle time 

. of 36? No. 

2. Select the largest duration in column f less than 36, 

Le. 19 for column I. 

3. Subtract 19 from 36; 17. 

4. Does one or more of the elements in the next column (II) 

equal to l7? No. 

5. Select the sm3llest duration from column f ~hich is l.rger 

than 36, i.e. 48 for columns I and II. 

6. Can one or more of the elements in column· I and II be 

7. 

8. 

transferred beyond co 1 umn II so as to reduce the duration 

to 36? No, but element 3 (with 8) plus 6 can be 

Select next largest duration from column f, ~. e. 69 for 

columns I,ll and III. . 

Can one or more of the elements in columns I,ll and III 

be transferred beyond column III so as to reduce the 

duration to 36? No, the nearest is elements 3,8,7 and 10 

which would g~ve a duration of 38 which is too large. 

9. will an improved ailocation of elements for station I be 

obtained by co~sidering a larger duration from column f? 

No. 
, 

10. Adopt the best allocation.found previously, ~.e. step (4) 

which gave a work station time of 35 by column I plus 

elements 4,6 and 7. 

11 •. Rewrite the ~able and calculate new figures for column f. 

(Table 111.3). 

12. Follow the same procedure for next stations from the new 

tables."Final result is given in Table 111.4. 
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TABLE 111.3. Tabular form ofPreeedenee Diagram after th~ 

First Station 

Column 
(a) 

I 

II 

III 

IV 

V 

VI 

VII 

VIII 

IX ' 

X 

XI 

Element 
(b) 

o 
1 

2 

4 

6 

7 

3 

9 

5 

10 

8 

11 

12 

13 

15 

16 

17 

18 

19 

20 

Element 
Transferability aur. 

(e) (d) 

IV-V(with 8) 

IV-VI 

V-VII 

x 
X 

6 

5 

8 

5 

5 

6 

9 

5 

4 

6 

10 

2 

5 

4 

12 

10 

5 

15 

10 

5 

6 

Dur.of 
Col. 
(e) 

Cumulative 

(35) 

24 24 

12 36 

5 41 

4 45 

12 57 

10 67 

30 97 

:5 102 

6 108 

Dur. 
(f) 

Station 
I 
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TABLE 111.4. Tabular form of the Solution for Desk Lamp by 
Kilbridge & Wester 

Station Number 

I. 

I I. 

I I 1. 

IV. 

Elements 

o 
1 

2 

4 

6 

7 

3 

9 

5 

10 

8 

11 

12 

13 

14 

15 

. 16 

17 

18 

19 

20 

Station Work Content 
(sec) 

(35) 

(36 ) 

(36) 

(36) 
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The balancing loss for this solution' is; 

n 
100.«N.T - ~ TE,)/N.T ) = 0.7 i. 

, c i=l ~ c -

where T - cycle time 
c 

TE' = element time 
~ 

N = number of stations. 

Figure 111.2. Precedence Diagram with Work Stations drawn on 

it. 

Station I station II Station III Station IV 
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III. 1.2. Ranked P os it i ona 1 We igh t s 

This proce~ure was developed by Helgeson and Birnie(19) of 

the General Elec~ric_Company of the U.S.A. in the late 1950's., 

It is a rapid but approximate method, which has been shown to 

provide acceptably good solutions more quickly than many of 

the alternative methods. It is capable of dealing with prece­

dence constraints. This technique will be demonstrated by 

means of an assembly of razor with 11 .parts. Precedence diagram 

is given in Figure 111.3. 

Figure 111.3. Precedence Diagram of Razor 

The fol16wing'tab1e is called the Precedence Matrix where the 

element number and time is given in first two columns. The 

middle of the table shows the precedences. For example,' 

element 0 is immediately followed by element 2, which in turn , 

is followed by 5, which is followed by 6 and 7 and so on. 

A simple mark, indicates the elements which follow immediately 

and crosses indicate elements which follow because of their 

relat~onship with other elements. The-final column of the 

table gives the positional weight for each task, which is 

defined as following; summing the elements own standard time 

and the standard times for all fol16wing elements. For iris­

instance for element 0; 

p.w~ - element 0 (r32) 

+ element 2t(.20) 

+ element 5 (.23) 

+ element 6 (.20)· 
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+ element 7 ( .05 ) 

+ element 8 ( .32) 

+, element 9 ( • 10 >-

+ element 10 ( • 32 ) = 1. 72 

The positional weight is therefore a mesaure of the size of 

an element. Then we rewrite Table 111.5 in order of decreas­

ing p.w. in Table 111.6. 

TABLE 111.5. Precedence Matrix for Razor 

Element .. Element 
0 1 2 3 4 5 6 7 8 9 10 

Positional 
Number Time Weights • 

0 • 32 1 + + + + + + . 1. 72 
1 .10 1 1 + + + + + + 1.65 
2 .20 1 + + + + + 1.·40 
3 .05 1 + + + .87 
4 .10 1 + + .82 
5 .23 1 1 + + + 1.20 
6 .20 1 + + .92 
7 .05 1 + .45 
8 ·.32 1 + .72 
9 .10 ,/ 1 .40 

10 .30 .30 

TABLE III~6. Positional Weights in Decreasing Order 

Element Number 0 1 2 5 6 3 4 8 7 9 10 

Element Time .32 .10 .20 .• 23 .20 .05 .10 .32 .05 .10 .30 

Positional Weight 1.72 1.65 1.40 1.20 .92 .87 .82 .72 .45 .40 .30 

1mmediate Predecessors 0.1 2 5 1 3 4:6 5 7.8 9 

It isrequire4 to design an assembly line with the minimum 

number of stations to provide a cycle time of .55 hours. Using 

the Table 111.6., elements aFe allocated t~ work station in 

order of decreasing P.W.and without violating the precedence 

constr~ints. Element 0 with highest p.w. ·of 1.72 is 

allocated first to statioi I. This is acceptable. because 
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element 0, has no immedi~te predecessor and furthermore its 

element time is less than the space time available in station. 

I. element 1 is next to be allocated since it has 'the next 

highest P.W. Every time we 'assign one of the elements to 

stations we rearrange Table 111.6 by dismissi~gthat element 

and apply the same rule for assignments and so on. 

Solution for this simple hyphotetica1 example problem is 

given in Table 111.7. 

TABLE III. 7. Solution Achieved for Razor by Ranked P.W. t.'.::' 

Work 
S tat ion 

I 

II 

III 

IV 

Element 
Number 

0 
1 
3 

2 
.4 
5 

6 
8 

7 
9 

10 

Positional 
Weight 

1.72 
1. 65 

.87 

1.·40 
.82 

1. 20 

.92 

.72 

.45 

.40 

. 30 

This solution yields a ~alancing loss of; 

10.4 % 

Station Work 
Content 

• 32 
'.42 

( • 47) 

.20 
• 30 

( .53) 

.20 
( .52) 

.32 

.37 
( . 47) 

It is n~ difficult to criticise this simple Assembly line 

Balancing procedure or to suggest improvements. Mansoor(13) 

has developed and improved R.P.W. technique involving a 

'backtracking' procedure which appears to provide better 

results in cerbain conditions. Flow diagram for Line 

Balancing for a given cycle time using R.P.W. method 1S 

given in Figure 111.4. 
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111.1.3. COMSOAL 

COMSOAL(l), an acronym for a Computer Method of Sequencing 

Operations for Assembly Lines, is a method of balancing large 

complex machine-paced assembly lines. It combines four power­

ful and versatile tools; a high speed digital computer, sampl­

ing concepts, the Monte Carlo technique, and simulation. In 

order to explain this algorithm assume the assembly of an 

pencil sh~rpener, given in Table 111.8. 

TABLE 111.8. Data. For the Pencil Sharpener 

Element Number o 1 2 3 4 5 6 7 8 9 10 

Numbe r of 
1mmediate Predecessors 

2 1 1 1 1 1 2 2 1 

Procedure: 

1. Construct a list of (COMSOAL LIST A) total number of "imme­

di ate p rOe de ce"s s ors of e lemen ts. 

2. Compile the list B of elements with no immediate predeces­

sors. This list ~s called, Partition List B. 

element number o I 

number of imme diate 

predecessors 

3. Place, in List C, tasks which have times no greater than 

time -left available at station being worked. List C is 

called Fit Lisf of COMsoAL. 

4. Select, randomly, orie element from Fit List. 

5. Eliminate selected element (0) from both list Band C. 
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6. Update list A by scanning followers of task (0) and deduct 

1 from total number of preceding tasks (Redo List) 

predecessors of 2 becomes 1, etc. 

7. Redo list B by transferring from List A all tasks' with no 

p rede ces s ors. 

'\ 

8. Transfer from List B to C those tasks which fit the 

remaining "time to'be assigned. 

9. Select from fit list another task for station I. 

Repeat the same until stati"on I is full and continue station 

by station. Following table gives the solution for C=.55. 

TABLE 111.9. Solution to the problem with Lists of COMSOAL 

List 

0 
1 
2 
3 
4 

10 

1 
2 
3 
4 
5 .. 

10 

2 
3 
4 
5 

10 

7 
.9 
10 

A 

2 
1 
1 

1 

1 
1 
1 
1 

1 

1 
1 

1 

1 
1 

Lis t B 

0 
1 

1 

2 
3 

7 

List C assigned elements 

0 teO) = · 32 
1 

1 teO) = · 32 
t ( 1) = · 10 

• 42 

3 teO) - · 32 
t (1) = .10 s tat ion 
t ( 3) = .05 I 

.47 

7 t(7) :: .05 
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Stations become as fo110wing~ 

St at ion 

S ta tion 

Station 

S tat ion 

I - elements 0 

1 

3· with total S.W. C. of 0.47 

II - e 1emen ts 2 

5 

4 with total S.W.C. of 0.53 

111.- elements 6 

8 with total S.W~C. of 0.52 

'IV - elements 7 

9 

10 with total S.W.C. of 0.45 

this solution yields a balancing loss of; 10.4 %. 

111.1.4. Largest Candidate Rule 

This simplest of the algorithms work as following: Allocate 

elements t9 stations beginning with the first station by 

scheduling from those'e1e~ents that are feasible (precedence 

constrai~~s) in d~scending order of size. For the same example 

problem Largest Candidate Rule yields the sa~e solution as 

Ranked' Positional Weight but it is quicker. 

111.1.5. Computer Program fpr Line Ba1ancign With Precedence 

Matri~ (T.R.HOFFMAN)(3)(5) 

In this section the computer program for line-balancing with 

precedence matrix will be discussed. The flow diagram is . 
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presented in Figure 111.5. This ·,program is written for the 

UNIVAC system at Bosphorus University in FORTRAN .IV. 

Description of the technique: 

The precedence matrix to be used by this method ~s construct­

ed in the following manner; 

i) Construct a table with task numbers as the top row and 

left side column. Term row numbers as (i) and column 

numb e rs as (j). 

ii) If the element of row (i) immediately precedes the' 

element of column (j), a I is placed as (ij) entry •. 

iii) All other. entries are zero. 

To use this matrix in generating all the feasible permuta­

tions, the following steps are used; 

i) Sum each column and term the total a "code number" 

c.(i=l,2, .•• ,·n). Place this row at the bottom of the 
~ 

matrix. 

ii) Label the diagonal of the matrix with any arbitrary letter 

or a large number (the program uses 16000). 

Balance 1S obtained by inspecting the code number, C., for 
. 1·, 

zeros. Zero as a code number indicates that job may be assig-

ned to station Kd because it ha~ no precedence. The scheme .for 

generating the feasible combination and balancing the line 

station b~ station is as follows! 
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i) Search left to right- in the Code Number for ze roo 

-/ 

ii) Select the element which heads the column in which the 

'zero is located. 

iii) Subtract the element's time from cycletime remaining. 
I' 

iv) If the result is positive, go to step (v). If it 1.S 

negative go to (vi) 

v) Subtract from the Code Number the row corresp'onding to 

the element selected .and use this result as a new Code 

Number. Go to step (vi). 

vi) Go to step (i) and start search one element to the right 

of the one just selected and repeat steps (i-vi). ~ntil 

all· the columns have been examined, then goto step (vii). 

vii) Subtract the remaining cycle time '(the slack time) from 

the slack time of the previous combination generated. 

viii) If zero or negative, go to step (ix). If positive, then 

this set of elements just generated becomes the new 

combination for this' station. Gp to step (x). 

ix) Go back one Code Number, C.:, and go back to step (i); 
1-

starting one element to the right of the element which has 

been selected from that Code Number. Repeat this 'proce­

dure until the last column of the first Code Number has 

been tested; the result is that the last combination 

generated by step (viii) is the one having the maximum 

elemental time for ~hij station. 
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Figure 111.5. Flow Chart for HOFFMANN'S Technique 
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Figure III.5. Cont. 
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x) Replace the first Code Number with the last Code Number 

corresponding to the previous result. (This eliminates 

from further consideration of the elements already 

se'lected), 

xi) Repeat the previous steps until all the elements have 

been assigned.' (Code Number C. is entirely negative). 
, ~ 

It is easily seen ~hat this ,precedence matrix method is very 

mechanical and because of this, it is easily suited as a 

computer technique, known as HOFFMANN's TECHNIQUE. 

The computer listing and the output for the following example 

is given in Appendix A. 

Figure 111.6. Diagram for the Example of HOFFMANN's 

,,--, r----" r ,,--.-
---..1'-"', \2 ')!-----'"'lI,..~; \3 l--·-----t- 1-1- ;,----f- \5,----:- \ b . 

. ~ "'-" ..... ~-' .... -~ 

TABLE 111.10- Data of the Precedence Diagram Given ~n Fig.-
111.6. 

Task 

MOl 
.M02 
M03 
M04 
M05 
M06 
M07 
M08 
M09 
M10 
Mll 
M12 
H13 
M14 
M15 
M16 

Times (mins.) 

0.062 
0.065 
0.227 
0.236 
0,088 
0.125 
0.063 
0.057 
0.119' 
O~118 
0,082 
0.319 
0.'288 
0.181 
0.201 
0.231 
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111.1.6. Program for Random Generation of Solutions - ARCUS(l) 

This one of the most commonly used technique generates random 

feasible solutions and selects the one with minimum number of 

work stations. 

Description of the technique: 

For a given cycle time this method finds the minimum number 

of work stations (possible)'in the following manner: 

i) Select a task i. (Randomly) 

ii) Check the precedence for ihis task i. 

a) If task .cannot be assigned goto (i) 

b) If task can be assigned goto (iii) 

iii) Add task its elemental time to Station Work Content. 

a) If S.W.C. > Cycle time, proceed tq (iv) 

b) If S.W.C. < Cycle time, assign task i to the station 
an d pro ce e'd to (v). 

iv) Assign task L to next station and calculate the idle 

time (slack time) 

N) Adjust the precedence matrix for the assignm~nt of task 

L. 

vi)' Repeat steps (i-v) until all the tasks are assigned. 

Using the same example proble~ as in last section, the 

FORTRAN IV Listing and the output of the run is presented in 

Appendix B. 
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Figure r::.7. Flow Diagram for Random Generetion of Solutions 
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111.2. Stochactic Assembly Line-Balancing Algorithms 

It was noted, in the introduction, that the task times are in 

fact represented by some distribution, instead of as constant 

values. The stochastic nature of the work station times has 

some interesting implications for the design of line. systems 

and for line-balancing. 

111.2.1. Two Parameter Assembly Line Balancing Model­

D. B RE NNE eKE (2 ) 

Theoretical foundation of the Two Parameter-Model of Brennecke 

is three of the theorems in statistics, which deal with the 

distributions of sums and differences~ 

i) Given the distribution of a variable x and the distribu­

tion of another variable y, the expected value of the 

variable x + y is; 

E(x+y) = E(x) +. E(y) 

ii) The var1ance o~ x+y is; 

cr 2 . _ d2 + cr 2 
x+y x Y 

iii) If the distributi.ons .of x and y are nor~al, the distri­

bution of the sum or difference (x±y) is also normal. 

Brennecke also uses two assumptions; 

i) The task times are assumed to be independent of each 

other when they are combined. 

ii) The task time distributions are sufficieht1y normal that 

the station time distributions may be considered normal. 
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Procedure: 

The mean time for the station is the summation of the mean 

times o~ the elements and the standard deviation is the 

square-root of the summation of the variances of those elements 

that make up ~he stations. Suppose Brennecke's Model will.be 

used to solve for 0.10 probability (Te~ Perce.nt) to exceed 

the cycle time. Then; 

i) Select the controlling station wh~ch.is the station with 

the highest time, equal to the station mean time plus 

one standard deviation. 

ii) The standard deviation for the distribution of time 

values for this station is multiplied by the normal 

deviate corresponqing to the 0.10 tail of the normal 

curve. This is the limitin~ value since it is known 

that the probability of actual time values exceeding 

cycle time cannot be less than 0.10'. 

iii) Compute z, the number of standard deviations, between 

the mean ti~e values of the other stations and the 

cycle time. ' 

z -
s·tation time (j) - cycle time 

standard deviation (j) 

iv) Obt.ain the corresponding ,probability values for each z 

from the table of Standardized Normal Distribution 

Function. 

v) The figure that is obtained by summ1ng these probabili-

. tie s g i v est he pro b a b iii t Y . t hat the a c. t u a lop era t ion tim e 

will exceed the cycle time. 

vi5 Steps iii-v is repeated ~ntil designed 0;10 probability 

is obtained. 
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The optimal solution will be that solution which utilizes the 

least number of work stations; If there is a tie, the one 

with th~ smallest cycie time is selected. The flow chart is 

given in Figure 111.8. 

111.2.2. A Cost Oriented Approach to Stoch~ctic AL B 

This heuristic approach is designed to reduce expected labor 

and incompletion costs. Labor cost is defined as; operating 

costs affected by line balancing are the cost· of manning the 

line and the incompletion cost ~; the cost arising from 

tasks.not being finished as units move down the line. These 

two costs are inversely related. The more work we assign to 

workers the fewer workers needed. As a result of this incomp­

letion cost increases. Figure 111.9. shows how these costs 

vary per unit of output with the amount of work assigned to 

the worker. 

Figure ~II.9. 
+l+l 
~~ 
OPi 

r..J. 
o 
+l 
oM 
~ 
~ 

• 

~I 
ost 

Relationship of Labor Cost Versus Incompletion 
Cos t 

Cost 

Cost 

Labor Cost 

.. 
Amount of work assigned 

-Now the sum of these costs will be minimized. 
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Figure 111.8. Flow Chart for Two Parameter ALB Model 
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Figure.III.8. Cont. 
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For line Balancing with stochastic task times several techni­

ques _have been deyeloped. Igt:lall is one of them, stated, to 

group the tasks into work stations so that the sum of the 

expected task times does not exceed some s~ecified percentage 

of the cycle time,- for instance % 90. Moodie and Young, and 

Brennecke also developed techniques. 

But the techniques they developed leaves two critical ques­

tions unanswered. 

i) Up to what percent of the cycle time should work stations 

be p a cke d? 

ii) Shoul~ this percentage be the same fo~ all stations? 

By consideration of Labour and incompletion costs these 

questions could be answered profitably. 

In order to present the propo~ed approach as clearly as 

possible Kottas and Lau have used certain $implifying 

assumptions. 

Assumptions: 

i) Only restrictions while assigning tasks are cycle time 

and precedence relationships. 

ii) Each line w_orke-r ~s paid the same wage regardless of his 

ass i g n me n t s . 

iii) A task can only begin -if all its predecessors have been 

completed. 

iv)Each tas~ time K is-independent of each other and defined 
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by.tK and ~. 

v) All unfinished tasks are completed off the .line for a cos·t 

of I K .' IK is not a function of what fraction of the task 

K was completed on the line. 

vi) Appropriate' estimate. of~k is used; sk 

ll/2 

/ (n-l~ . 

where 

n- 1S the number of cycles of taik k which where timed 

h . f . th t. - 1S t e t1me or l' one of these cycles. 
1k 

Starting fiom the input end, it decides which task 

should be performed first 1n a station, which tasks should 

follow and in what order, and when the station should be 

closed and a new one begin. It first determines the available 

tasks for assignment. Then it id~ntifies which of these tasks 

are marginally desirable to perform next and from this group 

selects the one to be added on the basis of expected 

incomplete costs. A station is closed when there are no 

desirable tasks available. 

Preliminary step in this technique is gathering the data as 

sh own ( STEP l) * 

i) cy c let ime , 

ii) labour rate, 

*STEPS are shown 1n Flow Chart. See ~igure ITI.IO. 



- 41 -

Figure 111.10. Flow Chart of the Techn~que. 
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iii) for each task; 

a) llk' 

b) ~k' 
c) estimated cqst to compiete off the line, 

d) immediate predecessors, 

e) number of immediate followers. 

Following step will be the forming of Available List (Step 3) 

It selects the tasks with no unassig~ed, immediate predeces­

sors. This list is updated every time a task is assigned. If we 

reached the (step 4) - YES the line design is completed. 

For our purposes, a task is considered marginally desirable 

when its anticipated labour savings in the specific position 

under consideration is equal to or exceeds its expected 

incompletion cost (step 6) is then forming the desirable 

list from available list by using the definition of margina­

Ii ty. 

The labour· sav,ings Lk ; ~s determined by how much the labour 

cost of performing task k in our unestablished station w{ll be 

reduced by performing it in the already existing station. 

The incompletion cost expected as a result of assigning task 

k next in the station. under consideration is the cost Ik 

stemming from not completing task k in the'iine multiplied 

b y the pro b a b iIi t y p k 0 f ,n 0 t do in g sow i t h in the c y c 1 e tim e 

C. Ik is determin~d by both the cost Ik' of ~ompleting task 

k itself off the line and the cost of finishing all its 

precedence related followers. For instance 

11 

11 = L I ' = $ 3.05 
k-l 

k 

1 11= Iil = $ .20 

as seen in Table ·111. 11. 
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Calculation of P k is easy after all the assumption mentioned 

in the beginning. Note tha~ task k cannot b~ completed until 

all the tasks in sk' the set of task k· and the tasks. perform-

. ed before it in the station, have been comple'ted. As the 

distribution of the time needed to complete all the tasks 1n 

sk is normally .distributed with mean 

deviation ( L 0~)1/2 
.~ 1 
1\'Sk 

lJ. and standard 
1 

it follow s t h at 

where F(zk) is ,the cumulative density function of normal 

distributed zk with lJ = ° and 0 = ,I and 

( 1) 

(2) 

From our d~finition of marginaljty, the only tasks that will 

be placed on desirable list are those whose; 

we could state this in terms of zk by using (1) 

thus 

Lk ~ P
k 

. Ik is equivalerit to zk ~ z~ where z~ is the 

value below which the outcomes of a n~rmally distributed 

random, variable with lJ=O and 0=1 ha.ve 1":L k /I k prob.ability of 

o c cur ri n g . In the cas e 0 f .t ask 1 in tab 1 e I, Z i = L 2 9. Sin c e 

1.29 is the value below which a normal~y distributed randon 

variable with mean, 0, and standard deviation, 1, has a 
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1-L1 /I 1 = 1-0.3/3.05 = .9017 probability of occuring. 

Before going on to consider which o.ne of the marginally 

desirable tasks to assign next to a station, it is important 

t~ understand the purpose of the concept of ma~gina1 

desirability. It has two basic functions. First, it removes 

from c6nsideration for assignment next to ~he current station 

those tasks which would move the line towards higher operat­

ing coats. Thus it eliminates those tasks which have higher 

expected incompletion costs than anticipated ~labour sav1ngs, 

and accepts all' others for the desirable list. 

Now let us move to the third part of the flow chart. ~hich 

one of the marginally desirable tasks to assign? The choice 

is made on the basis of their P
k 

and Ik with the goal to 

minimize the total expected incompleted cost of the station. 

If there 1S still a tie then we look at the immediate 

f 0 1lowe rs • 

Part of the station can'be filled by tasks with virtual 

ce rt ain ty 0 f comp 1etion. Th is set of t as ks are in c 1 ude d in 

sure list (Step ~). Pk < 0.005 or equivalently whose zk>2.575. 

Once however, the station has been filled to the point where 

none of the desirable list candidates can be ~ssigned without 

risking incompletion (the sure. list is empty, Pk : 0.005 and 

zk ~ 2.575) tasks are ~dded on the basis of lowest Ik until 

there are no more marginally desirable tasks available. (Step 

9 - YES, step 11). 

These 1S one more ~n~requent occurrance to discuss. It could 

conceivably happen that one or mare pf·the available list tasks 

would not. be marginally desirable to assign to an empty 

station. Such tasks comprise the ciritical list (STEP 5 - YES 

STEP 13, STEP l4-NO). Since any critical list task can ne~er 
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be made more desirable than by performing it first in some 

sta,tion, it must be assigned to an empty station. 

Example; 
x Figure 111,11. Precedence Diagram 

Step 1 is summarised in Table 111.11 Cycle time is 20 minu­

tes. 

To clarify the use of table 111.11 let us examine ~n more 

detail the devel~pment of the first station. 

Task 1 is determined to be the only task on available list 

(st ep 3). 

(Step 4) No. 

(Step 5) Yes. Form critical list (available list tasks whose 
zk4z~) Hence c~itical. list is empty. 

(Step 14) Yes. Form desirable list (Available list tasks 
whose zk~z~) H~nce task 1 is in this List. 

(Step n, No. 

(Step 9) No. 

Form sure list. (desirable 1ist tasks whose 
zk>2.575) Hence task 1 is in this list. 

r(Step 10) assign the sure list task with largest: 

I k · 
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Hence it is assigned to station 1 by (step 10) with the assign­

ment of task 1 procedure returns to step 3, to begin another 

cy c Ie. 

S t a. I .Sta.II Sta.III Sta.IV Sta.V Sta.VI 

1.5 2,6,8 3,10 4 7,9 

Total s t a. 
time 16 20 18 18 lQ 6 

i 

TABLE III. II. Data for the example problem. Lk is based on labor 
" " rate of $3.00/hour Cycle time C is 20 min ut es • 

II of 
Lk Ik Ik k 

0 2 imme. imme. 
Z~ Task min/unit k Ered. fo I lowers $/unit $/unit $/unit 

1 12 2.4 0 2,3,4,5 0.60 0.30 3.05 1.29 

2 4 0.8 1 6 0.20 0.10 1.15 1. 36 

3 8 2.0 1 7 0.40 0.25 1.90 0.80 

4 18 10.0 1 7 0.90 0.70 2.80 0.46 

5 4 0.8 1 7 0.20 0.15 1. 70 ·1.19 

6 4 0.8 1 8 0.20 0.15 2.10 1. 31 

7 6 1.2 3 .9 0.30 0.20 1.40 0.79 

8 12 2.4 1 10 0.60 0.40 1:80 0.43 

9 10 2.0 1 11 0.50 0.30 1.00 0.00 

10 10 2.0 1 11 0.50 0.30 1.00 0.00 

11 6 3.6 2 0.30 0.20 0.40 -.67 

". 
111.2;3. A Preference Order Dynami~ Program For SALB(10) 

In this technique task times are again stochastic times. It 

is wanted to ass{gn the tasks to a minimum number of stations, 

given the" cycle time. Dynamic programming Approach is ·used. 
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Problem Formulation: 

Assume that t., task times, are independently distributed . ~ 

random variables with respective Fi,. distribution funotions. 

Let C be the cycle time A - be the collection' of tasks n 
assisnged to station n, T - station work content at station 

n 
n, it is a random variable and 

T = n 
r 

itA n 

t .• 
~ 

In the formulation we also have, 

P(T < 'c) > ex 
n for all n, where ex ~s the given 

lower bound 

0.< ex < 1 

The defini~ion of feasible set is followed f~om Held and Karp's 

Dyanmic Programming Model. 

Feasible set ~s ,subset of tasks 

S c=. (1,2, •.• ,J) in which there exists no pair (i,j) 

such that 

i) i "'s 
ii) j t sand, 

iii) i precedes J. 

A feasible set will be considered as a state ~n this Dynamic 

Programming approach. 

The tasks without any predecessors are placed 1n stage 1 and-

are considered "marked". An "immediate follower" of a state 

S is defined as a task which is an immediate successor of at 

least one ·of the tasks in S. In stage say k, for State S, the 
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unmarked immediate follow~rs of S constructs the list called 

F(S). For each HcF(S).Hl1S is a state in stage k+l. 

When all states in stage k have been considered, each task in 

F(S), for all S l.n stage k is marked and the process ·is 

repeated for stage k t 1. 

When all tasks are marked the construction is done. 

When talking about Preference Order Dynamic Program, let T(S) 

be the optimal return function. 

n = ml.nl.mum number of stations ne~ded to accommodate all tasks 
in S 

G = distribution function for r, the sum of the task times of 
r tasks assigned to the last station. 

Assume a task e~S, where S-e is a feasible set. We let T(S~e)= 

(m,G
s

) 

, 
m = minimum number of stations needed for S - e 

then we define, 

'V(T(S .... e),e) = (m,Gs .... e ) 

= (mtt, F ) 
e 

if G- I 
(C1) < c, 

s e 
otherwise. 

What this means is as simple.as this; place task e l.n the 

last station·for S - e if its inclusion does not result in a 

violation of the probability constraint on the station ·work 

content, otherwise create a new station t~ include e. 
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Let I be the set of all positive Integers and g be the set 

of all distribution functions defined on R+ and 

e: = {( n , G) I n -E I, G-E~} 

A preference ordering operator 1 1S a mapping from 

e: x e: x ••• x e: to E with 

. The operator..L chooses the i . th doublet (n~, G~ 
1 1 

using the following criterian 

f or all i -E K 

and any Ft-E·g 

then the optimal return fucntion recursively, 

T(s) = ~ {V(T(s~e),e)} 
e-E S 

S-e feasible 

Then for normal variates criterion (1) reduces to; 

i* th triplet is selected if 

M~ < M. and V~ < V. for all i-EK 
1 - 1 1 - 1 

when M~ < M. and" V~ > V. inequality (1) becomes 
1 - 1 1 1· 

z. < a -

where M. =.~ and V. 
1 r. 1 

1 

2 = (1 "in r. 
1 

T(S) 

is .the 100 a th percentile "of the standardized norm"al 
za 
distribution. 

( 1) 
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TABLE 111- 12. Examp 1e 

Task i Direct predecessor ll· cr~ 
,1 1 

1 6. 1. 2 . 

2 1 2 0.4 

3 1 4 1.0 

4 1 9 5.0 

5 1 2 0.4 

6 2 2 0.4 

7 3,4,5 3 0.6 

8 6 6 1.2 

9 7 5 1.0 

10 8 5 1.0 

11 9,10 3 1.8 

In this illustrative examp1~ task times are assumed to be 

independent normal variates, the cycle time C is set at 10 

and the precedence re1ation~ are identical to those given in 

Jackson's ·we1l-known examp1e* •. The data are shown in Table 

111.12. states generated and Listed in Table 111.13. 

If we require that each station there be at least a 90 % 

chan~e of completing the work on each unit, then the problem 

is equivalent to Kottas and Lau's** with zO.90=1.282. Proce­

dure yields several optimal solutions, one is; 

1,5 : 4 : 2, 3,6 : 7 , 9 : 8: 10·: 11 

* JACKSON,J.R. "A computing Procedure for a Line Ba1an'cing 
Pr~blem" ,Management Scienc.e, Vo1.2, No.3, 1956. 

**KOTTAS,J.F. and LAU,H.S. - Chapter V. 
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TABLE III. 13. Computation Results for the Illustrative Example 

Unmarked 
Immediate Optimal Optimal 

Marked State Followers Decision Return 
Stage Tasks S F on e T(S) 

1 1 1 2,3,4,5 1 1,6,1.'2 
2 2,3,4,5 1,2 6 2 1,8,1.6 

1,3 3 2,4,1 
1,4 4 2,9,5 
1,5 5 1,8,1.6 

1,2,3 6 3 2,4,1 
1,2,4 6 4 2,9,5 
1,2,5 6 2,5 2,2,0.4 
1,3,4 3 3,4,1 
1,3,5 3 2,4,1 
1,4,5 4 2,9,5 

1,2,3,4 6 3 3,4,1 
1,2,3,5 6 2,3,5 2,6,1.4 
1,2,4,5 6 2,5 3,2,0.4 
1,3,4,5 7 3 3,4,1 

1,2,3,4,5 6,7 2,3,5 3,6,1.4 
3 6,7 1,2,6 8 6 2,2,0;"4 

1,2,3,6 8 3,6 2,6,1.4 
1,2,4,6 ·8 6 3,2,0.4 
1,2,5,6 8 5,6 2,4,0.8 

1,2,3,A,6 8 3,6 3,6,1.4 
1,2,3;5,6 8 3,5,6 2,8,1.8 
1,2,4,5,6 8 5,6 3,4,0.8 
1,3,4,5,7 9 7 3,7,1.6 

1,2,3,4,5,6 8 3,5,6 3,8,1 .. 8 
1,2,3,4,5,7 9' 2 4,2,0.4 

1,2,3,4,.5,6,7 £,9 7 4,3,0 ... 6 

4 8,9 1,2,6,8 10 8 2,8,1.6 
1,2,3,6,8 10 3 3,4,1 
1,2,4,6,8 10 8 3,8,1.6 
1,2,5,6,8 10 5 3,2,0.4 

1,2,3,4,6,8 10 3 4,4,1 
1,2,3,5,6,8 10 8 -3,6,1.2 
1,2,4,5,6,8 10 5 4,2,0.4 
1,3,4,5,7~9 9 4,5,1 

1,2,3,4,5,6~8 10 8 4,6,1.2 
1~2,3,4,5,7,9 2,9 4,7,1.'4 

1,2,3,4,5,6,7,8 10 7 5,3,C.6 
i,2,3,4,5,6,7,9 9 4,8,1.6 

1,2;3,4,5,~,7,8,9 10 .8 5,6,1.2 
-. .1,2,6,8,10 10 3,5,1 

, 1,2,3,6,8,10 '3 4,4,1 
1,2,4,6,8,10 10 4,5.,1 
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TABLE III. 13. Continued. 

Unmarked 
Imnediate Optimal Optimal 

Marked State . Followers Decision Return 
Stage Tasks S F (S) e T (5) 

1,2,5,6,8;10 5,10 3,7,1 .4 
1 , 2 , 3, 4, 6 , 8, 10 3- 5,4,1 
1, 2 , 3,5 ,6, 8, 10 3 4,4,1 
1,2,4,5,6,8,10 5,10 4,7,1.4 

1,2,3,4,5,6,8,10 3 5,4,1 
1,2,3,4,5,6,7,8,10 7 5,7,1.6 

1,2,3,4,5,6,7,8,9,10 11 9,10 6,5,1 
1 , 2 , 3 , 4, 5 , 6, 7 , 8, 9 ,10, 11 11 7,3,1.8 
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111.3. The Proposed Algorithm for Assembly Line Balancing 

Let t be the largest task time in the precedence diagram. 
max 

As usual, C is the cycle time. First part of the procedure is 

about comparing the C against the t • As known from 
max 

previous chapters C > t. for all i. Next the check is made 
1 

forfoll~wing inequalities. 

l. t < C < 2. t 
max max 

. 2. t < C < 3. t 
max max 

3. t < C < 4. t 
max max 

If first one is satisfied then first entry to any station 

will be ~he largest candidate available and following entries 

will be smallest candidates. If second inequality is satis­

fi~d then the first two entires to any station will be the 

largest candidate and followed by the smallest candidates. 

Then the general form is; 

(n) t < C < ( n.+ 1 ) _ 
max 

t 
max 

for n = 1,2,3, .•• 

whicp ever value of n satisfies the inequality, proceed as 

following; . 

i) First n entries to any station will be the largest candi­

dat~s av~ilabie, 

ii) Following entries will be the smallest candididates till 

~he idle ti~e is minimized for that station -with the 

available candidates. 
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Example: 

Suppose we are given an assembly line with 15 tasks with 

deterministic task ~imes. Also we 'supp1ied with the precedence 

relations. Cycle time is given as 18 minutes. 

Figure 111.12. Precedence Diagram for the Example Problem 

C = 18 t = 9 max 

2.t < C < 3.t 
max max 

from table 111.14 

n = 2 

TABLE 111.14. Data for the Example 

. Tasks Times 

1 5 
2 7 
3 8 
4 2 
5 3 
6 9 
7 6 
8 5 
·9 4 

10 5 
11 7 
12 7 
13 3 
14 2 
15 8 

Predeccesors 

1 
1 
2 
3 
3 

4,5 
5,6 

8 
8 

7,9,10 
11 
11 
11 

12,13,'14 
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The proposed algorithm yields a Balance loss of 10 % with the 

following solution; 

TABLE IIt.15. Solution to the Problem 

Station Elements S.W.C. 

I 1,3,5 16 
II 2,6,4 18 

III 7,8,9 15 
IV 1,0,11,13,14 17 
V 12,15 15 
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Figure 111.13. Flow Chart of the Proposed Algorithm 
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CHAPTER IV 
ASSEMBLY LINE BALANCING PROBLEM 

AT OZKOSEOGLU lSI SANAYtt vETICARET A.S. 

HzkHseoglu IS1 Sanayii ve Ticaret A~§. as a member of Hzk6se­

oglu group of companies, has been established in 1962 and 

highly participated Turkish Industrial Development up to date. 

Holding the licences of worlds well known companies, Hzk6se­

oglu IS1 Sanayii ve Ticaret A.~. manufactures and supplies 

all kinds of Industrial furnaces, burners, painting and dry­

ing systems, lime kilns, petrochemical plants, cement plants 

and complete automatic bread factories and has a good name on 

heat technology. During the last years she has extended her 

services to th~ internatio~al plane. 

IV.I. Description of the Problem 

Insid~ the HzkHseoglu Plant at Yenibosna there 1S an assemly 

line in order to assemble the 34 parts of ELM 50 Flour Sift­

ing and Lossening Machine. The parts list 6f ELM 50 1S given 

in table IV.I. And ports are shown in Figure IV.I. 

IV.2. Required Data Versus Obtained Data 

Befoie going into the data obtained fro~ HzkHseoglu A.§., 
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once more, i~formation required for line balancing needs to 

be pointed out in order to achieve a good balance. It is 

first n~cessary to obtain certain 'data from v~rious s6urces 

~hether it is assembly or fabricatiort. The following minimum 

information is necessary in any case: 

i) Production Volume 

ii) List of operations and their sequence 

iii) Times required to complete each operation as well as the 

elemental time values 

The production volume should be determined by the sales or 

marketing group. The list of operations and their sequence 

should be established prior to considering the line-balancing 

problem; (by Research and Development Department together 

with Planning Department) otherwise the problem becomes 

excessively complex. 

The following data has been obtained as described above plus 

the help o£ foreman of the ELM-50 Department and from obser­

vations in the factory. 

List of subassembiies and precedence diagram of these sub­

assemblies are given in table IV.2 and figure IV.I respecti­

vely. 
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Figure 1. ELM-50 SIFTING and LOOSENING MACHINE 

, 
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TABLE IV.l. Parts List for ELM-50 SIFTING MACHINE 

Part No 

1 
3 
5 
6 
7 
8 
9 

10 

11 

12 

13 
20 
21 
22 
23 
24 
25 
26 
27 
28 
29 
30 
31 
32 
33 
34-
35 
36 
37 
38 
40 
42 
43 
44 

Part Name 

3-pron-g 
Screw-on prong 
Inside Hexagonal Screw 
Inside Hexagonal Screw 
Spring-Washer 
Ball bearing 
Grating Drum Steel 

Grating drum, stainless 

Grating cylinder with 
reinforcement 
Grating cylinder with 
reinforcement 

, Drum-base 
Socket groved pin 
Cylindrical pin 
Inside Hexagonal Screw 
Sifting drum housing 
Inside hexagonal ,screw 
Delivery chute 
Washer 
Round-headed screw 
Bol t 
Threaded pin 
Fastening device complete 
Oval-headed countersunk screw 
Top feed-hopper 
Bo 1 t, 
Jointing 
Lid 
Lid 

Note 

Steel 
Steel 
M5xlO 
M5xlO 
5 
SKF 6203-2RS 
Grating Steel 
Drum base-alu. 
Grating drum, Base 
al u., Grating cyl inder 
Steel 

V2A 

80q32 
100x50 
M8xZ5 

MlOx20 

6 
M6x20 
l20x82 
M6xlO 
Brass 
M5xlO 

100xlOO 
2x306/282 0 

Nut 
Sif~ing drum, steel Sifting,drum base-alu. 
Scraper 
Sifting cylinder with reinfor. V2A 
Drum-base 
Round-headed screw M5xlO 
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TABLE IV.2. List of Subassemblies 

Subassembly Number 

S.Ass.l. 
S.Ass.2. 
S.Ass.3. 
S.Ass.4. 
S.Ass.5. 
S.Ass.6. 
S.Ass.7. 
S.Ass.8. 
S.Ass.9. 
S.Ass.10. 
S.Ass.11 

Times (min) 

15 
22 
12 
14 
17 
12 
14 

6 
15 
11 
14 

Figure IV.2~ Precedence Diagram for ELM 50 

0~-0---' 

G)~_I 

Part Numbers 

1,3,5,6 
38,40,42,43,44 
25,26,27,37 
28,29,36 
7,8,9,10 
30,31 
32,23 
24,22 
11,12,13 
20,21 
33,34,35 

Since the yea~ly demand for this ELM-50 FLOUR SIFTING and 

LOOSENING MACHINE is given as 2000 units from the Marketing 

Department, we need to produce one every hour for 255 working 

days in a year. 

255 • 8 = 2040 units/y~ar. 

Then the cycle time for this· ·assemb.1·y line balancing problem 

is dictated as 60 minutes by the demand. In the following 

sect~ons this line will be balanced by tising five of the 

algorithms mentioned in chapter III~ 
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IV.3. Solutio~ by Using ARCUS' Technique 

The solution by this most commonly used technique is 

summarized in table IV.3. These results will be discussed 

with the results of next section at the end of this chapter. 

Table IV.3. Solutions Generated· by Arcus' Technique 

Seque·nce Number .1 Cycle Time 60.000· 

Statien Station 
Number Ti.me Slack 

1 10 1 2 8 54.000 6~000 
2 9 5 4 7 60.000 .000 
3 11 3 6 12 58.000 2.000 

.. 
Total Slack Time = 8.000 Efficiency = 95.35 percent 

Sequence Number 2 Cycle Time 60.000 

1 0 0 0 0 54.000 6.000 

2 1 2 10 0 54.000. 6.000 

3 9 5 4 7 60.0QO .000 

4 3 11 6 12 58.000 2.000 

Total Slack T :rme = 14.000 Efficiency = 91. 86 percent 
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IV.4. Solution by Using Proposed Algorithm 

The t in this. problem is 22 minutes from table IV.2 and max 
the cycle time is 60 minutes. Then the check is made for n; 

for n=2, n.t < C < (n+l) • t . 
max max ,i s 

satisfied. Then it follows, 

i) First (n=2) entries to any station will be the largest 

candidate ~vailable; 

ii) Following entries will be the smallest candidates till 

the idle time is minimized for the station under conside­

ration with the available candidates. 

S,o 1 uti 0 n by. us in g the s e is g ~ v e n ~ n Tab 1 e I V • 4 • 

TABLE IV.4. Solution by Proposed Algorithm 

n 

1 
2 
3 
4 
5 

Available Tasks 
(Feasible Tasks) 

9,1,10 
9,2,1'0 
9,10 
9,8 
9 

STOP 69 > 60 

Largest/Smallest 
Task 

t(l), t(9) 
t(2) 
t(lO) 
t(8) 
t(9) 

STATION NuMBER 1 = 1,2,10,8 with S.w.C. 54 

1 
2 
3 
4 

9 
5 
4 
7 

STOP 60 > 60 

STATION NUMBER 2 - 9,5,4,7 

t(9) 
t (5) 
t(4 ) 
t (7) 

wifb S.w.C. 60 

Assigned 
Task 

t(l) =15 
t(2) =22 
t (10)=11 
t(8) =6 
t(9) =15 

t(9) =15 
t(5) =17 
t(4) =14 
t(7) =14 

S.w.C. 
(Cumulative) 

15 
37 
48 
54 
69 

15 
32 
46 
60 
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TABLE IV.4. (Cont.) 

Available Tasks Largest/Smallest Assigned S.W.C. n 
(Feasible Tasks) Task Task (Cumulative) 

1 3,11 t (11) t(1l)=14 14 
2 3 t(3) t(3)=12 26 
3 6 t(6) t(6)=12 38 
4 Q.Q. t(Q.Q.) t(Q.Q. )=20 58 

STOP ALL THE ELEMENTS ARE ASSIGNED. 

STATION NUMBER 3 ~ 11,3,6,Q.Q with S.W.C. 58 

The above solution yields a balance efficiency of; 95.5 %. 

IV.5. Solution by Using Kilbridge and W~ster Technique 

The solution by this Kilbridge and Wester technique, which 

was explained in detail in section 111.1.1., is summarized in 

following manner; 

Station number 1 2 3 

Elements 1,9,10,5 2,8,4,1 ll,3,6,QQ 

Station Work Content 58 56 . 58 

Above solution yields an efficiency of 95.35 i.. 
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IV.6. Solution by Using Ranked Positional Weights 

The Assembly line of ELM-50 Sifting Machine of Hzk6seoglu IS1 

Sanayi A.~. was also tackled by using Rawked Positional 

Weights. Allocation of tasks to stations are; 

Station Number 

Elements 

Station Work Cont~nt 

1 

1,9,2 

52 

2 

5,10,8,4 

48 

Which yields a balancing efficiency of 71.67 %. 

IV.7. Solution by Using COMSOAL Technique 

3 

7,11,3,6 

52 

4 

QQ 

20 

An alternative solution was generated for the problem in hand 

by making use of COMSOAL technique. This approach gave the 

same efficiency and solution as Ranked Positional Weights 

approach. 

Station 'Number 

Elements 

Station Work Content 

Balance Efficiency = 71.67 % 

1 

1,2,9 

52 

2 

5,10,8,4 

48 

3 

7,11,3,6 

52 

4 

QQ 

20 

IV.8. Proposed Algorithm Versus ARCUS', R.P.W., Kilbridge and 

Wester and COMSOAL 

The Arcus' techniq~e toget~er with Kllbridge ana Wester 

technique gave a balancing efficiency of 95.35%~ while 

COMSOAL and R.P.W was giving the same efficiency of 71.67 %. 
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The Proposed algorithm has proved its better performance 

against R.P.W. and COMSOAL by achieving the same efficiency 

with ARCUS ' and K sW's algorithms. On the other hand the 

Proposed Algorithm has shown its quickness while achieving 

this efficiency compared with two of these better performed 

techniques, namely Arcus' and K S WI techniques. 

The Kilbridge 
Proposed and 

Algorithm Wester ·Arcus' R.P.W. COMSOAL 

% 95.35 95.35 95.35 71. 67 71. 67 
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CHAPTER V 
CONCLUSIONS 

'.-

In the introduction of this thesis line-balancing problem was 

introduced with different approache~ as, simulation, queueing 

theory, etc., and it was pointed out that these approaches 

were only able to g1ve insight to the structure of the prob­

lem. Then in following chapter basic concepts and measure of 

effectiveness of the line-balancing process were defined. The 

exact mode~ was presented by using Mixed-Integer Programming. 

At the end of the chapter, the ~ifficulties of finding a solu­

tion to such a formulation was mentioned. Chapter III was 

solely devoted to a comprehensive literature survey of 

Assembly-Line-Balancing Techniques. Starting from the 

simplest,and the earliest algorithms, the most mechanized and 

computerized algorithms are covered and reviewed by means of 

hypothetical examples. Flow charts for three of the algorithms 

and computer programs in FORTRAN IV are written and run for 

sample problems, which are given in Appendix as scheduling 

tools. Thus one of the objectives have been achie~ed by giving 

quick references to the readers and pra~titioners of produc-

tion planning and control function in industry. Using the 

content of chapters II and III. Dne can evaluate ~nd select 

the most appropriate algorithm to his problem. 

The basic contribution of this thes~s is the Proposed Algo­

rithm which was developed during this research. This Proposed 



Algorithm offors manual technique to achieve balances with 

reasonable level of efficiency by savings in computation time. 

This way practitioners can tackle large scale balancing prob­

lems with a minimum amount of t~eoretical background. 

The Proposed Algorithm is also applied to a real case taken 

from a manufacturing company which makes Industrial Furnaces, 

in order to compare its performance against the most commonly 

used techniques as ARCUS', Ki1bridge and Wester, Ranked 

Positional Weights and COMSOAL t~chniques~ This cjse study was 

taken from the assembly line of ELM-SO Flour Sifting and 

Loosening Machine at OZKJSEJGLU lSI SA~AYll ve TlcARET A.~. 

D~tai1ed explanation of the problem· was covered in Cha?ter IV. 

It was observed that for this size of problem, the Proposed 

Algorithm performed equally efficient, with ARCUS' andk~W's 

techniques which also gave the best efficiency anong the rast 

of the techniques. Finally, the study and analytical 

discussion of existing line-balancing a1gorithns and the 

development of the Proposed Algorithm is giving the structure 

of this topic for the future researchers. 
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APPENDIX- I 

TERMINOLOGY IN ASSEMBLY LINE BALANCING , 

-A-

Assembly Bill of Materials; a Bill of Materials formatted to 

show all of the components required in an assembly operation. 

Assembly Line; a sequence of operations with a common cycle 

time through which a unit of product is assembled. The arran­

gement of machines, equipments material and workers which 

permits the work in process to progress sequentially from one 

operation to another until the product (or product component) 

has been assembled. 

-B-

Balance; the d~gree to which the station times of each opera­

tion in an assembly line approach the cycle time. 

Batch Manufacturing; used ~n similar-process industries. 

Pro d u c ts man u f act u red are k e p t in d iff ere n t .10 t s a s they pas s 

through the prqcess. They are pl.ced in these lot~ or 

batches, accordins to size, xype, colour, ~ssue, thickness, 

etc. Exactly right number, or at least a certain minimum of 

each must be made. 

-C-

Christmas Tree; a graphic product structure chart showing ho~ 

the assembly is made up of subassemblies, the subassemblies 

made up of lower level components, etc. 
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Critical Path; the sequence of jobs-or actiyities, ~n a Net­

work Analysis project, such that the total duration of the 

project is equal to the sum of the durations of individual 

jobs in the sequence. There ~s no time delay 

activity along the critical path. 

or slack in an 

Cycle; the complete sequence of activities, operations and 

mach·ines or process times required to complete one segment, 

unit, or batch of work. 

-D-

Delay (Balance Delay); the idle time of one or more operations 

in a s~ries due to imperfect balancing. 

-E-

Element time; the time to perform a given elecent. May refer 

to the observed, average, selected, normal or standard time. 

-F-

Final Assembly;' the highest or "zero level" assembled product. 

Frequently _used a~ a name for the manufacttiring department 

where the product is assembled. 

Flow Line; the path along. which men or material travel ~n 

progressing through the plant. 

-G-

GANTT Chart; a graphic repres~ntation on a time scale of the 

current relationship between actual and planned performance. 
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-H-

Heuristics; general method used to solve problems which defy 

solution by standard 

and uLine-balancing" 

"serving to find out 

techniques. Examples are: "Sequencing" 

problems. Literally heuristics means 
, /' 

and encouraging further investigation. 

Techniques lead to solutions by trying "commonsense" rules 

and procedures rather than rigorous optimality criteria. 

-1-

Idle Time; time which has been scheduled, when operators or 

machines are not-producing because of lack of material, tool­

,ing etc. Part of process where one member is waiting for 

another member to complete his task. 

Intermittent Productio Il ; 'a production system in which jobs 

pass through functional departments in lots. 

-J-

Job Shop; an intermittent type m~nufacturing plant. the term 

job shop is frequently used ~o indicate a make-to-order plant 

but this 1S not corre~t usage. 

'-L-

Line-balancing; a technique for determining the product mix 

that can be run down an assembly line at the planned line 

rat e. For e x a m'p 1 e, i f G n aut 0 mat i v e ass em b 1 y lin e hap p e ne d to 

be scheduled one day with nothiQg but conv~rtibles, some 

workers would be standing i~le while other, would not be able 

to keep pace with' the line. This is an ~ttempt to make the , 

work time at each station as close to th~ cycle time for the 

product as possible. 
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Loads; this 1S the amount of scheduled work ahead of a 

manufacturing facility, usually expressed in terms of hours 

of work. 

-M-

Manufacturing Bill of Materials; the bill of materials organ­

ized into a form that is useful to the manufacturing depart­

ments~. An engineering bill, for example, might show a simple 

parts list of all of the components that make up a particular 

assembly, where the manufacturing bill of mat~rials might be 

shown in indented form so that the levels of components can 

easily be identified. 

Manufacturi~g Cycle; the amount of time that is required from 

'the penetration of a manufacturing order to the completion of 

the order. 

Master Parts List; the authori~ative parts list from which 

all other format variations and cop1es are derived. 

Mechanization; ,the act of process of using power-driven 

machinery to performspecifi~ operations or functions usually 

with the intent or improving productivity and/or quality on 

the work performed. 

-N-

Ne,twork Analysis; a technique of analysis useful 1n planning 

a project that consists of showing the sequence of'activities, 

and their interr~lationship within a network of activities 

making ~p a project. By computing the cumulative time for 

each part ~r path through the network, from the starting event 

to terminal event, the extent or cost of the Critical Path 1S 

determined. 
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-0-

Operation List; history or progress through the cycle of 

operations list of operations'sequences, much like route 

sheet. 

-P-

Parts List; a listing of all the parts,that go into a product 

usually in Product Summary format. A tabulation of all the 

parts included in any unit .,to be; manufactured. 

PERT; (Program Evaluation and Review Technique) this is a 

project planning technique like the' Critical Path Method but 

more sophisticated sin~e it involves obtaining a pessimis~ic, 

most likely, and optimistic time for each activity from which 

the most likely completion time for the project along the 

critical path is computed. 

Predeter~ined Time System; a Qrganized body of information 

procedures and techniques employed fn the study and evalua­

tion of ~anual work elements. The system is expressed in terms 

of the motions. used, their general and specific nature,' the 

conditions under which they 'occur, and their previously 

determined performance times. 

Production Cycle; the lead time to produce a product. 

Production Rates; the quantity of production usually expressed' 

in units, hours, or some other broad measure. 

Productivityi 1. the ratio of output to total ~nputs. 

2. the ratio ~f actual proddction to standard 

production applicable to either an individual worker or a 

group of workers. 
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-Q-

QUEUE; a sequence of elements, one waiting behind the other. 

In other words, a waiting line. 

Queueing Theory; the mathematical theory relating the way 1n 

which elements arrive into a queue and are serviced. Deals 

with the problem of providing adequate service facilities to 

handle ~n arriving stream of things, or people, requiring 

service of some kind. 

-S-

Safety factor; a constant which is multiplied by the standard 

deviation of forecast during the lead time and which is chosen 

to provide a particular level of service. and total safety 

stock. 

Scheduling; deciding the precise use of manufacturing facili­

ties at each instant of time. 

Seq uenc ing; de'te rmini'ng the ord er in which a manu f a c tu ring 

facility is to process a nuciber of different jobs in order to 

achiev~ certain objectives. 

Slack time; the amount of time between the scheduled due date 

for a job and the estimated completion date. If the job is to 

be completed ahead of schedule, it ~s said to have slack 

time; otherwise, negative slack time. 

Standart time; a unit time value for the accomplishment of a 

work task as determined by"the' proper appll~ation of appro­

priate work measurement techniques. 'Generally established by 

applying appropriate allovance to normal' time. 
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Subassembly; an assembly which is used at a h~gher level to 

make up another assembly. 

-w-

Wait Time; (Dead time) the time that a job spends waiting to 

be moved or waiting to be worked on in the shop_ 

Workplace; (Work ~tation), a specific area, usually in a 

fixed, defined location, used for the performance of a work 

task including auxiliary area for machinery and materials. 
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APPENDIX - II 
-FORTRAN IV LISTING AND THE OUTPUT OF HOFFMANN'S ALGORITHM 
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96 ~RITE (6,110) SrIME(LO) 
110 FOf<iAAT (, "'::::!~f<Or~, I IS i'nr'jUS,STI~E, ,F6.4) 

97 STuP 
99 EFF :: (1.0-(TSLACK/TETIME»*100.0 

~'iIUTE (6,3) TSLi\CI<, EFF 
3 FOR;·1AT (1H /5;.<,Z3HTOTAL SLACf' TII·1E NuMI3E!~ F7.1~,24X, 

118tiEFFICIEilCY r,JU'<113f.R F6.2,QH PER CENT//) 

uo 2;J=1'fJO 
2 :', /\ r R I X ( 1 j , N ) :: l1 

IF (INVERT) 21 5 ,45,215 
215 It~c.ST = 2 

GO TO 209 
, C,IO 

ErlO FlU 4-72 I BAnK 891 LJi3ArJK 
6)(OT 
~.lAP2AH2 72RIU1 05/02/00 12:01:16 

TABLE'1)/SY572 
F 2F AHt~ 
F2ACTIV$ 

F2TABX 
F2RTRN$' 
F2FCA 
F2FRT 
F2CDCO$ 
F20uT 
FOASC$/SYS73RIQ8 
F2INP 
F2NMLT '. , 
F2NFMTc' 

fj 0 1 0 0 0 0 3 ~'> 0 ':) 7 
040000 0443~7 
032130 

'fdU 
1;( 1> 
9> '( 1 ) 
9>(3) 
:±j(S) 

S(l} 
$(1) 

- S{l) 

13360 IBANK ~OHJS DECIMAL 
2288 DBM·1K ',,/Op:)S DEC IMAL 

0('1000 033057 

orJlOOo 001177 
0012.)000211 1+ 
002115 0;)2131 
'002132 002146 
002147 Q02147 

002150 005151 
005152 005346 
005347 007524 
007525 012315 

'j;(2) 
'!, <2 ) 
't <0 ) 
$(034) 
$(2) 

()40000 0 4 0002 

040003 040,114 
0403 15 040315 
0403 16,040322 
040323'040364 
040365;040432 

r 
; 

,$(1) 
-, $ (.1 )- ,-- ,012316 012644, 

1 
' .. "-.::\ 

I 
I 



F2,SAR 
F2FfvjT 
C2[f<R 
C2DSDF 

C2M,S1 
C2SSDF 

F25LOS~ ". . . 
Pi.' 'tCV~ (CO 'i"IOi'JBLOCK) 
MOEr~O'.b (COi"-1:vj)' JI}LOCK) 
F2COfJ 

F2:='CT 
[R U 1, / ~ Y S 7 3 fU 
FORCOI'l'1/FOf~FT, J 

Ct::Hd~ 
F2EXIT 
F2FHl 
F2I:JIT 

iJA~.1L:1 

SYSt*klIGS. leVEL 73R1 
Ei'Jl) 1\1[\,:1 

~ (1) 

:!> (1) 

~(1) 
1>~1) 

:=,(1) 

:11(1) 

:h(l} 

J, { 1> 

.b(1) 

012645 013002 
013003 015125 
015126 016562 
.01656 3 017:)40 
017541 02q. 1U 6 
024107 026425 
Q2{,420 02 CJ 4:,7 

C2i~A60 032127' 

r 3213,~1 O~3057 

;;.;-

~~~ r 
t s 
¥ 

. I 

c, ( 0 ) 0 4 0433 0 4 C ~35 
0 4 0436 040 '.36 
040437 040442 

~, (2 ) 0 4 0 44 3 042164 
(G3 I t) 1'-10Ef.. GS 

; (036) P'\1n'1 C OM 
,; ('2 ) 0421 f<i 042436 

- (2 ) 0424 ~,: 042Q44 

;. ( 2 ) 04?4 W5 042500 

~. ( 0 ) 042~()1 0/+2501 
:. ( 2 ) 042502 042,,)64 
: ( 0 ) 0 4 25')5 044004 

." ( Ld 0440':') 044206 
, . \ 

0442':7 044?O7 ' \ r> I 

~(O10) 04 4 2jQ 044 ~55 
':(Sl?) 0443 r ,o 04 q 357 



ASSC·1dL, Y LIiJE BALMJCE FOr-< Ki\Ri\Y/\LCIIJ 

TOTAL ELEilliEi~T T I f'.1[ = 2.4i>2 

( 



, 

; 

, 

) 

STATIOl'J 
I lUf-1E3ER 

1 
2 

·3 

1b 
12 
~ 

l~ 14- 13 
11 10 r~ 

4 3 2 

i\SSEMBL Y L HIE fJl\LAr ICE 
CYCLE TP1E IJU'4[3ER .9010 

0 0 a 0 0 0 
n 7 6 0 0 a 
1 a a I) 0 0 

0 0 0 a .0000 
a 0 (l a .0180 

a a 0 0 .2230 

TuT liL SLJ\CK TP1E ;~ur·1JER .2410 EFF IC In,jCYtIUMRER 90.21 pER CENT 

FTN Ei{f~ OI'J UtJI T-~ t..TfE',1PTC)' TO RE 1\(1 PAST Ji ~! Et'JQ-OF-FI LE 
I 

Ef{R \10DE EK~-T'(PE: 03 EW7-COJE: DO 
Ef{FWR I\O[)F<ESS: 031650 He)! : iJtJOOO4 
ER lAdT'i> /'\[30RT. i\()K: u42137 UOl:20000~ 
Pf{OGRN·1 I nI T r ;\TEO I r JTE;~UPT: [ .. \[') T'!'. 

X OOQt)uO J~70(J4 iJOOOU(I 0 27 065 000000 000000 OOI)QOO 0 4 0333 000000 04467-2 

UOOOOO !J-+216~ QOOOuO J!~Lto3r) 008000 0 44 124 000000 032313 i+ 0 flO 0 0 000000 0 2 000 1 000{)40 

J\ 'to O!J U U '.\JUOOO 0 2 (; ;J't) 1 'jl) OOL~!) OOOU o!) OUOO07 000000 000000 OOilOfJO '00 534 7 000000 00000 1 
175j~o2 0S'~4Ln ._ U ] or) Or) 0 i):j o!) 00 ClOIJO f1 r:i 0000 2 1 000000 000000 00 ()o (I 0 000000 000000 000000 
000220 777714 Qo220D 000000 

,~ .) OGGuO 00 ~J I) U '1 777777 77T17b 777777 777776 777Tn 777776 777777 777776 

unOolo flUi)UuU i)!Jl7'Jij OJCOOO .)OOOOC 000000 onoooo UoOoOO OOfJQOO 000000 0 0 0000 000000 
t.H t~ 1> TYPE :; j COUE. 00 CUi,lf 12 REEr.JT I\O~: ()41213 e3D I : 200005 

U'.JE~ JIO E~ f~;~I~ '5. 

X' 000000 0270 61.j. 000000 0 2 7065 000000 000000 oonoon 0 4'0333 000000'0 4467 2 
000000 U4216 :) 0000UO OL~ito30 008000 041j. 124 000000 032313 40000() OUOOOO 0 2 0001 0000 4 0 

,\ "00000 !)iJOUOO . 0 2 000 1 0000 4 0 00 00 OIl OUOO0 7 000000 000000 OOOQOO 00 5347 000000 00000 1 
175402 0.304/-1-7 000000· 000000 00000[' 000021 000000 000000 OODOeO 000000 000000 000000 
JOO2~O 777714 4622uO OOOUOO 

R , OOOOUO 000000 '/77777 777770 777777 777776 777777 777776 777777 777776 

dOOO 1 0 ;JUOlJOO 0017:JO 01)01]0;) GOOOOr- 000000 000000 000000 00 (10 (10 000000 000000 000000 
H LJrJS T r:E A:'1 Ai JJiL YS1 S TER"j I i ~f'\ TED 

I 
I 

. I 

000000 044646 .; nooOOO 044634 

000000 000007 ; anD 000 000000 

000000 0000~2 143000 000000 
000000 000000 

" ooonOl 000000 i 

, 

000000 01000'1 
i oonoOl 004311 ! 

000000 00000'0 
j 

000000 042165 

I 

,000000 0446~6 i 000000 '044634 
! 

000000 OOOOq7 i aonooo 000000 
i -ooooon 00001? 143000 000000 

ooooon 00000'0 ; nOQnOl 000001) 
i 

000000 010001 : 00000 1 004311 
000000 000000 1000000 0 4 2165 

! 



ACCT: I1t~-1(~-214 PROJ[CT: HESABI 
AfJORT 

RUfHD: [TUD 
ETUD 

TI~l: TOTAL: 00:00:43.56(3 CBSllf'S: 000002041 
CPU: 00:00:11.097 1/0: ou:oo:?1.516 
CC/ER: 00:UO:10.954 WAIT: 00:u6:00.050 

SUAS USEiJ: ~8.28Tl SUf,S RP·1i\H~IIJG: f).OOTl 
AdOI/E CHi\!~(;E Cl\LCUL;\ TEu f, T- FOLU\·; If'Je; Rr, T[S --
I CdSur) - 0. U?TL 
1 CI\RD RE1\:, - G.O~Tl 
1 CMW PU;·JCHt:D - O./+UTL 
1 P !-\ G E rJ H I ill E 0 - 1. ~ 0 T L 

1 TAPE 1/0 MINUTE - l·jOTl 
If-1AGCS f,EAiJ: 169 P/\GCS: 7 
START: 12:00:01 NAY 02,1900 FIN: 12:02:1~ MAY 02,1900 

.f. 
.... ; ..... 
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&"" .. 

) 

)" 

i'li'.!. LL 00 
/\A A~LL cC 60 00 t..:C EE: ,~ 
f\A~\AI\f'.AI\I\Afv'\LL CC Q0 00 LU , ESr1 ;,',EfTE ' . 

. !\,\AA/\,\AAA"i\i\r\ LL CC QO 00' L"l._· ·EE~l··~~·~~E 
I\A j\/\ LL cc bo 00 LL , fre : 
Ai\ i\l4 LL cC cC 00 00 LL~r::e : 

• , I 

AA A/\. LL cc cC 00 . 00 LUES, , 
/\A AA LL_L~l:-LLLLLL' cceccccccc ' . inooooooodo LtLLLLLLLLLLi:::~r' ~~FF.FFEE ' 
J\A AA LLL.LLLLU:LLL, . . ccececce "'", i 00000000 L!fLLLLLL~LLL 5,W'~ "FFFEEFE 

* * * Ui'JrV!\C 11G6 -- dOGt\zrCI lYIIVERSrTESIKO\1PUTER \lERI<,EZr !!"-IST:'I.N[J1IL \fER. 33P:ve1l7 srTF 't:',;~ ·,il tOA TURfqYF: ,*, i: * 
'" 

RurHo *J\lCoLE Ij I< . INPUT DEVICE I< rp2 PARt ~U~BER '~foo 
FILE NAtvlE * PR6000,I\LCOLE C~EI\TED ~T:Tl:38~09 ~UL 01d980 pnp!TErl i\T·:d .. ~ d:C;S:04' Jut nldqeO 
'. ..., .... ~, , , .. ., :::~~ , .' ., " ' '.' 

12345678901234567890 12345G 7'19 0 123:~56 7R90 123 tt56 78°0 i 23456 713gaf2'345fi fBC)o 123q 5678901234567'3:1f) 123456 7f\90 1 23~f,~,7,'1nO r?:)(~5o 7Aon **SEO 
M~Ui'JtE ALeOLE,111-15-21h,{\LddO/10u ~:~~ 
6 F FJ , IS' ( roo( 0 ~ " 
FTN 7R1-1 07/01/130-11:38 ~~". t 

1 

1 
1 
1 
2 

1 
'1 
1 
1 
2 

1 
1 
1 

1. . JI~·IEi'lSImJ \lATRIX(16,16) ,TI'ilE(16) ,;liJfJITC50,lq),STi\TIt·;(50), 
2. lSl/\K(50) ,h1Pt~ECl(lb} ,~IP;~E.C2(16) 'JOIJS(~O) ,NA\/1=!10) dlLIST(20) 
3. JO 9901 r=I,30 ~ 

4., 9901 JO(jSCI)=O ~. 
5. DO 9902 1=1,50 • 
o. STATIM(I)=O.O 
7.SLAK(I)=O.O 
8. 00'9902 J=1,14 
9. 9902 NUNIT(I/J)=J 

10. xI=O.123~56 
11. ;,/COU;.JT=1 
12. ;-10=0 
13. fJO=o 
1 4.. :~E/\O { 5 , 913 )~jt\~/1E 
f5~g13 FOR~~T(laA4) 
16. 302 .ii~rTE(6,1002) ~,jA\lE 

17;' 1002 FJR>li\ T (i '" AS'sE\lOL Y LIt JE nALNIC P IG FOP 
IB~ 00 200M=lr16 
19~ TI~E(~)=O.o 
?O.. ;,JPRECI (,',II) =0 
'21'. . NPREC2 (',,1 )'=0 
22. DO 200 N=1'16', 
23. aoo ~ATRI,X(~~N)=O 
~4~ )0 105 K=1,30,2, 
25. f1EAD(Lj,s) JOdS(V,) ,J08S(K+l) 
26. IFIJOJS(K+l»lOS,lG,J05 
27. 105 ~O=~~~2 
28.5 fl1R:vlAT(213), 

,. .. 29. '10 06 92 r-=:r':'10~'2 
, . -" . ....::..~.-.. ....:-:;. 

"1 30. IF(JOBS(I» 8,92~_8 
t 31. g L=JOBS(I+i> 

'1 32.;:' ,;, , N=JOBS Clt,c r 33, ~1ATR I)«(j~rL }=t 
1~, 34 i{ '92-.~~CONTINUE::'· 

, '.,. ,. 35~c' . ' :.., . - Di:r~c-l13K=1 . 

~i 
.. '~ 1 

.•.. ~;!~i;;t~~~,.·,cn'r;;~~;i·<~ij!~~;;;~~~;~!;t~~:'~;~~;;l:; I¥C;"~;:,cdJ~~~~~~~~~~~~~~~Mt~f5~~~~~£'~~~~~ 



1 
2 
l' 
i 

-2 

1 
2 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 

1 
1 -
1 
1 
1 
1 

. 1 
2 
2 
2, 
2 
2;.:' 

1 
. 1-
1 

·L 
1 
1 
1 
1-. 
f' .. --
1 
1 
1 .... 
1 

:····41. 

4:2. 
43. 
4 1t • 
45. 

. 40~.· 

47. 
48. 
49. 
50. 
51. 
52. 
53. 
5(~ • 
55. 
56. 
57. 
58. 
-0 J, • 

60. 
~1. 

02. 
63. 
64. 
65. 
00. 

67. 
68. 
69. 
70. 
71. 
72. 
73. 
74" 
75~ 
76. 
77 • 
78. 
79. 
80. 
81-. 
82~ 
83.-
8't • 
65. 
86. 
g7. 
83. 
g9. 
90. 
91. 
92. 
93. 

----. 
3 Ti\'s';<"=r'lJ" " ~~~'~.'-; '.-.~:-. '" 
00 98~J=r~NT~S~ .' 
TETI',iE=0.0 _ 
)0 50:)4- l=l,tnl\SK 

5054 TETr~t=TI~E(I)+T~TIME 
~JPrtE.C 1 (J }·=o cn ?q I=l,~·JTl\SK , 

93 "JPREC 1 ( J) =:·11\ TR I X ( I, J) +~jPREC 1 CJl 
22 :~EI\:J (:),23) CYCLE ,tlqUrJS '. 
23 FOiV,!i\T(F5.3,3X'I3) 

rF(CYCU':::) 2 1.,25,2tf 
24 \1=0 

'iD=O 
"dt:FJR=lOO 
, ICOtYJT=t 
S:<!i\LL=O .0 
JO'101)1 'IX=l,i'jRUiJS' 

41 00 95 J=l ,J.JT AsK 
95 ~JPREC2(Jr=;'IPREC 1 (J) 

'-1=0 .. 
STiHH1 (I) =()~O . 
K=l 
~'JRITE(6'4CJ) IJCO~FiT 

46 FORMAT(, ", 5EOUfNCE NUMBER , ,]3) 
#RITE(S,Z6) CYCL~ 

26 FO~MAT(' ,,6X,7rlSTATION,23X'13HCYCLE TI;"IE 
1 '4 X , 5 H S L .:l. C K , I , () X , 01 I' tv '-1E3 ER , 0 II X , 4- H n'·,1 E , I ) 

:-JO=o 
13 X I I =X It. 2:) 

IXJ=XII*100. 

2032 
5061 

X tJ=I XJ 
~I=(XII-XIJ/IOO.)*10fr. 
rXI=XI-t100. 
XIK=IXI . 
XKK=XI- (XI-XIK/IOO.)' '.' 
NU,vli\=O . 
-)0 20,51 1=1,nr!\::;K 
IF(fl?f~EC2(I)} 2031,2032,20'.1 
IFUJU\,1A-20) 5061,2031,2031 
;'~U~1A=fJUt·1A + 1 
~~L I s:r (~'Jw,lA) = I 

2031_ CONTINUE 
i\l.lu>l=i JU,VlA 
lJ-J:48= (XKK *,ArJU~i) +-1.0 
'I"J\;j')=~iLI:';T (;IU:"'0) 
IF(XI) 2022,2022,45 

2022 N'nT:::(6,2021> ~H.i\;J() 

2021 i=J,.n~\T(' ,,, :'If(,,:n, tIS) 
'~:) TJ 25 

45 -IF(;Jf~J\f,jD;-f:HASKl 12'12,13. 
12 IFUJPREC2-UJflArID». 13dt~ ,f~3 . 
14 S T 1\ T 11'1 CK } =S TAT I M (K ) + T I ME ( ~!R AND) 

IF(STAjIM(K)-CYCLE) ~7'27~2d~ 
94. 27 ;il=l\ti+l>c .. 
95. NUf'iIT(t{,:'-1T=W~.AND .. 

1 9&., :.-S~AK (K)=C,(GLE-STATI~M 
-. 1 ," 97 e' . _.- GO';,· TO.; 29~~'~<~'~>~-'~--" " :":"--'- ::; 

;E;t~.~i.xi,- :·~.~g-:L)i:i;;;l}.'~~'~~{1~~~\,,~H~{~~2~f~2~1~·¥~~¥;lcQ~~~~~tt{f;) ~§'--¥j~~:.,:~;~-
~-~c~;~~~~i\ ~: .. -:- ..·::.:i:g:~~~~;iii~~~~;~~ffDf~~~1¥~ff~~f~~t~~:(iR~~~1B~l~~t?~I0i±;i{ 

-tl 

-1 
.. ~i 

~ -~~~~;~~~ , 
~'i 

• ,,:,,:::;:;.~_~_.;.a 

~~\:-~J/~-I~ 

'''~t~ 
-. ',- . 

-. "'. ~ .. :~. -: ::-"-:~;:" 

'~P'. - ~ ..... " • 



'-' '~1~'-

;::: 1,;:-

l' 
1 
1 
2 
1 

-1 

-102. 
-" .- 103 .. ,0> 

'~t~Krk;j~if~'r~:~,.kTI~1 CK) 
, tA=l -.. ,~,:., -
" f\jUN I TO"-, "'-)::1 JRM·JQ 

29 NP~EC2(N~AND)=-1 
DO 11 .)=1 '~H'\SK 

91 ;·i!-)REC2 (J) =NP;~EC2 (J) -,-!ATR I X (NRflt.I~, J) 

··JO=i·.J.-l 
IF U10-:--Hi,\SK) l~' 31, 13 

31 tJ(OU'lT=I'-ICOU: JT+-l 

"0 '_' 

• J: .'. 

1 
1 
2 

104. 
105. 
1.06. 
107. 
108. 
109. 
110. 
111. 
112. 

JO 93 l=l,K ~. _. .-~~ .: 

I 
1 
1 

'2 
1 
1 

113. 
114~ 
115. ' 
11:6. 
117.- ' 
118~ 

93 \<JK I TE ( 6 , 36) I, (I'JUf'! IT ( I , r-'1) , '1= i , 1 '4-) ,5 TAT pH r ) , Su\ K'( I ) 
36 FORMAT(2II0,13r4'FI0~3'F9.3~ 

TSU\CK=O • a 
IJ(), 5055 r=l,K 

5055 TSLACK=SLAK(I)+TSLA~~' 
EFF=(1.0-(TSLACK/TETIME»*10D.~i 
jRITE(S,50S3J TSLACK,EFF ' 

'. - ~ 1 
1 
1 
2 
3 
1 

",11.9.,;-
120. 
121. 
122. 
123., 
124. 
125. 
126.~ 

50_53~.;~QR;~ATC:lti,-~· ,;I_,·5X:_-,18.~TOTAL· SLACK'- T-IME - ~-F6.3,_?4X'-·-f3~.lEffI·C.IEf"f~X -
IFb.2,9HPER CENT,II) 

127. 
128. 
129. 

DO 1009 I=l,K 
DO 100f~ J=1,14 

1009 NUNITCI,.)=O 
1001 CONTINUE 

,1HI TE (6,500}, 
500 FORM!\ T ( ,1, ) 

GO TO 22 
25 ST;)P 

EtJo 

EiJO FTN 417 IBANK 1410 OBf\f·JK 
~XQT 
Mi\P281~2~72RIUl 07/01/80 11:33:23 

",- ADOREss-ct:I-MITS'-' 001000 032770 
040000 04536() 

STARTING ADb~~ESS - 032130, 

13305 18ANK WORD~ OECI~AL 
2007 DBANKjORD~ JECIMAL .~ 

TABLE$ISYS72 
F2FAR'R 
f2ACTIV$ 

F2TAE3X 
F2RTRNJi 
F2FCA­
F2FRT ' 
F2COCO$ 
F20UT _ 
~bASt~/SYS73R1QB 

.:FgINP:~, 
F2NMLT' 

i~:F2NPMT::< 
-'--"F'2SAR-'" 

, -lc}_~f .. ?F:MJ·-:'­
~-";;Cc2ERR 

it' 

001000 032770 

001000 001177 

, 040UOO 045306 . j 

li (1 ) 

':SO) 
b (l) 
$ (3) 
'.5 ( 5 ) 

b 0 1 2 f) a 0 0 2 11'+ 
002115 002131 
'J02132 O:J21{j.6 
()!) 21'+ 7 0 G 214 7 

: $(1) 00215000515L 
$(1) 005152-005346 

$(~) 

'£ ( '"!) 
$ (3) 

'$ (j'') 
$(034) 
$ (2') 

:5 (1)", 0 053Ll7 007524 ._ 
L $ ny; . "007525012315' . ,,', 
'$ {lk~?:.:i012::U60:126L!4-· 

- .. '£(1 j2.'':'-;C::-h:trtis~~or3002· -'~-0_:':."-" ... ,,-'," 

",~; '5 (!lh ~)E,;:~OJ;~Q9~~-;:_()'1.5J?_57"~:s-:::.;-,:, 
.'" 5 (if~,:~~c:;'-crT51: 2-~=.:(:rt65'6'2: ",,' ...' ., 

040000 040[)02 

o 4 0 0 03 t) 4- :) 3 1 'l 
040315 04031~ 
0403 16 O~0322 
040323 04.036lj 
0403:15 04otn~ 

. ., ,. 

L 
~, -

" 



':> c~6~l5~"'> 
C2ANSl c 

"C2SS0'F' 
.' .F2 CLOSE 

.... Pt.iJD$COv\(CO\1>IGr.J[3LOCk) 
·MCERO${tOM~ONULOCK) 

' ... ' .. F2COi'l 

F2SCT .. . 
EKU$/-SYS73Rl: 
FORCOr'I$/FORFTI..J 

- CtRU$ 
F2EXIT' 
'F2FI~1'-' . 
F2INIT 

.. NA.'.'E~c 

stS$*RLIBS~ LlVEL 73Rl 
'EN[]' MAP 

,", ~ .~._. ~_. .. .~:::::~~::-- 7~~.:--:":--:···-;':-: ,'- .. -

. "1lf6563":O 1754'6 
·01754:1::'~024106 . 
0241'07' 02642S-' c

,' 

0264-26 026457 
:f,"C 1- r - . 
'£ (l) 

sO) 026L~60 032127 

0.52130 032770'· 

$(0) 

'5 < 2 ) 
'5 <03'+)· 
'1«36) 
$(2) 

$(2) 

'5 (2) 

'$(0)· 
1 ,.--":-

'£ (? r-
$( ot· 
'Ii ('4 ) 
1; (6') 

,£(010) 
$(012) 

040433'0(1)435 
040436 (;4 J'1-36.-. 
Q't0437 O!J J ( ... 42 
o'~0443 O~21G4 
MOERO'Ii ~ 
P~'l[lJ)COM' , 

0'+2165 0r2436 

04?437 ·0424'l.q. 
~-

oLl-250 1 042501 
042 5020 I~ 2564 
04256501f5036' 

. 045037 045246 
o.452!.j:70 ~524 7 
045250 04-53G1 
0 1+5362 04-5366 

ASS~~BLY LINE BALANCING FOR KARAYALCIN ALPASLAN 

.-

. . 

. SEQUENCE NUf1BER -' 1 
5 Ti\T ion 

,'0"_': . l,luMBER 

- -_ .. - 1 'o. 

9' 
2 8 

-. ,. 
3' 13> 

SEQUENCE NU~'1bER' 2 
.-::-,.-:-:--' S T)\T'I Ot,J - -.. ----. 

NUMBER 

5" 
11 
itt' 

. . 

1 0 0 
2 0 9 
.3 3 11 
4' 13 14 

• 2 J. 

4 12 
15 16 

o 0 
5 10 
4 12 

15 '16 

TOTAL SLACK TI~E - .275 

SEQUENCE NUMBER:. 
STATIOH .... 

NUMBER 

"-

3 
0 
0 

o 
1 
o 
o 

CYCLE TIME. .901 

10 6 7 0 0 0 0 0 0 
0 0 0 0 0 0 o· 0 0 
0 0 0 0 0 0 0 6 '0 

EFFIe IE~ICY - SlO.21 -

CYCLE TIVlE .- .gOl 
.. 
. 

.. 

o 0 0 0 Q 0 0 Q 0 
7 3 2 0 0 0 0 

.. 
0 - 0 

o 0 0 0 0 0 0 ~ .. 0 
o 0 0 0 0 0 0 '5 0 

C YC.LE T I.',1E .' .901' 

STATION 
rt~ilE ; 

SU\CK 

.n.o7 ;03L~ 

.691+' .207 
• C)Ol ~. 00'0 . 

i 

STATlbf'J 
T Ii'v1E j 
'. " .'! 

'.867,: 
.f)97' 
• A6~~ 
.901 

. --. -

STAT rOtl 
. T:ll\'L,~~ 

SU\CK 

.,034,: 
;20Q: 
.0.37- , 
~'boo': 



- 93 -

~PPE:~D.tx - IV 

SOLUTION "TO THE CASE STUDY 3Y USING ARCUS' ALGORITH'1 



) 

) 

) 

) 

AAAAAAAA LL 
AAAAAAAAAA LL 

AA AA LL 
AA AA LL 
AA AA LL 
AAAAAAAAAAAA LL 
.AAAAAAAAAAAA LL 
AA AA LL 
AA AA LL 
AA AA LL 
AA AA LLLLLLLLLLLL 
AA AA LLLLLLLLLLLL 

* * * UNIVAC 1106 80GAZICI UNIVERSITESI 

cccccccc 
CCCCCCCCCC 

CC CC 
CC CC 
CC 
cc 
CC 
CC 
CC CC 
CC, CC 

CCCCCCCCCC 
CCCCCCCC 

~OMPUTER MERKElI 

00000000 
0000000000 

00 00 
00 " 00 
00 00 
00 00' 
00 00 
00 00 
00 00 
00 00 

0000000000 
000000<)0 

~_ISTANBUL VER~ 

LL 
LL 
LL 
LL 
LL 
LL 
LL 
LL 
LL 
LL 
LLLLLLLLLLLL 
LLLLLLLLLLLL 
33R3/BU9_7 

i 

EEE:EE~EEEEEE 
EEEEEEEEEEEE 
EE 
EE, 
EE I. 

EEEEEEEE 
EEEEEEEE 
EE . 
EE 
EE 
EEEEEEEEEEEE 
EEEEEEF.EEEEE 

SITE. *' SUll06 TURKtYE 

RUNIO * ALCOLE USER IO * PART NUMBER .* 00 INPUT DEVICE * CR2 OUTPUT DEVICE * PR2 

15:48:24 JUL 14,198 FILE NAME * PR6000ALCOLE PRINTED AT: 

1234S6789012345678901234567890123l~56789012345678Q0123456789012345678901234567890123456789012345678901234567~g01234567890**SE 
6RUN,E ALCOLE,111-15-216,ALB,4 . 
6FTN,IS 
FTN 8Rl 

1 

1 
1 
1 
2 

1 
1 
1 
1 
2 

t 

1 

1 
1 
1 

*07/1 4 /81-14:33 
1. OI,'JIEf..JSION '~ATRIX(12r12) 'TIME(12) 'NU!'JIT(50,1 l .) ,STATIM(50) 
2. DI~ENSION SLAKCSo),NPRE Cl(12),NPREC2(12),JOUSC30) 
3. OI'4Er~SION NAMECI0) ,NL1ST(20) 
4. DO 9901 1=1,30 
5. 9901 JOBSC!)=O 
6. DO 9902 1=1'50 
7. STATIMCI)=O.O 
8. SLAKCI)=O.O 
9~ DO 9902 J=1,14 

10. 9902 NUNITCI,J)=O 
11. XI=0.1234S6 
12. NCOUNT=l 
13. ~1O=0 
14. ~w=o 
15. READCS,913) NAME 
16. 913 FORMATCI0A4) 
17. 302 ~RITEC6,1002) NAME 
18. 1002 FOkMAT(, ",ASSEMRLY LINE RALA~CING FOR 
19. DO 200 M=1,12 
20. TIMECM)=O.O 
21. NPRECl{M)=O 
22. NPREC2CM)=O 
23. DO 200 rJ=1,12 
24. 200 jl.1A T R I X C (vi' tl) = 0 
2S. DO lOS K=1·,23,2 
26. READC5,S) JOHSCK)'JOOSCK+1) 
27. IF(JOBS(K+l»lOS,lO,lOS 
28. 
29. 
30. 

'. 31. 
32 •. 
33. 
34. 
35. 
36. 
37. 
38. 
39. 
40. 

lOS ""10=;v10+2" . 
5 FOR ivlA T ( 2 I 3) 

10 00 92 I=1,~0'2 
IF(JOOSCI» 8,92,8 

8 L=JOBS C 1+1> 
N=JOBSCI) 
MATR I X (tJ, L) =1 

92 CONTINUE' 
DO 113 K=1,12 
READ(5,912) TIME(K) 
IF(TIME(K»113'1~113 

113 NO=NO+l 
912 FORMAT(F6.3) 

,,5X,10A4,1/) 

I 

J. 

! 
I 

, . 
\ 

NO- 05 : " f 

A-/~ ) 

(92) 

) 

.* * 

NO. 05 
) 

) 

) 

) 

) 

! 

" ) 
,. ,. 

~, 

) 

) 

) 

) 



1 
1 
2 
1 
1 
2 

1 
2 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1-
1 
1 
1 
1 
1 
1 
1 
2 
2 
2 
2 
2 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 

41. 
42. 
43. 
44. 
45. 
46. 
47. 
48. 
49. 
50. 
51. 
52. 
53. 

,54. 
, 55. 
56. 
57. 
58. 
59. 
60. 
61. 
62. 

,63. 
64. 
65. 
00. 
67. 
68. 
69. 
70. 
71. 
72. 
73. 
74. 
75. 
76. 
77. 
78. 
79. 
80. 
81. 
82. 
83. 
84. 
85. 
86. 
87. 
88. 
d9. 
90. 
91'. 
92. 
93. 
94. 
95. 
96. 
97. 
98. 
99. 

100. 

1 ~HASK=NO 
8TASK=~JO 
DO 98 J=l,tJTASK 
TET I~'IE=O. 0 
DO 5054 I=l'tHA-5K 

5654 TETIME=TI~E(I)+TETIME 
NPHECl(..J)=O 
DO 98 1=1' ~JTASK 

98 f'JPREC 1 (..J) =\11\ TR I X ( I, J) +t JPREC 1 (..J) 
22 READ (5,23) CYCLE rtJRUNS 
23 FORMAT(F6.3,3X,I2) 

IF(CYCLE) 24'25'24 
24 "1=0 

~jQ=O 

r<f3EFOR=10Q 
;-KOUtJT=l 
SMALL=O.O 
DO 1001 :.JX=l'~~RUNS 

41 DO 95 J=1 riJTASK 
95 ~~PREC2(J)=rJPRECl(..J) 

'-1=0 
STATIM(I)=O.O 
K=1 
vJR I TE (6,46) i-JeOUt/T 

46 FOR(l.1A T (, ", SEOUDJCE ~JUr"'fJF.R , , 13) 
~RITE(6'26) CYCLE 

26 FOR~JiI\T(, , ,6X,7fIST.ATIOf\J'23X,13HCYCLE TIME 
14X, 5HSLACK, I , 6X, 6HtJUMUER, 64X, 4HT H1E , I ) 

f'-lO=O 
13 XII=XI* .23 

IX..J=XII*100. 
XI..J=IXJ 
XI=(XII-XIJ/100·)*100. 
IXI=XI*100. 
XIK=IXI 
XKK~XI-(XI-XIKl100.) 
NUMA=O 
DO 2031 I=1,NTASK 
IF(fJPREC2(I» 2031,2032'2031 

2032 IF(NUMA-20) 5061,2031,2031 
5061 f~Up,lA=rJW"'A+ 1 

NLI ST (r-·JUMI\) =1 
2031 CONTHJUE 

ANuM=r~UiVIA ' 
NUM8= (XKK*Af JUM) + 1.0 
j\jRArJO=i'-lL 1ST (NUMB) 
IF(X~) 2022,2022,45 

2022 wRITE(6,2021> ~.IRMlC) 

2021 FOR:V1AT(, '" tJRMjQ"IS) 
GO TO 25 

45 IF(fJRAND-r'JTASK) 12d2r13 
12 IF(r·jPREC2(NRAtJD» 13ri4d3 
14 STATIM(K)=STATIM(K)+TIME{NRAND) 

IF(STATIM(K)-eyCLE) 27,27,28 
27 ~l=M+l 

NUNIT (K,M )=I'Jf~I\ND 
SLAK(K)=CYCLE-STATIM(K) 
GO TO 29 

28 STATIM(K)=STATIM(K)-TIME(NRANO) 
SLAKJK)=CYCLE-STATIM(K) 

,F6.3'2 0X ,7HSTATIOI 



I '101. 
1 102. 
1 103. 
I 104. 
1 105. 
I 106. 
I 107. 
2 108. 
I 109 •. 
I 110. 
! 111. 
1 112. 
2 113. 
1 114. 

~1 115. 
1 116. 
2 117. 
I 118. 
1 119. 

K=K+l 
STATI~CK)=TIME(NRAND) 
SLAK(K)=CYCLE-STATIMCK) 
"1=1 . 
tH::JN I T (K '.\il ) =r JR AND 

29 NP~EC2(NRAND)=-1 
DO 91 J=l, f!TASK 

91 NPREC2CJ)=NPREC2CJ)-MATRIXCNRAND,J) 
nO=NO+1 
IF(nO-NTASK) 13,31,13 

31 iJCOUfIT=iJCOUf'lT+1 
DO 93 I=I,K 

93 ,vRITEC6,36) I' (i"IUNrT<I ,M) ,"1=1,14) ,STATrM(I) ,SLAKC!) 
"36 FORMATC2II0,13I4'FIO.3,F9.3) 

TSLACK=O.O 
bo 5055 I=l,K 

5055 TSLACK=SLAKCI)+TSLACK 
EFF=(1.0-(TSLACK/TETIME»*100. 
~RITE(6,5053) TSLACK,EFF 

1 
1 

120. 
121. 

5053 FOR~AT(lli ,1,5X,18HTOTAL SLACK· TIME - ,F6.3,24X,13HEFFICIENCY -
IF6.2,9H PER CENT,II) 

1 122. DO 1009 I=I,K 
2 123. 00 1009 J=1,14 
3 124. 
1 125. 

·126. 
127. 
128. 
129. 
130. 

1009 f.Wf·JIT (I, J) =0 
1001 COi'-lTIIJUE 

tiRITE(6,500) 
500 FOt{:"lAT(rl,) 

GO TO 22 
25 STOP 

END 

Eip FTj-J 417 IBANK 1287 DdAfJK 
AXQT 
MAP 30Rl S74T11 07/14/81 14:33:39 

ADDRESS LIMITS 001000 002026 
040000 045513 

STARTING ADDRESS 001166 

SEG~'OJT $i"IAHJ$ 

"1$PKT $ 
F2RTRN$ 
F2ACT I V$/FORFrr~ Jd 1) 

:p(3) 
$(5) 

F2TA8X 
F2FCA 
FoRCO"'l$/FORFTf~ 
F2CLOsE $ (1) 

CERU$ 
P~ID$COM (COr-H-10ioJBLOCK) 
"10ERO$(COMMONdLOCK) 

535 18ANK WORDS DECIMAL 
. 2892 DRANK WORDS DECIMAL 

001000 00 2 026 040000 045 5 13 

$(2) .040000 
( $(2) 040012 

001000 0010 13 'E (2) 04 0014 
001014 001027. 
0010.30 00103.0 

$(2) 040017 
$(0) 040 331 
$(2) 040336 

001031 0010 6 2 $(0) 04 0344 

040347 
040350 

040011 20 NOV 
040013 16 AUG 
04 0016 12 JAN 

040330 26 JUN 
040335 03 JAN 
040343 23 JUL 
040346 16 ApR 

08 APR 
040347 
040353 

A~JV/@ 
(~lJ) . 

78 17:09:58 
77 16:22:24 
78 11: 0 t: 29 

75 13:29:39 
75 07:43:40 
75 12:16:44 
81 22:00:30 
81 11:56:55 

F2CON 't;( 2) 040354. 042230 16 APR 81 22:00:44 
'fj(034) MOERO$ 
$(036) PMD$c6M 



F2FRT 
MEMltHERFACE. 
F2scr 

.F2INIT. 
F2COCO$ 
EHUy'SYS74Rl 
F2EXlr 
F2IOENT 
NAME$ 

\ 

COMMON' BAi'IKS 

001063 001165 

s(1) 001166 0020 26 

REFERErICED 

$ (034 ) 04 2231 
'$ (2) 042273 
1)(2) 042321 
$(2) 04 2623 
$(2) 043003 

'$(2) 043 051 

$(0) r)43105 
$(4) 045163 

. $( 6) , 045506 
$(012) 045507 

", 

0400036 0400003 0400025 0400002 04000U1 
SyS$*RLIBS. Lc:vEL 
END ~1Ap. ERRORS: 0 TI:v1E: 14-.793 STORAGE: 18853/4/040777/074777 
ASSEMBLY LINE eALMKliJG FOR KARAYALCIN ALPASLMI 

SEQUEc~CE NU~;1t3ER 1 
STATIm) CYCLE TIME 60.000 

NUi'-1eER 

1 10 1 2 8 0 0 0 0 0 0 a 0 
2 9 5 4 7 a 0 0 0 0 0 0 0 
3 11 .3 '0 12 0 0 a a 0 0 a a 

TorAL SLACK rIME = 8.000 EFFICIENCY --

sEQUENCE f'JUf"l!3ER 2 
STATIO~l CYCLE TIME 60.000 

NUMBER 

1 0 a 0 0 0 a 0 0 0 0 a 0 
2 1 2 10 3 0 0 0 0 0 0 0 0 
3' 9 5 4- 7 0 0 0 a 0 0 0 a 
4 3 11 6. 12 0 0 0 0 0 0 0 o· 

TOTAL SLACK r I p,\E =14.000 EFFICIENCY --

SEQUENCE ~JUME3ER 3 
STATIQtI CYCLE T li'J\E 60.000 

IWMBER 

1 0 0 a 0 0 0 0 0 0 a a 0 
2 1 10 8 2 a 0 o· 0 0 a 0 0 
3 9 5 4 7 a a 0 0 0 o· 0 0 
4 3 11 6 12 0 O. 0 0 0 a a 0 

TOTAL SLACK TIME =14.000 EFFICIENCY = 

SEQUENCE NUM8ER 4 
STATIO~J CYCLE TI~4E 60.000 

NUMBER 

A-)I/f~ 
. (~) 

042272 27 JUL 78 12:58:44 
042320 20 NOV 78 17:10:37 
042622 20 NOV 78 17:06:44 
043002 16 ApR ~1 22:02:10 
043050. 1.9 DEC- 74 14:35:02 

20 DEC 78 17:30:56 
043104 16 APR 81 22: 01: 01 

Oq. MAY 78 i5: 34: 26' 
045162 14 JUL 81 4:33:37 
045505 
045506 
045513 

STATION SL~CK 
TIME 

0 0 54.000 6.000 
0 0 60.000 .000 
0 a 5A.OOO 2.000 

95.35 PER CENT 

STATION SLACK 
TIME 

a a 54.000 6.000 
0 0 54.000 6.000 
a 0 60.000 .000 
0 0 58.000 2.000 

91.86 PER CENT 

STATION SLACK 
TIME 

0 a 54.000 6.000 
a a 54.000 6.000 
0 0 60.000 .000 
a 0 58.000 2.0. 

91.86 PER CENT 

STATION SLACK 
TIME 



A-I~5 
(9 ) 

1 0 0 0 0 0 a a 0 0 0, a 0 a a 54.000 6.000 
2 9 1 10 0 0 0 0 0 a 0 a 0 0 0 41.000 19.000 
3 2 5 1.) 4 0 0 0 0 a 0 a 0 0 0 59.000 1.000 
4 7 11 J 0 0 0 0 0 a 0 0 O. 0 0 52.000 8.000 
5 12 I] t) 0 0 0 0 0 a 0 0 0 a a 20.000 4'0. 000 

TOTAL SLACK TP1E =74.000 EFF ICIEr,ICY - 56.98 PER CENT -

SEQUUlCE NUrv18ER 5 
STATION CYCLE TIHE 60.000 STATION SLACK 

NU"1BER TIME 
,II" 

1 0 0 0 0 a 0 0 0 0 a 0 0 0 0 54.000 6.000 
2 9 1" 2 0 0 0 0 0 a 0 0 0 . 0, 0 52.000 8.000 
3 10 5 8 4 0 0 0 0 0 0 0 0 0 0 48.000 1~.000 
4 7 11 3 £> 0 a 0 0 0 0 0 0 0 0 52.000 8.000 
5 12 0 0 0 0 0 0 0 0 a 0 a 0 0 20.000 40.000 ' 

TOTAL SLACK TIME =74.000 EFFrCIEt,ICY = 56.98 PER CENT 

SEQUEiJCE f-JU:vlljER 6 
STATIOi'J CYCLE T I~1E 60.000 STATION SLACK 

,IU'v1BER TIME 

1 a 0 0 0 0 0 0 0 a 0 0 0 0 0 54.000 6.000 
2 1 2 10 0 0 0 0 0 0 0 0 0 a 0 48.000 12.000 
3 9 5 8 4 0 0 0 0 0 0 0 0 0 0 52.000 8.000 
4 7 11 3 6 0 0 0 0 0 0 0 0 0 0 . 52.000 8.000 
5 12 0 0 0 0 0 0 0 0 0 a o· 0 '0 20.000 40.000 

TOTAL SLACK TPIE' =74.000 EFFICIENC:V - 56.98 PER CENT -

SEQUt.:NCE NUl.lcJlR 7 
STATIO!'! CYCLE TI"-1E 60.000 STATION SLACK 

NU~1BER TIME 

1 0 0 a a 0 0 0 a 0 0 a 0 0 0 54.000 6.000 
2 1 2 10 0 0 0 0 0 a a 0 0 0 a 48.000 12.000 
3 9 8 5 4 a 0 0 a 0 0 a 0 0 0 52.000 8.000 
if. 7 3 11 

,.. 
0 0 0 a '0 a 0 a 0 0 52.000 8.000 0 

5 12 0 a 0 0 0 0 a a a a a 0 0 20.000 40.000 

TOTAL sLACK T I~1E =74.000 EFFICIEf'ICY - 56.98 PER CENT -

SEQUENCE NUt·1t3ER 8 
STATION CYCLE TIME 60.000 STATION SLACK 

NUMBER TIME 

1 0 a a 0 0 a a 0 0 0 0 0 0 0 54.000 6.000 
2 9 1 10 8 a a a a a 0 0 0 0 a 41.000 13.000 
3 2' 5 4 a 0 0 a 0 0 a 0 a 0 0 53.000 1.000 
4 7 3 11 6 0 o· a 0 a 0 0 0 '0 0 52.000 8.000 
5 12 0 a a 0 a a 0 0 0 0 0 0 0 2()j. 000 40.000 , 

TOTAL SLACK TIME =74 .. 000 EFFICIENCY = 56.98 PER CENT 
, " 



.... '~"-~ - ',,~ ..... -. ~ :,' . .';' .. ~";." .\ ..... ,,./:;,- ~., ' . --:;. .. -.: -~ -'.' . - - , - ." . ", ._ ,., •• _" 4-' 

. A J\j'6 
(jt) 

;EQuE,.CE .'JUMoER 9 
STATIon CYCLE TH4E 60.000 STATION· SLACK 

fiU\1BER TIME 

1 0 0 d 0 0 0 0 0 0 0 0 0 0 0 54.000 6.000 
2 ·1 2 10 0 0 0 0 0 0 0 0 0 0 0 48.000 12.000 
3 .9 5 8 4 0 0 0 0 0 0 0 0 0 0 52.000. __ 8.000 
4 7 11 3 6 0 0 0 0 0 0 0 0 0 0 52.000 8.000 
5 12 0 0 0 0 0 0 0 0 0 0 0 0 0 20.000 40.000 

TOTAL SLACK TIME =74.000 EFFICIEt)lCY - 56.98 PER CENT -

SEQUENCE NUMBER 10 
STATION CYCLE T 1(1;1E 60.000 STATION SLACK 

i..JU\1BER TIME 

1 0 0 a 0 0 0 0 0 a a 0 0 0 a 54.000 6.000 
2 1 9 5 0 0 0 0 0 0 0 0 0 0 0 47.000 13.000 
3 2 .10 8 4 O. 0 0 0 0 0 0 0 0 0 53.000 7.000 
4 7 11 3 ".. 

0 0 0 0 0 0 0 0 0 0 52.000 8.000 0 

5 12 0 a 0 a 0 a 0 0 a a 0 0 a 20.000 40.000 

ToTAL SLACK TPIE =74.000 EFFICIENCY = 56.98 pER CENT 



FTN ERR ON UNIT-5 
ERR MODE ERR~TYPE: 03 
ERROR ADDRESS; 006434 

ATTEMPTED TO'REAO PAST AN END-OF-FILE 
ERR'7CODE: 00 
801: 500025 

ER EABT$ ABORT ADR: 042134 8DI:200005 

x 000000 00 3075 000000 OU3076 000000 0000 17 
000000 042 321 000000 04 6055 777700,045372 00000 4 001426 

A .400000 000000 02g001 00 1766 000000 00000 7 000000 000000 
000000 0000 25 000000 000016 000000 001 4 31 000000 000264 
000000 000000 000000 000000 

000000 042241 000000 046117 
400000 000000 02000 1 001766 

000000 0 17.176 000000 00000 2 
000000 400264 000000 045514 

R 000000 000000 
000000 00000 1 000000 0000 6 1 

ERR$ TYPE 03 CODE 00 CONT 12 

000000 000000 000000 000204 777777 777776 777777 777776 
000000 000012 000000 045513 000000 00000 2 000000 000000 

REENT ADR:041202 BOI: 200005 
USER EXECUTED E~ ERRS. 

X 000000 0030Z5 O~OOOO 0030~6 000000 OOOOll 000000 042241 000000 046117 
000000 0 4232 1 000000 0460:)5 7 7700 0453 2 00000 4 00142 400000 000000 02000 1 00 1766 

A 400000 000000 02000 1 00 1766 000000 00000 7 , 000000 000000 000000 017176 000000 00000 2 ' 
000000 0000 2 5 000000 ,000016 000000 001431 000000 000264 000000 400 264 000000 045514 
000000 0000.00 000000 000000 

R 000000 000000 080000 000000 00'0000 00020 4 777777 777776 777777 777776 
000000 00000 1 000000 0000 6 1 '000000 000012 000000 045513 000000 000002 000000 000000 

RUNSTREAM Ar~ALYSIS TERMINATED 

. 
! 

000000 046073 000000 046 06 1 . 
000000 000007: 000000 000000 ' 

,000000 00000 4: 77777-; 775011 
000000. 000012: 000000 000001 

777777 77777~ ooodoo 000003 
000000 OOOOOOi 000000 042321 

000000 046013~ 000000 04606 1 
000000 OOOOO'7! 000000 000000 I 

1 

000000 000004i 777777 7750 11 
000000 0000 12: 000000 000001 

i 

777777 777776: 000000 000003 
000000 000000 000000 04232 1 

) 

) 

\ 

) 

) 

) 

., 

) 

) 

) 

) 

) 

) 

) 

- , 

,) 

) 

) 

) 



( 

( 

( 

( 

( 

( 

I .... 

'-)4.-- ....... ~. 
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- -
(;9' 

RUNID: ALCOLE 'ACCT: 111-15-216 PROJECT: ALB 
ALCOLE ABORT 

TIME: TOTAL: 00:00:27.616 CSSUPS: 000001154 
CPU: 00:00:06.462 1/0: 00:00:09.971 
CC/ER: 00:00:11.183 WAIT: OO:OO!OO.OOO 

SUAS USED: 137.44TL SUAS REMAINING: O.OOTL 
ABOVE CHARGE CALCULATED AT FOLLOWING RATES -
1 C8SUP - O.OBTL 
1 CARD READ - 0~10TL 
1 CARD PUNCHED - 0.60TL 
1 PAGE PRIrnED - 4.00TL 
1 TAPE 1/0 MINUTE - 6.00TL 
1 DISK 1/0 MINUTE - 6.00TL 
1 TERMINAL MI~UiE - ~.OOTL 
IMAGES READ: 160 PAGES: 8 
START: 14:33:00 JUL 14,1981 FIN: 14:~4:34 JUL 14,1gB! 

..J. .... 
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