" AN ADAPTIVE AND ITERATIVE APPROACH
TO DYNAMIC MODELLING OF
BICRITERION OPTIMIZATION IN
POWER SYSTEMS EXPANSION DECISIONS

By
Nur Ozmizrak

B.S. in I.E., Bogazigi University, 1981

Submitted to the Faculty of 'the School of Engineering
\ in. Partial Fulfillment of
the Requirements for the Degree of

"  Master of Science-
in

Industrial Engiﬁeering

BOGAZIGI UNIVERSITY
1981




APPROVED BY

Prof.Dr. Ibrahlm Kavrakoglu

Theslis Adv1sor

Dr. Ilhan Or

Dr. Ahmet Kuzucu

Dr. Giilseren Kiziltan %%j;””—

muuﬂlnliui’”i”flis'imriﬁﬁnl




ACKNOWLEDGEMENT
I would like to express my gratitude to my thesis advisor Prof.Dr. Ibrahim

Kavrakoglu fbr'his valuable guidance and help for my thesis studies.

-

I am grateful to Dr.llhan Or for his valuable comments and suggestions,

and I greatly appreciate Dr. Ahmet Kuzucit for his remarks throughout my

study.

I acknowledge my special indebtedness to Dr.Giilseren Kiziltan for her

invaluable help. ’ / : L

T also wish to thank the staff of the Computer Science Department in
Bogazigi University, for their patience during the execution of the

software of the study.

My special thanks are for the members of the Operational Research Division
of Technical Council of Turkey (T.B.T.A.K.) and particularly for Mr.Cetin

Evranuz, the acting chairman of the department, for encouraging my studies.

T would like to express my sincere thanks to Mrs. Nihal Yener for her

-great tideness in typing my thesis.

Finally my husband deserves my special thanks for his understanding

throughout the study.’

sl ?



ABSTRACT

' In this study,power systems expansion deoisions are modelled using
Bicriterion Linear Programming techniques. The model consists of: energy
and power. demand fbrecasts, productlon capa01ty, bu1ld—up rate, nuclear,
hydro (both base and peak), fossil and fuel energy constraints in an

adaptlve process of 5-yr. increments for a 25-yr. plannlng horizon.

The model, as applled to- the Turkish Powér System, contains 40 de0151on
Varlables and 45 constraints. Efficient (nondomlnated) solutlons are

obtained at each iteration with respect to the eCOHOMJC cost ob]ectlve

and one of the fbllow1ng objectives: pollutlon, space occupled»or risk

involved.

The aim of this study is to derive a framework for the power systems
expansion deczslons based on trade—off fUnctlons between palrs of

obJeCthES. . : - e

A particular combination of objective functions and changes in some
parameters result in different scenarios.

A fast algorithm developed by Kiziltan [81], is adapted and used as a
subroutine in order to obtain the preliminary solutions to the problem.
Accordlng to the adaptive nature of the study, the overall solutions
are grouped together to form de01510n alternatives and to show the

trade-offs between the objectives. o
Special effort was expended on the generation of the computer programs

So that minimum handling of data for a particular scenario is achieved

together with a self explanatory output design.
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OZET

~

Bu ga11§mada Iki Amac¢li Dogrusal Programlama Teknigi kullanilarak gli¢
51stemler1nde genigleme kararlar1 modellenmlgtlr. Model, enerji ve gli¢
talep tahmlnlerl, tretim kapaszte51, kapasite artis orani, niikleer, hidro
(baraj ve tijirbin) ve fosil enefji kisaitlarinia igeren uyarlamali bir yén-

~ ,tem olup 5'er yillik artigli 25 ylllik_glanlama dénemini kapsamaktadir.

Tiirkiye giic sistemine uygulandiga héliyle model 40 karar degiskeni ve

45 klélttan meydana. gelmektedir. Her dﬁrﬁm‘(iterasyon) sonunda ekonomik
maliyet muhakkak gdz dniline alinmak su:etiyle, geyre“kirliligi, kaésanan
alan ve risk amag¢larindan biri esas alinarak caligtirilan model;igin bas-
kin ¢ézimler elde edilmigtir. ' -

Bu g¢aligmanin amaci, amag‘fbnksiyonlarl arasi, 6dinlesim islevlerine
(trade-off functions) dayali olarak gii¢ sistemlerini genigletme kararla-

r1 igin bir g¢ati meydana getirmektir.

Amag¢ fonksiyonlarinin gegitli kombinasyonlari ve bazi parametrelérdeki

-

deﬁigiklikler farkli senaryolari olusturmaktadir.

Kiziltan [8) tarafindan geligtirilen hizli algoritma uyarlanarak proble-
min ilk etaptaki sonuglarini elde etmek igin bir alt-program olarak kulla-

P

nilmistair.

Agallgmanln uyarlamali niteligine gdére, sonugta biitiin ¢bziimler, karar al-
ternatiflerini belirlemek ve amaglar arasi Sdﬁnlegimi gbstermek lizere

gruplandirilmigtar.
Veri kolayligi agisindan bilgisayér programlarinin hazirlanmasinda &zel

géba gésterilmig olup belirli bir senaryo igin kendi kendini agiklayan

bir c¢ikti deseni elde edilmektedir.
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CHAPTER 1
INTRODUCTION

I,1. NATURE OF THE(STUDY

LY B
Due to the emergence of new dlmen31ons in energy systems ana1y313 in .
general and in electrical systems plannlng in partlcular, the decision
making process in electrlcal power system investments has become much

more complex in comparlson with that of several years ago.

One of the new dimensions is the w1despread interest in a clean environment.
The productlon of electrlc power is oné of the major sources of’ environ- |
mental pollutlon. The main re31duals produced by fossil- fuel—burnlng

steam plants contrlbute to pollut:on of the a:r through the emission of

sulphur ox1des, nitrogen oxides, carbon oxides, and hydrocarbons.

. \ N
Another new dimension is the concern over nuclear technology. The sudden

increase in energy prices and the threat of future energy shortages have
activated interest in nuclear technology which in turn has led to a new
set of environmental problems, since. nuclear plant operation involves

the release of radioactivity:

Therefore, the basxc objective of economic efficiency subject to certain
technical con31derat10ns has to be reviewed. Presented in this study
is one possible approach that attempts to accommodate several objectives

in power systems expansion decisions.

The procedure is based on generating relevant decision alternatives through
the use of a bicriterion linear programming technique. The model has been
applied to the Turkish electricity system for the objectives of minimizing:

’

P



i) economic cost,
ii) pollution,
iii) space occupied -

and iv) risk.involved. V .

1.2, METHODS OF PRODUCING ELECTRICITY

As the electric power industry has-expanded, the composition of prlmary
energy used to produce electricity: has changed in character. Hydroelectrlc
. pgwer, conventional steam—electr1c power and nuclear power are considered’

in thJS study.
1.2.1. HYDROELECTRIC POWER

Hydroelectric generation uses water flows powerlng turbines that turn
electric generators Hydro fac111t1es are particularly useful as peak—load
generators because of their ab111ty to start qulckly and make rapld
changes in output Other advantages are low operating and maintenance
expenses, no fuel costs, and 1ong 11fe On the other hand the investment
costs per kilowatt for hydroelectric power plants are hlgher than for
steam-electric rac111tyes although low operating costs help to offset the

large initial outlay.

I.2.2. CONVENTIONAL STEAM-ELECTRIC POWER
Steam-electric power plants burn fossil fuels in the form of oil,natural
gas or coal to convert water to high pressure steam used in turbines

which power electrlc generators.

I1.2.3. NUCLEAR POWER

Nuclear power plants are 51m11ar to fossil-fueled plants in that heat is
used to convert water to high pressure steam, whlch powers turblnes and
electrlc generators. The difference is that, rather than using oil, coal,

or natural gas to produce the heat, nuclear energy is employed.



I 3 ENVIRONMENTAL EFFECTS OF
ELECTRIC POWER PRODUCTION

 Various methods of producing electric power have different environmental
‘effects. Aside from the problems of their financing tremendous amounts
of capital equipment, these effects should also be considered in power

systems expansion decisions.

'I.3.1. HYDROELECTRIC POWER

' VHHYdro plants produce no air pollution, water pollution; radioactivity,

or solid wastes. The prlmary environmental effect of a hydro faclllty
generally is the flooding of possibly valuable and scenic land areas.
Also, since most hydroelectric generating plants are not close to the
main centers of- electrical consumption, many kilometerS'of high-voltage
power lines are nequlred for transmission: However, many of the fossil-
fuel plants are near points where fossil-fuel is avallable, rather than
where the power is dellvered, so this problem is not necessarily unique

of hydro plants.

On the other'hand,'to offset, at least partially, the harmful effects-on
the environment of hydro facilities, some environmental improvements
‘also take place after construction of a dam such as providing flood
control. - ' ' . ' o . |

: 1.3.2. CONVENTIONAL STEAM-ELECTRIC POWER

N

Fossil-fuel- flred steam-electric power plants pollute both the air and
’the water. The problems have been compounded by the fact that, due to
economies of scale, utilities have contlnued to build larger generating
units; and, in many cases, theylhave placed the units close together

or in the same region.

The most obvious residuals emitted from fossil-fuel plants are those
which pollute the air. The burning of fossil-fuels results in the emission
of hydro-carbons, nitrogen oxides, sulfur ox1des, carbon monoxide and

dioxide, and partlculate matter. Coal burning plants are the greatest



polluters. Sulfur oxides also gttack'nhysical-objects whereas particulate

matter has damaging effects on health, vegetation, and materials. Another
imnortant point is that the combustion of fossil-fuels has accelerated
the generation of carbon dioxide which may have significant climatic
effeCts. -

Another type of pollution caused by fossil-fuel steam plants is thermal
pollution. A primary requirement of a steam—electric plant is that it
should be sited near a source of water that is suff1c1ent in size to.

prov1de adequate coollng for waste heat. The prlmary problems caused by

" waste heat are in further use of the water and 1n the effect of heat omn

) aquatlc life. As water becomes warmer, there is an increase in biochemical

processes and a reduction in the ability of the water to hold dissolved

gases, esPec1a11y oxygen.
I1.3.3. NUCLEAR ‘POWER

Nuclear power nlants nroduce no air nollution, but radiation and the
‘disposal of radioactive wastes have presented serious env1ronmenta1
problems. In addltlon, water thermal pollutlon exists on an even larger’
scale than fossil-fuel plants. Nuclear plants emit more waste heat into
water than comnarably sized fossil-fuel nlants.
Many. env1ronmentallsts contend that the pr1nc1pa1 hazards of nuclear
steam—electric plants are the constant release of radioactive residuals,
the disposal of radioactive wastes and the p0331b111ty of a loss—of coolant
accident. While there is no‘anparent danger of a conventional atomic
exnloSion in a nuclear nower plant, a break in the cooling system could
‘cause such intense heat from the-fuel rods that the reactor core would
melt to the bottom of the reactor vessel which might turn the watér into
high pressure steam and result in an exnlosion, sending large amounts of
radioactivity outside the nlant and the results cbnld be of catastrophic

proportions.
I.3.4. SPACE OCCUPATION AND AESTHETIC CONSIDERATIONS

- Power generation affects the environment not only through its fuel needs

and pollution products but also by requiring land to help generate and



_transport electricity. By far;tﬁe largest land users are hydroelectric
‘dams which create reservoirs occupying up to several hundred square
kllometers, and transm1331on 11nes, whose rights-of-way for the natlon
as a whole take up a large area. Coal plants too, consume large areas.
Within each 31te, they require coal shipping and handllng facilities,

: suff1c1ent storage for ashes as they come out of the plant, and large
.stacks to dlsperse ait pollutants. Many power plants are Jnstalllng also

cooling towers if sufficient water is not available to handle thermal

discharges.

QaAs electrlc generatlng plants expand in.size and move away from maJor
load centers, high voltage transmission lines and thelr supportlng towers
become even more familiar sights since underground transmission lines

are not feasible with today's technology.

The. importance of the new dimenmsions such as pollution, space occupied

and risk involved in.electrical power system investments is worth greater

‘elaboration. Interested readers may refer to Kavrakoglu [ 31 and Kiziltan

[ 6] for further information. Scott's [12] survey on oollution in the

electric power industry is also related to the same subject.

i



CHAPTER II
NULTIOBJECTIVE DECISIONS

II.1, INTRODUCTION . B \ | |
\ .
" "Decision maklng is 1nherent1y more complex when there is more than one
objective since the computation and evaluation of alternatives become
_more dlfflcult with the number of obJectlves Another reason for this .
complex1ty is the fact that the preferences must be articulated in order
to consolidate different choice criteria, A posterlorl articulation of
preferences; ie. ch0031ng the desirable alternative after all relevant
solutlons have been generated is used in this- study. For this purpose,
the bicriterion algorithm developed by Kiziltan [ 81 is adapted and used
as a subroutlne in order to obtain the prellmlnary solutions to the problem.v
In this chapter, the solution procedure will be explalned briefly. More
information and the theory can be found in [8].

4

11,2, THE SOLUTION PROCEDURE OF BICRITERION
LINEAR PROGRAMMING ’

The algorithm presented here for bicriterion linear'programming is
‘developed by Kiziltan [ 8] and generates either all eff1c1ent extreme
points or a subset of such efficient points correSpondlng to a decision
maker's spec1f1ed space of objective weights. The computational require-
ments of the algorithm are quite low;’in fact only a series of divisions
aid comparisons are needed for the determination of adjacent efficient .
extreme points. The mechanics of- the algorithm is given by the flow

diagram in Figure II.1l.
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Figure IL.l. The Flowchart of The Algorithm [ 6]
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‘In K1z11taﬁ'svstudy some relegeet results of multiobjective linear
programming are reviewed and the implications for bicriterion problems
are discussed. Then a new algorithm for bicriterion linear programming
which requires only a series of divisions and comparisons for determi-
knatipn of adjacent efficient extreme points is developed.

The multiobjective linear prograﬁming ﬁroblem is formulated as

o
max C X
xeX .

= {x.] Ax < b,b >0}

L Y R —_ =

where .the rows of the pxn matrix C° represent the different objective
functions, A is an mxn matrix and x and b are n and m dimensional vectors
respectively as in any standard linear programming problem; and

maximization refers to determination of efficient solutions.
Here an efficient solution is defined as follows:

Definition: A solution x%eX is said to be efficient if and only-if there

‘doesn't exist xeX such that c® x>C x° and c® x4C°x

For any basic feasible solution x° there is an associated basis B and

reduced cost matrix C. By renumbering variables as necessary, partitioning

A and C° , we have C= C B 1N - C§ where the subscript B denotes basic and

subscrlpt N denotes nonbaslc A well-known result of multiobjective linear

programming is the following: .

Theorem 1. A po:nt X eX is eff1c1ent if and only if there exists >0

"such that x° is optimal for

max .ATCOX ) (P.)
XeX

This theorem imﬁlies the following result:

Theorem 2. A given solution x°eX is efficient if and only if there exists

an associated efficient basis.



A ba51s is said to be eff1c1ent 1f and only if there exists A>0 such

‘that A C>O

For the spécial case of bicriterion linear problems, it is observed that
- the nonbasic variable set of any efficient basis can be partifioned into
component subsets. Based on this partitioning.a necessary and sufficient
condition for a given basis to be efficient is stated. Next, a ﬁecessary
and sufficient condition for checking the efficienéy of adjacent bases

is given. '
» Theorem 3. Given an efficient basic solutlon, the basic solution obtained
by 1ntroduc1ng xJ into basls is an adJaqentveff1c1ent basic sqlutlon if

and only.if either

/C

min Zq

1) C]_J/C2J

= o ’clvq
6r 11) C ‘/CZJ = Ezi--?lk/CZk
or iii) jeT
where = Q ='{jsN_| C1j <0, C2j > 0}
R = {jeN | C5 > 0 ‘ng < 0}
Cre {}eN | €5 = Cp5 =03 - -

and N is the index set of nonbasic variables.

Finally, a given efficient basic solution is_the optimal solution to PA

for any A satisfying,

- A /Al'e [max Clk/CZk’ ‘min Cl /C

keR qeQ W ,
or . A /A € [max - C, /C. , min - 11/ €1 (R,)
1 qeQ ..1' 2q ke R . 2k* A



The bicriterion algorlthm is based on these results and the connectedness
Of the set of efficient bases, and proceeds as followss

Initially the, second objective is maximized. If it is the unique solution
then an efficient basis is at hand. Otherwise an efficient basic solution
"is selected from the alternative basic solutions-maximiziog the second
cobjective. Next the nonbasic variable(s) xj, jeQ satisfying thé condition
i) of Theorem 3 and xj, jeT{ if any, are determined. Next Xj is entered
into basis provided that this basis is not already visited. If there are

ties for the enterlng Varlable, correspondlng bases are stored to be

’,.V;SJted later. When no new efficient basis can be 1dent1f1ed the algorithm

stops.

In the case that there are ties for the entering variable alternative
efficient solutions that is efficient solutions giving the same objective
vector exist, If thls is not the case, then the algorithm starts by
max1m121ng the second obJectlve and moves to the ba31c solution maximizing
the first obJectlve and stops. Since ‘the convex combination of any two
‘adjacent efficient basic solutions give the efficient edges then the set
of all efficient ‘solutions consisting of a set of efficient edges are

obtained.

‘The intuitive reasonlng behind the algorithm is that given an eff1c1ent
p01nt, 1n order to move to an adjacent efficient pO]nt, one should move
in a dIrectlon where the rate of decrease of the second objective is a

minimum while the rate of increase .of the first objective is maximum.

The ooeration of the algorithm can be explained with a single numerical
" example:

: Suooose the problem is formulated in bicriterion linear programming with

two nonnegative variables:

10



Exaﬁple Problem

max - Zl = 75{1 -'x

IA

12

v
o

Xl,Xz 2>

The simplex tableau for the initial efficient basic solution is given as-

follows: A , : A
x.1 x2 81 82 S3
s, | 2 0 0 1 /3 -1/3
x, | 6 0 1 0 1/2 0
x|z | ; o o -1/3 1/3
z, | 36 | o 0o 0 3/2 1
zZ; 8 | o0 ».0 0 :1Z/6 ©7/3

Here Q={S,} and since Q has a single element C182 /C252==228 Clq/CZq

and 82 is the entering variable.

Proceeding in this fashion we obtain the,follqwing set of efficient

basic solutions:

11



% ) 1 2 3
S, | 6 0 0 ~? 1 -1
x, | 3 0 1 -3/2 0 1/2
X 4 [ 1 0 1 0 0
oz, |27 | 0 0 -9/2 0 5/2
z, 25 | 0 o 17/2 0 -1/2
. ES _
x) % 5 Sy S3
5, | 12 0 2 0 1 0
Sy | 6 0 2 -3 0 1
Xy 4 1 f] 1 0 0
Z, 12 0 -5 3 0 0
z, 28 o 1 7 0 0

Summarizing the efficient basic solution set is the following:
{(Zl’: ZZ; X1s X9 S_ls st 53)}=

(8, 363 2, 6, 2, 0, 0), (25, 273 4, 3, 0, 6, 0),
(28, 125 4, 0, 0, 12, 6)}

‘ The same solution set can be fepresented'by graphical solution:

12



.3x1+2x2=18

I
Ej: (2,6) with 2=8, Z,=36
Eyi (4,3) with = 2;=25, 2,=27

Eq (4,0) with Zl=?8{ Z,=12

El JS the eff1c1ent po:nt at which the second objective function (ZZ) is

max1mlzed, then the second efficient point will be in the direction that

as maximum increase occurs in the first objective, at the same time the

minimum decrease in the second objective which is the case for point E,.

Then E3 is found next by the same logic.

13



The main concern in this study‘wes generation of efficient extreme points
or a relevant subset of them‘ccrresponding to a decision maker's specified
preference region. The elgorithm developed by Kiziltan [8] , enumerates
all efficient. extreme points or only those efficient extreme points
satisfying the interval limits on the objective -weights, if these are
.sPecified and outputs a range for the values Wl, W2 for those efficient

points.

[1.3. MULTIPLE CRITERIA DECISION MAKING (#com '

The obJectlve of multicriteria analysis, as stated before, is the study
of decision problems in which several points of view must be taken into
consideration. In_general there will be contradictions between the

- different points of view considered; in such a way that an action A might
be better than an action B on one criterion, and worse on apother. The
usual approach then, to the modeling of the ‘decision maker's behav1or is
based upon a concept called utility theory, where the net attractiveness,

of any alternatlve is measured by a utility funct1on u, as stated in

(11].

Depending on the assumptions about the specificability of the utility

function of the decision maker, the multiple Criteria Decision Making

Problem can be approached by the anelyst in three different ways, [13].

1. Although 4 is unknown at first, it can be made explicit in its totality,
i.e. as a veritable model of decision maker's preference structure.

ThlS approach can be studied by Mult:attr1bute Utility-Theory (MAUT).

2. Although the function u is assumed to be unknown and implicit, it can
be made partially explicit by Way of man-machine interactive dialogue.
The dec131on maker is able to provlde information on properties of u,
part1a1 trade-offs and s:mple preference statements. This methodology

is known as interactive programming.

3. The third assumptlon is that a functlon u is unknown and implicit, 1t
cannot be made exp11c1t or revealed; it is usually assumed to be a
- monotone, nondecreasing and concave functlon. Then the task is to

identify a set of nondominated solutions (or alternatives).

14



Some observatlons are made in the follow1ng, for the decision maker.and

his role in MCDM with respect to the above approaches.

1. The decision maker is actively involved in the assessment of his
- preference function, often independently of a given decision problem.
Once the function is assessed it is used to select an appropr:ate

solution, replac1ng the dec131on maker himself.

2. The decision maker is actlvely part1c1pat1ng both in the assessment

of hJS preferences and in the process of dec131on—mak1ng itself. )
3, The decision maker is dominant and his decision making role is.
unaffected. The decision probiems are no longer solved by replacing
the decision maker by a mathemat:cal model but by help:ng the decision
maker to obtain his solution by descrlblng his preferences. In this
case, he is aided by belng presented with nondomlnated solut:ons only.
These can be obtained w1thout the dec131on maker's part1c1pat10n in

the procedure. His flnal decision is thus almost entirely independent

of the analyst.

'MCDM is a large developing'research supject within itself. So only a brief
review of the main concepts behind each of the above mentioned .basic
approaches will be glven in this section, so the interested readers can
find the detailed theory on MAUT in [2],.[11], [131, [161].

Multiattribute Utility Theory (MAUT)

The main assumption underlying MAUT is that a utility function u can be
actually assessed. Utility does mnot reflect the decision maker's
phychological 1nten81ty of preference, but, it is designed to prov1de

a model consistent w1th his choice behavlor, and thus to be useful in
predicting future outcomes of choice. Since it is quite difficult to
assess the utility function d1rect1y, in a global way, it is attempted
to decompose u into its basic 1ndependent components . The role of the

scientist is to determlne this function.
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Interactive Method

Utility function is defined on the values of indinidcaltobjectives which

are assumed to be explicitly known; on the other hand u is assnmed to be
only implicitly known.An interactive method is a procedure consisting of
an alternation of stages of calculation and discussion. The calculation -
stage allows the scientist to select an action to offer to tbe‘decisionA
| naker dnring‘the discussion’stager The.discussion stage thenballons'tbe

decision maker to consider the scientist's proposntlon, and prov1de _

- information about’ hlS preferences. This add1t10na1 lnformatnon is to be '
- introduced into the model in the next calculation stage. In some - cases
the decision maler 1s ‘required only to prov1de answers to certaln yes ‘or
no questlons on feas:ble trade—offs presented hlm. '

B

Nondominated Solutions .

The theory used in the thesis is maJnly based on thas approach and can be
further developed using this concept in. the eXJStence of the dec1510n

maker.

~If the set of all. nondominated solutions is denoted by N, it should be :
known that nondominated solutions do not provide any insight,into the
process of decision-making Jtself rather, N represents a useful |
generalization of utlllty—based solution concepts under ‘the conditions
of mlnlmum information. Even though knowing set N is helpful in reachlng
an acceptable decnsnon, it mlght not solve the problem of choice, slnce

the set of nondominated solutions (the size of N) may be quite large.

the

Basically, a single nondominated solution must be selected as "

solutlon of a glven problem. If one can effectively reduce the size of
N to a.very few points (or to a small subset), then such a chpice will
be made easily. Successive reductions of N, through interactive |
incorporation of additional information of the decision maker are used ‘_ : i
in several methodologies.

One approach can be stated as partlal declsnonlng As the number of

alternatives to be compared jincreases, there is a tendency toward part1a1

' deczs:onlng and reduction of the number -of alternatlves of the part of

|

‘a dec1510n maker. The dec1s10n maker may- express the propert:es of hlS :
, v |
|
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ideél solution that he is looking for among the combonents of the set N.
Then discarding soﬁe-"ébviously" inferior alte%natives he will obtain

a smaller set now. The sequential screening and éomﬁarisons will lead to
obvious changes in the number and the nature of altermatives combrising

the available set. Then a single alternative which is ideal or probably

the closesf one to ideal will have been selected.

Kot
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CHAPTER 111
- DYNAMIC MODELLING OF THE
~ POWER- . SYSTEMS  EXPANSION PROBLEM:
" AN ADAPTIVE APPROACH

[I1.1, MODELLING THE POWER SYSTEMS
EXPANSION PROBLEM

The electrical power system expaﬁsion pfbblem poses'consfderable
difficulties even when only a single obJectlve is considered. In an actual
system, there are a variety of power plants with different fixed and
variable costs, availability factors, capacities, etc. On the demand

side, the load is subject to large changes at different seasons, months,
days and even hours of the day, in addltlon to stochastic events that may
alter this demand. Furthermore, the expansion program must be taken
together with the operating program of all power plants in order to avoid

suboptimal decisionms.

In view of the size and complexity of the system, and given that there
may be considerable uncertainties in various elements, it would be almost

impossible to consider all aspects of the system within a single model.

Tﬁe model given below is a modified version of the model which had been

applied to the electrical system in Turkey by Kavrakoglu [4] .

5 types of power plants are analyzed:‘neciear hydro-base (daﬁ+turbine), )
hydro—peak (turblne only), coal and fuel-oil. All technical and flnanc1a1
aspects are’ expressed as linear relations for five S—year periods, thus.
resultlng in a 25-year planning horizon. Four objectives are considered
significant: economics, pollution, space occupied, and risk involyed.

While other factors such as employment, opportunities, etc. may also play



a role, only these four objectives mentioned above are considered to
have deciding influences Economics will always be a determinant in any
investment decision. Pollution and space occupied are taken as the two

important dimensions of environmental impact and the risk involved

jmplies the potential damage which is the combination of the probability

of an accident and the extent of damage that such an accident would

causé. -

These four objectives can be expressed generally-as:

19

. . - 5 1 5t-2 ‘ 5 - . .
-cost: = I (— { % a P. +5 [0, E. +uU_ 1}
£=1 1+4r Ciop boit R S
s . .5 5 :
pollution: = I T v: E,
t=1 i‘:l 11t .
5 5 .
space = I ¥ B: P.
.occupied: Ceal i1 - T
risk- 5 5 .
~ involved: = 7 I8 Pit
t=1 i=1 ) )
where
Poo- ¢ Additional capacity for i type power plant dufing period t.
Eit : Energy generated per year\by i typé power plant during period
U, ¢ Unsatisfied energy demand during'peridd t.
a. : Unit cost of installed power for i type power plant.
a; : Unit cost of energy generated for i type power plant.
'Yi’ : Pollution coefficient for i type-power plant. .



]
!

B. "~ : Space occupied coefficient for i type power plant.

di : Risk cggfficient for 1 type power plant.
U : Unit cost of unsatisfied energy demand.
r : Discount factor compounded annualiy.
1 5t=2 . . - ' ' . . .. '
(—) : Discount factor for a 5-year period (discounting is done from
1+t ' ! :

the mid year for each beriod)

The constraints of' the mbdel are:

t

. Energy Demand : Energy genefated,plus unsatisfied demanﬁ must be .~

gréater'than_or equal to the energy demand.

T E._ + U_ > ED_. o ' - t=1,5

where ED_ is the enérgy demand péf year during period t.

. Power Demand  : Power demand must be satisfied at all times.

£ > PD | 1,5
5 T P..>PD : | t=1,
j=0 i=1 * t - :

where PD_ is the power demand during period t and P:5 is the existing

capacity for i type power plant.

.. Production Capacity : Amount of energy'that can be generated at time t
can not exceed the power capacity at that time

multiﬁlied;by the maximum load factor (f;) of

the respective power plant types.

E,, < C.f. T Py 5=1,5  £=1,5
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whEre_energy production is lagged by one time period (5 years) with
respect to implementation of a new -project. C, is the conversion factor

including reserve margin.

. Build-up Rate The amount of new capacity added. for each
' type of power plant is limited by the
develoﬁment of technical capacity through
the coefficienf Ki."

~

t-1
. < . z .. » E 1=] . . =
Poo _.Kl ] P1J i=1,5 t=1,5
.3=0 : : B
. Hydro-Peak Limitation = : Ex1st1ng hydro—peak power - is restrlcted by
' the ex1st1ng hydro-base power ‘at any time
through the coefficient h.
t : -t - . '
I Py <h I P ) | 1,5
| 5=0 3t 3=0 2t . s
. t t : .
where jEOPzt and jEO P3t dépote Hydro-base and Hydro-peak powers
respectively. '

[11.2. THE ADAPTIVE APPROACH

‘The modelling of thevpower system expansion problem discussed earlier in
this chabter requires the forecast of energy demand for each period. Once
the values of ED, are éet there is no possibility to change them
throughout the plann1ng horizon of 25-years. But emergy demand dur]ng a
period is a function of various factors Two important factors that
determine the energy demand level are the price of the electr1c1ty supplned
and the Gross National Product (GNP) of the country On the other hand,
GNP'during a period is also a function of the energy consumption of the
country. Therefore the firstrperiod solutions obtained from this pfocedure
will affect the energy demand of later ﬁeriods since the cost of
electricity generated during the first period is a functiqn of the
 alternative choosen to generate the required energy. The probley is the

.same for other periods. -



-

Therefore, a periodic review.of the system at the end of each period is

required so that the necessary adjustments can be made.

The adaptive procedure described below overcomes-this problem, ahd from.
that point of view it is superlor to other approaches. Another desirable
feature of the adaptlve approach is the fact that it ellmlnates the

end- —effects. Since energy production 1s 1agged by one time perlod ] years)
" with respect to the implementation of a new pro;ect ‘and the period right
after the planning horizon is not consldered, there may be no need for
 additional capacities at the fifth period, a very‘unrealistic situation.

- The adaptive approach overcomes the problem since the total planning
horizon is enlarged and the relevant plannlng horlzon is less than thlS

total plannlng horizon. .
[11.3. THE ADAPTIVE SOLUTION PROCEDURE
The adaptive solution procedure employed is depicted in Figure III.l.-

{ START )
v
L DEFINE Scenario |.

{
I ITER = 1 ]

(4} ) . .
[ . CALL BLP |- Bicriterion Linear Programming

i)
| STORE Results |

l TITER = ITER + 1 | °

, P
Results

CALCULATE Cost of the
electricity supplied for
the first period. SET ‘the
New Planning Horizon of ~
25 yr. with new existing
capacities and energy and
power demands
N

Figure III.1. The Adaptive Solution Procedure
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The beginning year is taken as 1982. Then, according to Figure IIIL.1,
for 5 iterations, the planning horizon changes as in Figure III.2. The
set of results consisting of the solutions for the first periods at each

iteration constitutes the aggregate results for the 25-year relevant

planning horizon.

1.Tteration | 1982- | 1987- | 1992~ | 1997- | 2002~
1986 | 1991 | 1996 | 2001 | 2006

2.Iteration - | 1987- | 1992~ | 1997~ | 2002~ 2007
1991 | 1996 | 2001 | 2006 | 2011

‘3.Iteration ' 1992- | 1997- | 2002~ | 2007~ | 2012- | |
: 1996 | 2001. | 2006 | 2011 -| 2016 o
4.Iteration . ' "~ | 1997- | 2002- | 2007 | 2012- | 2017~

2001 | 2006 | 2011 | 2016 | 2021

5.Tteration | | 2002- | 2007~ | 2012~ | 2017+ | 2022-
\ R 2006 | 2011 | 2016 |2021 | 2026

Figure III.2. The Planning Horizon at Each Tteration

The obJectlves are taken two at a time with the economics .objective always
being present and the trade—offs between obJectlve pairs are observed.
Bicriterion analySJS provndes conceptual case for the decision maker,in
selecting his preferences, in that efficient solutions can be represented
graphlcally in an easy manner and can be lnterpreted and analyzed more

readily.

In other words, in real life applications the bicriterion linear programming
is expected to generate (efficiently) a subset of nondominated solutions

and then the decision maker is expected to state (explicitely or
implicitely) his preferences among ‘that subset of efficient points

(The efficient p01nt most preferred by the decision maker will then
generate the input parameters to the next S-year perdod bicriterion
 linear . programming). This process will continue until all five 5-year

pericds are considered. One of the most important advantages of this

—
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procedure is to give a flexibility to the decision maker to review his
value judgements and to reassess his preferences at the end of each
iteration considering the new economic, environmental and social

conditions indicated by the efficient solutions generated so far.

However workJng with an actual deCJSlon maker and obtaining his real
_preferences was beyond the scope of this study. Consequently the approach
adopted was to try to simulate a deolslon maker. Thls, in 1tse1f, is no

easy task'either and requires'carefui,and extensive eonsideration of
_the several factors entering into the decision—making orocess. Although
~a detailed model of the preference system of a decision maker could be
‘developed, a much 51mpler approach which was considered to be adequate
‘for the purposes of this study was taken. A welght ratlo W1/W2 which
indicates the relative importance given to the two obJectJves by the
_decision maker is soecified and at each iteration only the efficient
solution correspondlng to that weight ratlo is generated. Although in
thls case the capac1ty of the algor:thm is not utilized as it should be,
elther by developlng a model simulating the decision maker, or by
1nteract1ng with-an actual dec151on maker the capacity of the model
~developed can be used fully.
The algorlthm used”’ requlres a range for the Welght of the second objective
function in order to generate the efr1c1ent extreme p01nt(s) valid for
that range. If this range is specnfled as (0,1), then all of the efficient
extreme points will be generated In order to satisfy the 1nput
requ1rements of the algorithm, the necessary range (al, a2) is calculated

from r-—Wl as follows:
W2 ,

I
el

Wl + W2

;El =T = W1=rW2

W2

From these two equations it can be-found;

W2 + W2 =1

W2(r+l) =
W2 ='_l_
r+l
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a, = —— - 0.01
; r+l '
a, = L + 0.01
o+l '

. So if we choose LS as 3, then

w2
1 : C
a; = —. - 0.01 > a1=0.24_
3+1
. g .
a, = —- + 0.01 - a, = 0.26
‘ 3+1 - : _

is obtained and ay and a, are used as the range for which the.

aigorithm works.

If a large“range.is specified .for the weight ratiod initially, all
efficient extreme ﬁoints whose weight ratios are falling in that range
Will.be generated at the end of the first iteration. Thevneceésari
adeﬁtations (i.e. energy-power demand forecasts, initial ﬁower capacity
adjustments, etc.) will take place for each solution set of efficient
extreme ﬁoihts; and the next iteration, bicriterion linear ﬁrogramming
will start for each of them. After the combletion of the fifth iteration,
there will be too many solution branches which will mbst.brobably cause

a complexity for the decision maker.
III.3.1. SCENARIO SPECIFICATIONS

The main aim of this study was to derlve a framework for the power
systems expan51on decisions based -on trade-off functions between ﬁélrs

of objectives. Therefore whlch two objectives out of the four objectives"
are considered is the first specification of the scenarlo, and is denoted
by Sl' The second speagflcatlon, denoted by SZ’ is an ehpressnon of the
implicit utility function of the decision maker. After all eff:clent

isolutlons are generated, the dec151on maker(s) will choose one of these
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in line with his'(theif) implicit utility function. However, since
cooperation with the decision maker was not possible within the scope of
this study, the relative importance given to the two 6bjectives was
considered in the form of the objective weight ratio, W1/W2. The third
one, 53,'isrthe desired profit margin which will be added to the unit
cost of the energy. supplied in order to'determine the unit ﬁrice of
;elegtricityt'Finallf, the incbme elasticity, S, used in forecasting
demaﬁd,;is~élso taken as a scenario specification éince different income

elésticity Values are ‘tested. Therefore, (Sl,.S

925 S3; 54) define a

specific scenario.

IiI,s.zg SUBROUTINE BLP (BICRITERION LINEAR PROGRAMMING)

Subroutine BLP enumerates’ either all efficient extreme points or any
desired sﬁbget_of such points of the ﬁroblem. However only the efficient
extreme bointvfor which the range of objective weights,as defined in -
'section II.2. , with (Ri)«is returned back as the solution of the

‘ ﬁroblem. Exceﬁt tﬁis modification, the éblution ﬁrocedure is the same as
the one explained in Chapter II. .

. II1.3.3. SUBROUTINE UPDATE

Given a specific value for W1/W2, Subroutine BLP returns a solution
"~ subject to the constrainté‘whose RHS vector (b-vector). has to be changed
for pnergy and power demand entries. At the end of each iteration the
energy and power demands have to be recalculated for the néw plannlng

” horizon. Subrouthe UPDATE 1is ‘used to achieve this function.

In order to facilitate data handling, at each 1terat10n the initial set

of data is read from the same logical unit. The F¢RTRAN statement REWIND n,
where n is the number of the 1oglca1 unit is used for this purpose. Then,
depending on the iteration counter, the necessary updates take-place.

These updates; are related to:

st

i) 1°° period nuclear power assignment

ii) Initialization of new beginning capacities
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iii) Energy demand
iv) Unsatisfied Energy demand, and

v) Power demand.

Energy demand, unsatisfied energy demand, and power demand calculatioﬁé
and uﬁdates will be discussed in detail in the.following sections.-‘ s

‘1St peridd nuclear power assignment is carried on for the fi;st ﬁeriod.
of the first iteration since-an existing caﬁacity of zero for-nuciear

- power ﬁlant type would lead to zero additional caﬁacity for the next

periods and iterations due to the constrainf
Py < K1P10 . where

-

Pil is the additional nuclear.capacity at the first beriod,
Ky is the build-up rate for nuclear power plants, and
PlO is the existing nuclear capacnty at the beginning of the plannlng
horizon. Since
t-1

Plt S-Ki on Plj for t=2,3,4,5,

there would be no possibility for an additional nuclear power plant

capacity. Therefore the constraint

<K P " where . P, .=0

P11 = %10 g 10
- ) dt
P11 K1P10 < 0 'ls changed to
Pli - Klﬁlo = 1 ,: only for the first iterationm.

Initialization of the new beginning capacities for each jteration is carried.
on by simple FPRTRAN statements depending on the value of the iteration .

counter. Therefore, for the second, third, fourth and fifth iterations

 the following assignments are included:
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PiO = Pio'* Pil for 1 type power p}aﬁt.

where Pib at the left side of the equality sign is the existing caﬁacity

of the i type power plant at the beginning of the ath iteration, P., at

. i0
the right side of the equality sign is the existing capacity of the i

type power plant at the beginning'of (n—l)St- iteration, and P. i is the
additional capac1ty of . the 1 type power plant at the first perlod of the

(n-1)5t Jteratlon.

IiI.3;é; COST AND PRICEjOF ELECTRICITY SUPPLY

Energy demand is a. function of-various'factore including tﬁe price of
the electr1c1ty ds a major variable. Therefore before gonng on w1th the
energy demand calculations for new plannlng horlzons, the prlce of the
electricity has to be estimated.Subroutine UPDATE calculates the new
ﬁrice of the electricity for the second, third, fourth and fifth iterations.

Let PRICEt = Price of the electricity at the ™ iteration.

'COSTt = .Cost of the electricity at the ™ jteration.

PROFIT — Profit margin for the electricity supplied (a scenario

specification)

then PRICE_ = COST_ x (1+PROFIT) : (1)

Furthermore, let

COST COSTIN,_ + COSTOP, » , ,(_)

-

where COSTINt and COSTOPt. are the investment and operating cost

components of COST, respectively.

Energy generated yearly by i type power plant at the first

EGit i ' th

period of the t  iteration.
UL, = Useful (economic) life of i type power plant.
ithen . _ ’ - . .
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(e,
c o, Pa0*Pin) e
COSTIN, = e _ _ (3)
. ,E-1
1
- and
. | .
. i o EGl,t—l
COSTOP = A ‘ (W)
' ' T EG 4 ' .

.t
: PR S e s . e :
where o . and o, are the unit 1pvestment cost of the 1 type power plant

and unit opetating cost of the energy‘supplied byvi type.power plant.
“Combining (1), (2), (3), 18), we get

(P +P )t 1+2 a - EG; Le-1 ‘ P

PRICE_ = (1+PROFIT) & T ) (5)
' ‘ L EG; 1

In other words, the cost of the electr:c:ty suppl:ed is a welghted
average of the cost of the electr1c1ty supplled by various power plant
types On the other hand, the cost of the electricity supplled by a
specific power plant is the sum of its operatlng cost per energy unit
generated plus the ratio of the yearly deprec1atlon over yearly energy

‘generated by this spec1f1c power plant.

III.3.5. ENERGY DEMAND FORECAST
As mentloned earlier energy demand is a function of various factors such

as price of the,electr1c1ty, GNP per capita, populatlon, industrialization,

etc.

. The use of GNP instead of GNP per capita is a good and widely used

-
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approach since it represents also the population and industrialization

- factors .together with GNP per capita factor.

In other words, GNP is a function of GNP ﬁer capita, pepulation, and
industrialization. Thus, ceteris paribus a change in one of these factors
will affect GNP in the same direction. ‘

Startlng from thls p01nt of- v1ew, the follow1ng formula is used to

estimate energy demands. for new plannlng hor:zons

PRICE PR EL.. GNPt , IN.EL
ED_ = ED_; ( £ t—L ) ‘ (6)
: : PRICE_ ., GNP _, ,

where PR.EL. and IN.EL. are the price and income elasticities

respectlvely..
GNPt is also célculated_as'a function of GNf’t_1 by the following formula
. ’ . - EDt_l . )
GNP, = (A) (GNP,_p) ( ) b &
: ) EDt_2

-

since, due to the mutual influence, GNP is also -a function of the energy

demand.

Then combining (6) and (7)

Y

, .EL. : .EL.
PRICE, PR.EL ED,_; IN
ED, = ED,_; ( ————) (A ) (8)
' PRICE,__; o ED _,

1s obtained.

In the calculations PR.EL. is taken as -0.4 . A which 1s a constant 1s

taken as 1.155 and IN.EL. is considered as a scenario specification.

-
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Subroutine UPDATE Calculates.tha‘price of the electricity éupblied and

the resulting energy demands for new planning horizons at eatch iteration

and makes the necessary changes in the b vector accordingly.

Since  PROFIT (Profit Margln) and' IN.EL. (Income Elasticity) 'are the two
of the four scenario specifications, different: values for these two

_ parameters can be tested and their influences can be analyzed.

I1II.3.6. ﬁNSATISFIED’ENERGY DEMAND
In the prev1ous section, we have discussed how energy demand is forecasted
for new plannlng horizons. Since we have assumed that the add:t]onal

capac1t1es will operate one period later, the beglnnlng,capac1t1es at
each iteration have to satisfy the first bariod energy demahds.'Howéver,
‘thisvis not guarantied;‘Far instance, a sharp decrease in the ﬁrice of
the electricity may highly effect the first beriod énergy demand and.

existing caﬁacities may not be sufficient to generate-the necessary enefgy.
Then an infeasible solution may result. To overcome this situation, -
unsatisfied energy.demand is ﬁermitted but a relatively large cost

coefficient is assigned in order to hold the unsatisfied energy demand

at a minimum level. Then, running different scenarios with different profit’

margins-and income elasticities the point at which the unsatisfied demand
vanishes can be found. Since the profit margin, in other words, the érice
of the electr%pitj-is a controllable variable, efficient price policies
which won't:lend to unsatisfied energy demands will result. V

-

IIT.3.7. POWER DEMAND FORECAST

Since "Power Demand (PD) must be satisfied at all times" is one of the
constraints of the broblem; new ﬁower demands for new planning horizons
have to be estimated. Once the new energy demands are calculated as
“described, ﬁower demand estimates can be obtained accordingly. For this
burbose an average load factor of 0.55 is used and power demand (GW) is
obtained from energy demand (TWH) by the following formula:
ep, = 222 (0.55) B, T |
1000 . . : (9).

PD_ = ;EBL : -

4,818
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where 8760 is the number of hours in a year and Tﬁ%ﬁ is the conversion

factor of Tera to Giga.

Subroutine UPDATE calculates and assigns new power demand values to the

"y vector"_in’the same way as it does for the energy demand except that

unsatisfied power demand is not permitted.
-III.3.8. SUBROUTINE STORE

Due to the adapt]ve nature of the algorithm, at the end of each Jteratnon
the values have to be saved and re1n1t1allzat10n occurs Subroutine

STORE does this function. It is. called from the main - ‘program at the end
of each 1terat10n and the values to be saved are stored in a matrix
whose rows represent the 1terat10n number. At the end of the fifth
1terat10n the matrix contains all the mecessary information for the
Aggregate Tableau conslstlng of the flrst period decisions of each

iteration. : . , '~ - A .
III.3.9. SUBROUTINE RWRITE

Once the iterations are terminated, Subroutine RWRITE is called in order
to print out the results. The output'consists"of three pages for each
scenario. The first nage, as illustrated in.Figure III.3, containes the
necessary information about the terminology of the variables. The second
nart<or the first page is used to define the specific scenario under
consideration. OBJ1l, PR.EL. and D.RATE have always the same values of
COST MINIMIZATION;—O.A; 8.0 % respectively_since they are assumed constant
regardless of the scenario. The other four parameters, OBJ2,‘W1/W2,
PROFiT, and IN.EL. define the soecific scenario under consideration, and
in the flgure these are POLLUTION MINIMIZATION 1.0, 20-% and 0.8

respectlvely.

In .the second page, the results of each iteration are printed. The rows

constitute the variables and their correspond:ng values at each iteration

are 1nsted columnWJSe A cross reference table is used since the varnables.

used in subroutine BLP are in the form of X(1), X(2), X(3),... etc.
The last rows are reserved’ for the :PRICE and Energy Demand (ED) of the

- ]teratlon under conslderatlon Flgure III.4. illustrates the corresponding

output.

32



(S B o % : . , .

. m i % pepe

oet

P R T T LT oye ) PR YR T ) Py

. : : . SHOTLY314133d5 O1¥YNIIS

A1IYNNNY ouo::o;:ou,.a..xopu<h;pz:oum_o

o T A1137115Y13 33184

. . i A113115¥13 JuedNl

(8) 317ddNS A9¥3INI IHL ¥OJ nIvHYW L[ j0¥d

(HNH/1) u3T94dns »amu:u and 40 3>1vud

1 001434 YNIYNG ¥¥3x ¥3y (HEL) guvu3d Aoudnd-

1 a0%iy3d anluad Lnvd ¥340d 3gal 1 Ay ¥YIL ¥3g (pnl) qllvyan3ds Lowu3uid

920z-2202
1zoz-,102
9l0z-z102
110z-,002
90022002

NOflvy3Lil*sS

.

1 qO1H3d ONIyna Llnvid ¥3nod Jdal 1 U0y (o} mh_u<m<u qYNOT fraaY

oo INYId 43M0d 3dAL 1 Hod (¥9) AL{dvgyd OniigiX2

1202+,2102 91022102 1102~£002 $00e~2002 @ g .
9102-2102 1102~.,002 900z~2002 loog=z66! ¢ &
110242002 9002.2002 1002=£661 9e6l=2661 : ¢
9002-z002 1002461 9561=2861 Tgeluzoel ¢ 2
1002~L661 Fo61-2661" toat=-c86l 9ge =206t 1 1

NOrAvyILI*h  Nopl¥u3LI®C nOplvydl1®Z  nOplvyatp*d -

REL

. avo)
(R19UNLY NVIJd=0HUAM
(11vQ) 3SYd-oyaAu

' : uvaiany

. .

LT T R P

A9010n dy3L

Motlvzlyiniw NOTLATT04

HOTLVZIHININ LS0D

-

I1vHeg

Q309g -

DTN

1140y4

13
N

ETYAL I

2rgo

‘trgo

31Vyeg

RELIE

SECTE

114084

t1'113

32144

tlla3

t1'11g

tu*11g

um»».pz<4mvmu¢oa.u

1031434 uz_».n 1




Fan

-,

gLozgc!
B5*Chg
Iit*clg
po*gic
ce 16l

Lg*%h

ag*
an!
an'
ao*
ag*
og*

0o
oo.*
op*
Qa-°
Sh*.S
€4%29

00*:
hi*99
na*
og*
sL°¢t
Onp*hS

g9
82*5¢
0Q*
ao*
8gyl
1192

2g*sg
89°¢9
80z
go* .
49411
geret
09*y
Zhe it
oc®
0z%91

s9'al

‘yagles

sl -
N AFYY]
¢c0*p0€
18°s0l

Lerett

ol’s

oo
00
o0*
0o
ao*
o0*

LE*9
0S°9h

.p0°
o0t

sL°c€
s0%'h

L€'9
2299
o0*
oo0*
88°s1
[ S T4

a0*
g9°t9
9h°
o]0 g
6911
-YAFA

LL's
wh*Zh
18°¢
00*
089
19°'s
09°1
19°%¢
vt
£8°%s

W8'h

*y3ILL*h

uor3elal] yoeg Jo sI[nsay ayl *¢*11r 2andtd

2esLh
16482
htr9sl
g9e+z01
gl*s9

Z8*h

L9
pac1e
00*
ao*
po*
po.

L€9
1le2s
.00
00
g8l
11+g2

Ihe2
1129
00
aue
6911
gLez!

g0’
hh*Zh
€Ll
({114
§8*9
I8*s

ge*'g
Nlegl
fleg .
o0
504
h?2
[VLAN!
nGg*hy
e
gL’s -
aZee

- -

‘u3Ll*e

yE

Lu*Lley
€6%291
016,
Lh*0q
S&°9¢

Ih's

L9
9Z°62
og*
o1t
0o°
oo

LE*9
€L*he
oo*
ou* .
s9°11
8Ll

[SLVR
hetEe
hl*
e Re i
88°9
| : -1

oo
gl*se
65° 1
oG
S0*h
he*e

are1
6€°91
95* |
wo*
gE*?
-0zl

0g* 1
he*2
og*
Oh*¢
‘oo

.mu»_.w

0G*gal
00%¢s
00*s3
Garot
gprz?

:mom.,

g9
Ogegc
pr
Lz
Lg:

[

Lg*9
Lhegl
S56°
G
Um0n\
Ig*s

"gae

fgegd
£C
Jo-
ERLEE
LA R4

St
€91
Geet

Cg
6¢°*
cz*

-— )

€he
g e
hG ¢
OCe
Crey
(S AN

- PN

Qg sy
Ope 1
Ggs
uges
[

-

raslrg

{9143
(hid3
tcras
tera3
t1)as

ERRE:F

(54513
ts'h)3
{s*hly
(s*Cly
(s'214
ts*lrg

(h*S)3
(h*h13
th'ndd
th'Clg
th*2)yg
th*l)y

{€'s)3
te*hly
(€'hiy
(c'ely

(€'2)g-

tetliyg

tz's)3
tZ'h12
')y
(2'Ciy
{24214
tz*1)d

(1's)1a
(t*h)a
(1% g

A1 Cr g

(1'2) 4
———a-&

(0%9) 4
(0'h)g
(0*€r g
t0'21g4

{0ty g

378v1lava

I e LA




112
mﬂnma 23882188y (BULd 9YL 'S'III aandig

TR 060 s 0 o ) o g O s T s D e e e By o v R S e e e gy P s o e e e B OO D e U W O g e 80PN g Y e 5 00 ek % g s e T S5 TR s B gy ke TR g b G 0 S RS g e
. . : N - . . N

.

2es Clvs " oez's . 01y theg (HKL)  QILYUINID ADMIND .-
091 09t 09ty . 09° C 091 . tro) ALIDVdYy ONTLSEYT -
., . . . 'LIL. ,”
. o . e EP]
Il‘llllllllllllllllllllllllIllllllllllllllllllllllllfllllpl'lllllll!llLlLlllllllllllllllf
890¢9 W zh  at'sg e€t9l  oaey Gorl)  231v43139 A9HIND
802 18°¢’ 11ee 95°1 hst t4t) A11Dveyd yNoldilgay
2kt 194 ' 05°'h he*z 0Lt 4491 AL13YdYy oNllsStx3 _

. e

“vod

lll!lllll(lllllllllllllrllllllllIlllllllllllllllLlltIlllllllllllt!lllllllll'!llllllhlllll
. + . . . N ] .

o [ L Q0! © oot 0g* L

ocs ot oct oc* ue*

o “tyoy K113vygVd qvNolliggy
tav) AL13Vvdyy ON1LisSIX3

P S Y X Yy

NVId=0HAAH "

. . M i
O s e W B S0 e ™ e s T T e T e e D s gy T B e e e e B gy o e e e O e O P et e S e Pe TR o 00 e T e 0 am e e P Oy e ge ae % O am ah e e B8 8B o B
. . PN

s1¢y g0sgh te'sz . s8cml 9L (Mel)  QILV¥INID ADHINT
91l a8¢9 s0%y . 8ctz Qb S t49) AL1dvgVD vHOiLlaqQy
0L491 £€8' 8Ltg On'e vosz Cted) - ALIOYdY) OHilsSt Y3

ISYE-0UOAH |

d e dmv e e d e a .. a———— :runanv:u:uxuuxxnn:::rnr;nr-u-:x:rurun:|:|||unrn|nur||r:n:rt w
99'ah FARFT S0'01 . v LSk oo tHel)  031vy¥INID ADHINI i
8421 18¢g . het2 0z°*t oo ,tuo) A11DvgVd avnoIlloay ;
s9¢at we ey © . nz*z ©oouty v vo* : t4o) Al1oVdY) SNILS1x3 !
L . '

o v . . e S an gy o A w

o . - ¥y 3TonN
- - . . [ . . .
lllllll"llllllllllllllllllJlllllll!llllflll!lllfll!lllllll(ltll

o e e T e e g B gy e e 0 G G g B
O ke e o ot e 00 g e P e e e e R R e g O 0 B0 e o4 O o e 8 ey e e en e e e e e g e 0 e e

oots - 001 ‘oo S 1L R 00 - - glrdstivsnn tHYL) "NYR3IQ- ADYINI
€Ct st FANIZR SL'S¢9 S6°9€ vorzz. ' cuﬂuw,h<m..:zp..c:(=uo X%83INg |

900242002,  [00z-L461  9661.2541 . lobtwzns!  8sl-dhyl

sosdotabontery,

L ]

€9%pb91 ¢ 2rgo - : . ) .
: : s NYIIQVL - ILYDIUDIY e :

L : .

-]

.-

» .

L I L .

Tecct00BPCERP00aRO0000Y R



Finally, the last page is used to print out the final aggrégate tableau

and‘the‘objective function values of the scenarib considered. Thé output
is shown in Figure II;.S. Both satisfied and unsatisfied energy demands

are printed for each period. Then, for each power plaﬁt type, the

existing capacity, additional capacity and energy generated are listed

accordingly.
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- CHAPTER 1V |
APPLICATION OF THE MODEL
TO THE TURKISH ELECTRICAL SYSTEM

The model with four objectiueélis eonlied to the Turkish.electrieal
system. In order to analyze thelr consequences, different’ scenarlos are
developed. Throughout this chapter, the obJectlves constra&nts,
scenario specifications, and results_obtalned will be discussed in the

given order.

The additional features of the progrem set, subroutine NEWOBJ, which
permlts the optlmlzatlon of the cost function only for the first two
periods at each lteratlon, and subroutine ADJUST, which enables the
algorithm to modify the (Wl/WZ) ratio during the execution of a specific

sceriario will be presented too.

After all efficient solutions are generated one of them would be chosen
by the deCJSJon maker accordlng to his implicit utlllty function,
however decision maker's implicit ut111ty function would also change
under the new economic and env:ronmental c1rcumtances. Since there is
- no cooperatlon wnth the dec151on maker in this case, the’ prespec1f1ed
\obJectJNe weight ratio (WL/W2) now will be changed in each iteration if
necessary to simulate the changes in a real decision maker's utility

" function.

IV.I. THE OBJECTIVES OF THE MODEL

As'mentioned there are four objectives to be considered two at a time,-
the cost obJectlve being always concluded. The other three ‘objectives

are risk, pollution and space. All are in the minimization form.



IV.1.1. COST MINIMIZATION OBJECTIVE

. ‘ 5 4 _ , -
. 1 ,5t- t-1
MinC= I (—) 2 { z aiPit + S[ai 8.76 £, ; .
t=1 1+r j=1 + 71 1.15 ! j=0 U
,8.76 . Tt
9" f2 L P2.' -
1.20 < j=0 “J
' .‘ ' - -
. ¥ ooy Bypvoag By +ulid )
where
i : 1s the power ﬁlant type . _ . _ .
i=1 nuclear
i = 2 hydro base (dams+turbine
i = 3 hydro peak (turbine only) -
i =4 coal
i=25

fuel

t : is the subéériﬁt of the 5 five years ﬁefiods.

r ! is the discount ﬁactor comﬁou?ded annually.

Piobis the existing capacity (GW) of the i type}ﬁower plant.

Pit;is the additional capacity (GW) of the i type powef plant during.

period t.

Eit:is the energy.generated.(TWH) per year by i type power plant

.during period t.

oy :is the investment.cost (TL/W) of.the i type power plant.

-
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.v‘.k-’v‘ . ’ .
Gy tis the operating cost (TL/KWH) of the energy generated by i type

power plant.
fi :is the load factor of the i type power plant.

p ‘is the unit cost of unsatisfied energy démand.

N,

1 . ot=2 . . ) - | N . .
' —) + : 1s used'in order to consider the mid-year of each
1+r . T -
) : five-year period and r is taken as 8 7 compounded
annually.
Furthermore, - "

.c"

It is assumed that energy production is lagged by one_tiﬁe bériod.

. Energy generated by nuclear and hydro-base ﬁower ﬁlaﬁts are expressed . -

as a function of their existing capacitieé by the following -

transformations?

ce=1 » . - - .

- 8. |
Eq, = 76 £ 3 Py
1.15 j=0

. t-1
8.76 -
By = £, I Py

1.20 ~ j=0

where 8.76 is the number of hours in a year (8760) divided by the

conversion factor (1000) to convert giga to tera.

E and 1 are the reserve margins for the nuclear and»hydro
1.15 1.20 ) ‘

-power plants as a result of internal effects such as unpredicted

break—downs.

_ No additional capacity is allowed for fuel type power plant but energy

generation from the existing capacity is permitted.
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. The values of the parameters* are as follows:

‘Useful Life'.

i ai al
i fi (economic)
- TL/W TL/XKWH A - Years
»
(nuclear) 100° - | . 2 0.60 25
2 ‘ ‘
(hydro-base 70 1| o0.60 100
- dam) - . '
. .3
*."(hydro-peak 20 - - 20
. turbine)
A , |
(coal) ‘ 60 - 4 | 0.70 30
5 . _
(fuel) ~ | - 8. | . 0.50. 30

‘u = 20 TL/KWH

'_i Table IV.1. The Values of the Parameters- Used in Cost

Objective Function

# A1l the values of parameters are given by Prof.Ibrahim Kavrakoglu,

Bogazigi University.

-
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. is given below.

’ Loﬁést

© IV:1.2. RISK, POLLUTION AND SPACE MINIMIZATION OBJECTIVES

'Environmehtal“impact and potential damage aspects are not as easily
" quantified as financial aspects. For Risk (R), Pollution (P),'and'S§ace

. (8) minimization objectives, an ordinal ranking is made [6] . The ranking

;"Cost - Risk ?olluﬁioﬂ' ' Sﬁéce
‘ Fixed . Variable ‘ . o
‘Highest = '.‘ o : J SR S, B
" Nuclear  Coal ~ Hydro o Coal ~ Hydro \
Hydfo ;;’ Nuclear Nuclear =~ Nuclear . Céai ‘
Coal = ° Hydro éoal, o ‘Hydro ‘Nuclear’

’

-

Table IV.2. The Ranking of_fower fiants W.T.t. thelobjecﬁives

In the objective function, the additional capacities are given a
coefficient for risk and space minimization whereas energy generated is

assigned a cdefficient for pollution minimization.

However the energy generated is transformed to-existing capacity in the
-pollution objective for nuclear power plants as it is done in the cost

‘minimization objective.

" The resulting-Risk, Pollution, and Space Minimization objectives are as

- follows:
. 5 , :
Min R='1 Gl,Plt + 62P2t'
. t=1
_ 5 ) -

Min P = % 71 Plt +’Y4E4t + Y5E5t

. ' t=1 ! ,
5 ] ‘ o

; Min S = I By Pe By Fa BuFue

N 41



, The values of the parameters are taken as

/

i | risk Gi. pollution vy ~ space Bi

1 (nuclear) 8 1 - ' 1

2 (hydro) |~ 10 - 10 N
4,(cba1"' | - - 1o o2

5 (fuel) : - ‘ 5 . B -

3 Table IV.3. The Values of the Parameters Used in Risk,. . ,‘ ‘

Pollutlon and Space Objective Functions:

As regards risk involved, a higher coefficient assigned to hydro plants °
rather than nuclear plants may appear conterintuitive. However, quite '

a few dams have failed and in the event of a failure, the'number of lives
that would be affected is of the same order of magnitude for either type,

" of plant

Ae regards to pollution, coal power plants are more objectionable. Few
would argue that the radiation or excess heat release of a nuclear power
plant affects the environment as much, as the chemical pollution caused
by the burnlng of foss:l fuels espec:ally if low quality-high sulphur
content coal is con51dered. 2

Flnally the space occupned by the reservoir of a dam is much more than
any other type of plant and the area required by the nuclear power plant
is usually less than a coal power plant whlch has to be considered

‘together with its storage facilities.

In determlnlng the obJectnve coefficients; the investment cost was taken
as the sum of power plant and transmission costs. Transm]ss1on costs are -
almost as high as plant costs and may vary significantly depending on the

distance that energy transmitted to.
' a
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. In Turkey, where»the hydro potential is rather distant from the main
load centers, the largest unit transmission costs are incurred for
' hydroelectricity. Lowest transmission cost apply for coal power blants

while nuclear plants would entail costs of intermediate value.

As it is said above, énvironmental impact and potential damage aspects

are not as easily quantified as financial aspects.

Epvironmental impacf,'as defined-hére, refers to polluti&d cauéed by
burning of cbal, fuel,';adiOactive emissions from a nuclear power plant;
and land cbVereq by the ;eservoir of a hydroelectric plant, and nuclear
anq cqai plan?s'rélafiQely in small amount. Although these indicators
imply différent dimensions and necéssarily entail a certain subjective
evaluation, the:raﬁking given in Table IV.2. may be reéréééntétivé of

many analyses.

"IV.2. THE CONSTRAINTS OF THE.MODEL

Thére are 45 constraints involving 40 variables in the model. These

constralnts are:

. Energy Demand : Energy generatedrplus unsatisfied demand must be

greatef than or equal to the énergy demand (ED).

t-1 t-1

- €01-CO05 8.76 f1 T P1.+§L19 f2 z P2.+E4t+E5t+Ut > EDt ‘ t=1,5
©1.15 - 3=0. Y 1.20 “j=0 '
. Power Deﬁand f Power Demand (PD) must be satisfied at all times.
S5 t 4 ‘ ,

B - ’ . . P.. >PD ' - t=l:5

CO6-CL0 I 8; Pyo+ -I I &y Py > P 7

: =1 — j=1 i=l /
. L
where 2. is the reserve margin coefficient and is equal to 0.80 for
4 i \ . :
" i=1 (nuclear), 0.85 for i=4 (coal) and 1.09/for(i¥l and &.

e
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-, Production Capacityv ¢ Amount of energy that can be generated at
time t cannot exceed the power'capacity at
that time multiplied by the load factor.

This constraint is applied to coal and fuel :

power plants.

. o t-1 ) . :
‘cl1-C1l5 - =~ E&tlf 8.76 fav z P&' - . t=1,5
"7 110 ty=0 M IR :
C16-C20. - ESE 5-§l29'f5 ?50 ' B ’ t=1,5
: ©1.10 C - '
o :
where . has the same meaning as exﬁlained'for nuclear and hydro

1.10 _
- power plant types in Section IV.1.l.

. Build-up Rate . & The amount of new capacity added is limited
. ' by the development of technical capacity
through the coefficient Ki for nuclear

- hydro and coal power plant types.

‘ . o - Li=1,2,4
c21-c35 By <K I B el

where Ki are taken as

i .. K

1 (nuclear) 1.2
2 (hydro-base) 0.7
4 (coal) 1.2

Akrelatively low K factor for hydro-base type power plant also restricts
the hydroelectricity that can be generated by the hydro potential

developed up to. that time.




.AHydro-Peak Limitation : EXiSting hydro—-peak power is restriéted

by the existing hydro-base ﬁower at any

time
, t .
C36-C40 L P <1.5 ¢ P =
: . 3t - 77, : t=1,5
. Beginning Caﬁacities/(GW) ' : ’ o -
C4l1 . PlO fVO.O B N - . o
. c42 = : . ‘ . ' | ‘
Ch2 Poy = 2.0 . | | L
C45  Pgy = 1.6 - o | .
IV.2.1. INITIAL DATA FOR "b VECTOR" AND OTHER SPECIFICATIONS : '
. At the beginning of: the firstbiteration, energy and ﬁowér demands are
taken.as ' o o : ,
" ED (1) = 22.0 TWH © PD (1) = 4.56 GW » | |
‘ED (2) = 36.0 TWH . ~ PD (2) = 7.48 GW
gD (3) = 59.0 TWH PD (3) = 12.28 GW S
ED (4) = 97.0 TWH PD (4) = 20.18 GW -
ED (5) = 159.0 TWH ~ PD (5) = 33.02 GW
- For cost of the electr1c1ty calculatlons ED(0) is taken as 13.4 TWH
and price of the electricity at the beginning of the first Jteratlon
is taken as 5.50 TL/KWH. A 20 7% additional increase in energy pr1ces
is assumed starting from the third period.
. Additional nucleaf'cabacity at the first period of the first -iteration
s assumed to be 1.0 GW.

45 : |



. The starting calender date is taken as 1982.

. The following cross reference tableau is used for the identification

of the variables.

Pro *1 P % I%iz Y12 Pz Xg Py %y Pis Xy
Pyo ¥p- "?21 X7‘ ‘_" I;22" X Pys Xpg - Py Xps PZS/)'(Sl
P3o %3 'P31‘:X8 a2 LT i’3‘3_ X0 P Fag Py X3
Pio X, P4 X9 Pio” X5 .'1;4_3 %1 ‘I’:z;z; %7 Bys X3
. ! | |
Pso s
By *r0 Fa2 Fre o P X;_z B Xas o Fas Xy,
Esp %11 Bsy X1r7' Fs3 Xa3 o Fsu Koo | 555 %35
Up X3¢ Uy Xy, Uy Xgg Uy Xy U5 Xy
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1V.3. FIRST SET OF SOLUTIONS AND OBSERVATIONS

The .following 18 scenarios are tested with PROFIT = 20 % and IN.EL.=0.8

Scenario Number E 0BJ2 ‘ Wl/Wé
1 - RISK. ' 3.0
. 2 RISK - 2.0
3 RISK. - . 1.0
4 'RISK o5
5 RISK S 0.2
6 RISK ol ’
7 POLLUTION 3.0
8 POLLUTION 2.0
9 POLLUTTON 1.0
10 POLLUTION 0.5
11 'POLLUTION 0.2
12 POLLUTION - 0.1
13  SPACE 3.0
14 SPACE . 2.0
15 SPACE 1.0
16 ' SPACE 0.5
17 SPACE 0.2
18 " SPACE ' 0.1

It is found fhat,'regérdless of the scenario under consideration, the

same Yesults are obtaiﬁed for-Wl/W230.5. In other words the cost objective.

is very effective and the efficient ﬁoints are Séﬁarated with sbarﬁ edges.
- But for 1oweriva1ues of W1/W2 such as 0.1, 0.2, diffefentiation of the

solutions depending on OBJ2 occurs.

IV.3.1. COST EMPHASIZED SOLUTION

From the financial ﬁoint of view, the power plants were ranked as

Hydro, Nuclear, and Coal as Hydro being the most economic one. Therefore

for cost emphasized solution, the following procedure, illustrated

through Figure IV.l, should hold roughly at any period.

47



. Increase additional caﬁacity-of hydro until

"ED and PD are satisfied ..

ED and PD
" are satisfied before -

the additional hydro capacity Yes A‘ NEXT “ITERATTON

reaches its limit

N

Increase additional capacity of nuclear until

ED and PD are ‘Ssatisfied

- ED and PI- .
are satisfied before

the additional nuclear capacity Yes

. _p NEXT ITERATION
reaches its limit

Increase additional capacity of coal until

ED and ‘'PD are satisfied

Figure IV.1. The Decision Procedure For Cost Emphasized Solution
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Although the optimization of the whole horizon at each iteration may affect

the solutions as well as other factors, a 51mJlar solutlon is expected

where cost obJectlve is domlnant.

The results given in Flgure Iv. 2.\are conSJStent with this approach Both
.hydro—base and nuclear are at their maximum levels and the rest of the
energy demand is supplled by coal Furthermore if we have changed the
ranklng Hydro-Nuclear-Coal to Nuclear—Hydro—Coal, the same results would

appear since both Hydro and Nuclear are at their max:mum levels.
1IV.3.2. POLLUTION EMPHASIZED SOLUTION .

* The same ranking is still valid for pollution emphasiaed case and both
lHydro and Nuclear are at their maximum levels. The rest of the energy
demand is supplled again by coal However due to the h]gher prlce of
e1ectr1c1ty, energy demand .is lower. Therefore, the adetJonal capacnty
1ncrease for coal is expected to be less than the one in the first case.
The results obtalned and shown in Figure IV.3, support this view and the -

total coal power plant capac:ty is less than half of that prev:ously

calculated.

IV.3:3. SPACE EMPHASTZED SOLUTION

1
in lnne with the above discussion, when the space occupatlon is. consldered
one expects that both riuclear and coal capac:tles should be used up to
‘their maximum limits and the rest of the energy demand should be supplled
:by hydro. '
But the results obtained are exactly.the same as in the first case and
~seem inconsistant with the above criterion,as can be observed through
" Figure IV.4. This is partly due to the problem being very constrained
so that there is no so many alternatives and also cost and space objectives
“are not contradictory in this feasible region. Although the,overall
}esults given by the aggregate tableau remain the same, the solution set
at each Jteratlon shows quite .a lot of varlatlon with the 12 scenarios.
The overall opt:mlzatlon of the five per]ods may result in better

investments for the second,thnthourtn.and fifth periods at the expense
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p (GW)

A

SCENARIO -

SPECIFICATIONS:
2 OBJ2 : COST v

Wl/W2 : 0.5-3.0

_PROFIT : 20 %
0 -~  IN.EL. : 0.8
8
6 4+
4 —
7 L
, L .

|
SN
3 - N
L
) =
1982 1987 1992 Y1997 2002 2007

Figure IV.2. The Graphic of Cost Emphasized Solution
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20-

18

SCENARIO

. SPECIFICATIONS:

OBJ2 : POLLUTION

Wl/W2 : 0.1-0.2

PROFIT : 20 % |

IN.EL. : 0.8 | - :

HP

L 1 i : } {

i 1 1 i
1982 1987 1992 . 1997 2002

Figure IV.3. The_ Graphic of .Pollution Emphasized Solution
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A SCENARIO
SPECIFICATIONS:
| oBJ2 : SPACE
4+ W1/W2 : 0.1-0.2.
PROFIT : 20 %
. IN.EL. : 0.8
0 +
8 T
6 -
Lo
2 T g
0 L
. L |
6 T l
i
|
4 T E
2 - |
]
|
|
. ’ 4 i
L 1 1 B ! |HP 1Yea:
r — l R — T
1982 1987 1992 1997 2002 2007 |

Figure IV.4. The Graphic of Space Emphasized Solution
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(GW)

C
\
4 SCENARIO f
SPECIFICATIONS:
0BJ2 : RISK 1
- Wi/W2 : 0.1-0.2
PROFIT : 20 %
IN.EL. : 0.8 ,
e : N ‘
, |
i |
ff
|
i
|
- |
o
|
|
e S |
. |
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| il 1 . 1 } R 1HP . : ,Yeg
1 = i ] ' g ] : I
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Figure IV.5. The Graphic %f Risk Emphasized Solution '
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\of the f:rst perlod In fact the results are more sensitive to: scenario
parameters but this can not be observed from the aggregate tableau

where only the: first. perlods of each Jteratlon are considered.

So at that point a new feature is added to computer: program set: the
‘program'NEWOBlehich enables the user to execute the same scenario with -
the same objective functions and constraints where only the first two

»periods Of_each iteration are optimized.
" IV.3.4. RISK EMPHASIZED SOLUTION

When rlsk 1nv01ved ‘is empha31zed the results are consistent w1th what
should be expected The rlskless alternative shown 1n Flgure 1V.5, ‘
v namely coal power plants are favored Addltlonal capac1ty for coal type-
power plants is used at its maximum level, and the rest of- “the energy
demand is supplled by hydro plants. Since energy demand is satisfied
before add1t10na1 hydro capacity reaches its limit, no. add:t:onal
nuclear, capac:ty is requlred except 1.0 GW at the first perlod accordlng

to the formulation. '

For the moment the following observations can be made according to the
results obtained from 18 scenarios already tested. Figure IV.6 summarizes

the solutions:

~ 1. There are not many alternatives for the first periods, and the
number of alternatives increases only for the last periods.
- 2. During the planning horizon, there will be no need for additional

hydro-peak capacity.

-~ 3. Nuclear capac1ty ls either at its minimum or max1mum 1eve1 depend:ng
on the scenario spec:flcatzons (subroutlne ADJUST will permlt

intermediate values).

- 4. The price of the electricity is decreasing since fuel plants are no

longer favoured.

- 5. Energy demand is lowest when pollutlon objective is emphasized'.

‘There is no unsatlsfled‘demand espec1a11y dur:ng the last perlods

~
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- 6. The base power (Nuclear + Coal) is approximately Z 50 of the total
capacity except in the case where RISK objective is favoured.Since coal
is the riskless alternative, the base power reaches % 75 of the total

cahacity for that case.
IV.3.5. ENERGY GENERATED AND ITS PRICE

figureviv'7 iilustrates the total energy generated fdr each of the four -
results. Dependlng on the pr:ce of the electrlcnty at each perlod enetgy '
demand and supply show dlfferent Jncrea51ng patterns. When pollutlon is
'empha51zed the 1eve1 of the prlces is relatlvely thh, so energy demand
and accordlngly energy supply are low. Since the’ prlce of electricity 1s

-a controllable varlable by the use of the proflt margin, unsatisfied
‘demand can be e11m1nated by using hlgher proflt margins, thus 1ncrea51ng
the e1ectr1c1ty prlces. In.general the prices are decrea51ng since we do
not favour the fuel plants which have the most expen51ve operatlng costs.
A ﬁolicy of keeplng the electr1c1ty pr:ce at 1ts previous level whenever

a decrease is observed may be a good pollcy to e11m1nate unsatisfied N
energy demand. Accordlng to the results obtalned Figure IV.8. shows the
z'maXJmum and minimum values of the electricity prlces for each perlod
Without any'lnterventhn and regardless of the scenario choosen, the
érice,of the electricity islexﬁected:to have a value between the uhher

and” lower curves at each period.

56



IERGY GENERATED

(TWH)
A

50
-

0 -

. : . Year -
. ] : { I ar
— i | i ] —>
1982 1987 1992 1997 2002 2007

figure IV.7. The Grabhic of Energy Generated for Each of 4 Objectives Emphasized



.

.
PRICE OF THE ELECTRICITY - SUP?LIED
Uﬁﬁer'and Lower Values Curve
]
.

5.49

. 5.41

] : ! Ly - -

Year
—
>

1
1989 | 1994 1999 2004

Figufe IV.8. The Maximum and the Minimum Levels of the Electricity Prices

58



IV.4, SECOND SET OF SOLUTIONS:

‘IV.4.1. SUBROUTINE NEWOBJ

TWO-PERIOD OPTIMIZATION

Since the overall optimization of the five periods may result in better

investments for the second,

thlrd fourth and fifth perlods at the expense

of the first perlod, a new feature is added to the programs in order to

optlmlze only the f]rst two perlods subJect to the same constraints.

Subroutine NEWOBJ is written for this ‘purpose. ane called from the main

program, it makes the necessary changes on C-matrix (the term matrix is

used in stead of vector, since there are two C-vectors according to the

bicriterion approach). The idea behind this approach is to point out how

much the results in ‘the aggregate tableau are. sen31t1ve to the.scenario

,specnflcatlons, espec1a11y to the W1/W2 ratio.

IV.4.2. RESULTS AND OBSERVATIONS ‘

The folloWJng scenarios are tested with PROFIT 20 % and IN.EL.0.8 for

two perlod optimization approach

" Scenario Number

. 0BJ2

W1/W2

19
20
21
22
23

24

25

126
27
28

- 29

It is -observed that when risk is considered, differentiation from overall

optlmlzatlon of five perlods occurs for W1/W2<0.5 whereas exactly the same.

'RISK 3.0
RISK 1.0
RISK 0.5
RISK 0.2
RISK 0.1
POLLUTION 3.0
POLLUTION 1.0
POLLUTION 0.1
SPACE 3.0
SPACE 1.0
SPACE 0.1

results are obtained for pollution minimization and different efficient
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vertices are found for space minimization regardless W1/W2 ratio. In

* other words when space minimization objective 'is considered, the results
are sensitive to the weight ratié and when pollution is considered, W1/W2
. ratio looses its importance. For risk minimization, the weight ratio is

 a policy determinant up to a certain level.

Figure IV.9. shows the SJtuatlon for space mlnlmnzatlon case where the
results are sensitive to Wl/W2 ratlo.,It can be observed that the hydro
power is substituted by coal as the weight ratio decreases, i.e. more
importance is given to space mln:mlzatlon obJectlve.-On the other hand
when risk'is considered, -as 111ustrated in Figure TV. 10, the decrease-
in hydro capacity as Wl/WZ decreases is due to low energy demand of the

scenario because of . hlgher electr1c1ty prlce.

‘Two other 1mportant observatlons _can be der:ved from the results. Flrst

the substltutlon of coal and hydro occurs in the last perlods. This is
also consistent with our previous conclusion. which states that we do not
have many alternatives in the first'beriods. The second observation is
related to the develoﬁment of nuclear casacity. Qonsidefing the case of
overaliAobtimieétion of five periods and thatvof two—ﬁeriod oﬁtimization,
it can be. seen that the nuclear additional'caéecity is either at its

minimum or maximum.
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2-Period Optimization
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IV 5, AUTO CONTROL OF Wl/W2 RATIO WITHIN A SPECIFIC SCENARIO
THE ITERATIVE APPROACH'

4

'IV.5.1. SUBROUTINE ADJUST

Subroutine ADJUST enables the user to vary with time W1/W2 ratio i.e. the
"~ trade-off between Objectives within a Specific'scenario Therefore a

'.certain type of power plant may be restricted once it reaches a certain

percent of the total capac1ty Just by changing Wl/WZ ratio thus unfavouring

add:tlonal capac:ty of that power plant with the new W1/W2 ratlo which
has to be glven as data being an alternatlve to the second scenarlo
spec:ficatlon 82. So in line thh the nature of the solut]on obtalned
_the utility funcﬁlon of - the dec131on maker may change and it may have a
different trade-off from then on. Subroutlne ADJUST has thlS flex1b111ty
and is appl:ed to Nuclear Power plants for RlSk optlmizatlon case,
espec1ally because that nuclear power plants are either at their maximum
or minimum levels, so it may. be desired to have nuclear power capacities '
at intermediate levels- Subroutlne ADJUST enables the user to control
Wl/WZ ratio w1th1n a spec1f1c scenario in order to restrlct nuclear

' capac1ty once it reaches a certain 1eve1 just by changing W1/W2 ratio and
thus unfavournu;additional nuclear capac:ty but stlll optimizing the

remalning periods.

Once the new restriction for nuélear power plants is violated at any
period, the iterauion counter is no longer increased by 1, but a new
solution‘with’the new W1/W2 ratio which will‘not favour additional
nuclear capacity any more will be chosen. Now the user has initially an
aim which should be satisfied at each iteration, if not,the iteration
will be repeated with the new condition to satisfy his aim. This mainly

v

constitutes the iterative approach of the study.

JVFé.Z. APPLICATION.FOR NUCLEAR POWER PLANTS.

Subroutine ADJUST is applied toﬁNuclear Power Plants for Risk optimization

case.

_Thefexecution starts by W1/W2 ratio equal td‘l.O and then changes it to

0.1 to emphasize risk consideration, i.e. to unfavour additional nuclear
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capacity for eech.iteration where the energy generated from the nuclear
blants is greater theh 1/6 of the total energy generated. The results
are shown in Figure V.l. As it can be observed from the figure, W1/W2
ratio is adjusted for the third ﬁeriod and it doesn't neeé‘any further
adjustment for other periods. The resulting.exiéting caﬁacity’of 5.71
GW in 2002-.is ‘an 1ntermed1ate value which is not encountered ne:ther in

flve—perlod optlmlzatlon nor in two—perlod optimization case.
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. 7 ~ CHAPTER V
CONCLUSIONS  AND EVALUATION

The decision process and .the tools'used'in.that process are consistent
with .the recent‘developments in environmental concern and issues of

- social risk which have charnged the nature of power.systems expansion
dec:snons. The slgnlflcance of hard—to—quantlfy aspects such as risk
involved, pollutlon and space occup:ed can be determlned through scenarie-
analyses. The modelling technlque and the- solutJon procedure employed in
-this study offer several advantages. The linear programming model is a . .
well-known and established technique. Bicriterion optimization enables .
the user to consider different objectives and the trade-offs between

them. The basic objective of economlc efficiency subject to certain
technical conSJderatlons is. thus revised. Due to the adapt:ve approach

the perlodlc review of the System at the end of each perlod perm:ts the
necessary adJustments and from that pOJnt of view, it is superlor to
other approaches. Another deSJrable feature of the adaptnve approach is
the fact that it ellmlnates the end—effects since the total plann:ng
horizon is enlarged and thevrelevant~p1ann1ng horizon is less than this
total planning horizon. The iterative nature of the procedure gives the

flexibility to the trade-offs between objectives under new circumstances.

The results obtained from the’application.ofvthe model to the Turkish

. Electrical System can be summarized as:

- There are not many alternatlves for.the flrst perlods and we have to
increase our capacities for hydro and coal power plants as much as

we can do during the first perlodsr ' . ) E .

- During the planning horizon, there will be no need for additional

hydro—peak‘capacity. o . . . o |



~ The cost of the electricity will decrease since fuel plants are no

longer favoured. Keeping the prices constant may be a good approach to

eliminate possible unsatisfied energy demands.

- - We are not too late to build nuclear power plants but we will need
nuclear energy in the short-rum.

- Energy demand constralnts -are always satlsfled with equality or
uunsatlsfled demand occurs whereas the power demand constraints may ‘7
remain redundant. So the country ‘may face energy shortages rather than.

power “shortages. -
A g : , .
As a fJnal word, L would like to emphas1ze the Jmportance and capab:lltles
of the model hoplng that 1nterested readers or researchers may find it
useful&, so the further analysrs and 1mprovements of the model will take

hlace.

Another feature of the study is that the model can easily be used for the
analysis through the scenario spec1f1cat10ns, and the feature added by
the subroutiné ADJUST can be further elaborated so as to simulate the
decision making process and to model the’ preferences and the behavior of

the decision maker much more closely.
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- Data cards have the following structure:

APPENDIX 1
USERS MANUAL -

'In order to execute the program,. the following steps have to be followed:

1) Load constant data

"2) Execute the program for a’ specified scenario.
T.1. LOAD CONSTANT DATA
Constant data is the portion of the total data which is not influenced

by the scenario changes. So once it is loaded as a data file, there is

no need to read it each time a new scenario is exécuted. The following

run stream has te be run to load the constant data.

@ RUN

@DEIE'fE,C _ VERT.

@ASC,UP VERI.

" @DATA,IL VERI_.V
data cards

@ FIN

1) The right hand side array BB is inﬁuttedvgccording to the format
(10r8.4).

2) The array IEQ (Index sﬁecifying type of the constraints) is inputted

according to the format (4012).
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where 0 for < constraint;j

1 for = constraintj and
2 for > constraint

are used.

3)_Tﬁe<c9efficien§ matrix AN ié'inbutted.columnwise and by its nonzero
‘elements. First, the nuﬁber of rows in'which'nonzero entries aﬁﬁear
'in_each column is inﬁutted'according‘to the format (IZ);‘tﬁen the row
ihdices and the coefficient values are inﬁutted accoraing'to the

format (8(I2,F8.4)).
4) All elements of the cost objective are inputted foﬁwise accbrding,to
~(10F8.4) format. . '
1.2. EXECUTION .

In order to execute the program the following run steam is required:

o RUN
_ASG,.AXl ~ VERTEZ. ‘
- ASG,AXV‘ VERI.
XqQT. W' vVERTE.Z.MAIN'
| parameter card
OBJ2 cards
XQT .VERI;EZ.MAiN
ﬁarameter.card
. 0BJ2 cérds
FIN -

72



" Hhere OBJ2 cards consist of all element of the objective specified in

the parameter card and are inputted rowwise according to (10F8.4) format

‘as in the cost objective case.

'The parameter card defines a scenario and has the following structure:

Variébie ' : R . . ' l-“' . t. o FORMAf
MM | o E Number:of_cénstfaiﬁts‘ - BT ‘ - : (15)

N : Number of variables B ' . tj V'_: _b (I5)

" DEL :hAccuracy 1imig‘for combarison with'zgro' '  . (510;6)
WlW2  : W1/W2 ratio | S (F10.6)
?ROFIT_ : frofit margin (Z) ‘ i | \., E ) - (FlQ;6)
GNE : Income elésticity » | » | ’ :  ; (F10;6)

' fRINIT : Initial ﬁrice of the electricity (TL/KWH) ‘ "~ (F10.6)
IOBJ2  : Parameter séecifying 0B32 B ' | ‘ - (I5)

1 for risk minimization
5-period optimization

2 for risk minimization
2-period optimization

3 for pollution minimization
5-period optimization

4 for pollution minimization
2-period optimization

-5 for space minimization
5-period optimization

6 for space minimization
 2-period optimization.

ADJ . Lower value of W1/W2 if adjustment for nuclear - (stl)

power is desired, blank otherwise.
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'TEZ( 1 ) 'ANA

 COMMON/BLg/ ADJLOV,

700

7002

JAF(ITERNH,GT,5)
. WRITE(6+6228)
6228
© . CALL

THPLICIT DOUBLE PRECISION(A-H ,0-2)

CoMMoOH/BLY/ ITERNM,N3g Hle,STMX(s 50),ST22(5, 2).IOTIP PRoFlT
NADJUS

READ(5,7001) ADJLOW_
FORMAT(FS5,1)

NADJUS=D - . . . . -

““ITERNM=O -

CALL STORg . - - .
ITERNI=ITERNM+ ] ST
Go TO 7999
1TERNHM
FORMATULIX,*1ITERATJON’
‘HAIN S _

CALL STORg

12X, 111X, *STARTED /) .~ - ]

CALL ADYUST.

,7999

7004

GO T0 7002
CALL

KRWRITE

VRITE(627(304) ) ] — S ) . ] - o
FORMAY (1H]1) ' - . T
STOP : , L e .

CEND e e T s
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fad et T T

TEZ(1)+MaAINBLP
SUBROUTINE'
M=y OoF oBJd,,

HA TN

C n=# 0F VAR,,

C CN=NONBASIC CoST MATRIX,

C _ IXNsHONBASIC VAR. SET,.

¢ T1EQ=0 FOR Lp CONSTR, 7§ =1
-IMPLICIT DOUBLE PRECISION(A-

«),CCI6NN(50)

‘coMMot/BLg/- ADJlOW,NADJUS

CoMMON/GUL Y M, M NMH DEL, bB(aO).An(so,log).cm(3 100),22(3)
COMHOL/GULZ/CP (1000, 2P, Ix”(IOU)»IBE(SD).IPHASE lFLAG

CoMHON/GULs/LJ JT(SD),wu,wL
=2
NLITER= T :
Do 2448 1=1,50
Do 2448 -J=1,100.
ANl ,U)=0,0 :
24468 CoNTIHUE
¢ S IF(ITCRNH,
’ IF(ITERNM,
Conp=l971
N=19R1
T DEL=ER9G]
S WIW2=R961
I (NADJUS, GT.D)
- PROFIT=R971
s TGHE=R9al - -
L PRINIT=R99 .. - e
C16TIP=199 -
900 FORHAT(?I5,5F10.6 9X,11)
. U N35EN .
) MLU3

GTe]

)
Cu,1) READ(5,900)

W W2=ADJLOW

=1 D/ (WIW2+1,0) -

“REWIND § - -
1971

S uL=WLU3S-genl - B AR

WY=tlL+N.02
: “READ{9,901)
iA;9U}YFOR“AT(IDF8 1)
7T READ(§,902)
902,FCFMATjHO[2),
T Do 91p JdEpaH
-READ(9,9503)
READ{9,904)
CONTINUE .
READ(9,901)-

KR
(1,
e (CH(13J>;J=y3u
Do 2842 J=1,H
Cl(2,d)1=Cco6NHu(J)
FORMAT(I2) ©
FQRﬂﬁT(a(;Z’EG‘
IFCITERNN,GT, 1)
1L0(211=1 .
pt2ly=t ’
Go TO 1868

CHlL UPDATE

Do 17 INEwWS=1,5
CELPDITERMIY, INF»J)’BF(}NLl

2842
903
904 41)

60.TO 758

1758
1868,

17 chTlvua

76

(1ch(1),1-1,ﬁv;

)

AN(1,J),K=1,KR)-

POED (I TERNI, lu[no)—ne(lngns+5)

-

M= OF CONS.,
AN=NONBAS|C COEFF,
IBE=BASIC VAR,
FOR £Q@ CONSTRe 3

S 10-7)
077 DIMENSION 1EQ(50)NTisgp), IVEC(so),IRT(so 500 71V1(50,50)

ST T b Mo /BLY 7 1T FERNM N3g wlwz sn.x(5 501, STZZ(S.Z),IOTIP pROFIT
CoMMDu/BL2/ GHE, EDPD(S 5),9050(5 B)nPRICFN(S) A

(BBUTY 121, M)

va(thRNH EQe1) READ(5,901) (CCTENNUID,

DEL=ACCURACY ,
MATRIX, BB=RHS |
OF EQUATION |
=2 FOR G CONSTR. |

Iv2t200, s

J=1,N)



IF(ITERHM.EQol; PRICEN(Iy=PRINIT o )
Do 1 JsiyN : ’ ¢ ’
IxH{Jd)=J
1 CONTINUE -
IF (WL, EQ.D-.AND'HU EQ4s1.) GO To 4
M=3 ~
S w=l R _
e DO 13 J=1, Co T : e
.13 ;h(a,d)—(x.-VU)*CN(l J)+vu-CN(z.J)
U R -1 IR .
L oNpsNoo R . _" . A
o-lo 1=1,1n . . e

IFLIEQEI)LEQe1) GO TO .1 ' '

JIFCIEN(L) ,EGeD) GO TO 9
NisH1+1 . ' S . - :
TXHIH-~K) =t o '

. GG TO 10
.9 Ni=HNl«l. o "
K=K+1 S
_ IBELT) =t T , ) ,
- lD CO?JTI H”C V': - . S L A. B - : :_' ‘_‘ _"_\"“‘,V - V _“"_‘" N L '.
NZ=”1 . B 3 ) . v
CNBMEHpE -
HElE p OF HaNBASIC VARIABLES
Do 20 =1 iy _ :
,VIF(IEn(I).EL 0) Go.To 20
SHysEkle )l : T :
. JEELT)=HY
- 20° COMTINUE
. Np=N1-nZ - - o
©UNy 1S THE 4 -OF JARTIFICIAL VARIABLES
. IF{N}.FQep) GO TO _.100.
SUfpHASE=1 T e
- V—.ZP"U!

o -_ - DO 2: J'— 1 ”H'l ;‘~_- : . 7:‘ 7—: » "' i oo . S

ad  fead T T W e et e T

v,zsrrytd)-n.,nv e
L FORM.PHASE] OBJECTIVE:
DO 30 1=1,Mn ) B
C SIFEIBE{l),LE«t2) GO To 30
o Zp=lP-LB(1) C
DU 30 J=1,HHH .
CP{J)—rPcJ)-AU( v o - R
30 CohTInUE . : o oL -
.. MINIM1ZE PHAJEI OBJECTIVEVW,
T 4p-Kp=0. : S
po 50 J=1, IHh_ o
'IF(CP(J).GE.~DEL) GO TO 50
CKE=d !
©6U TO-LE
50 CoMTINUE _ ,
TUIF(ZPGE,LDEL) 6D TO0 7p
 WRITE(64805) . ' '
805 FORDAT(1H] 40X, 4 THERE 1S-No FEASIBLE SGLUTION OF THE PROBUEMe s/
. CaLL RURILITE ‘
sTeP
55 CrLbL LEAV(EL,KNIR) o
‘ IE(KETLLoau) WRITO(E,805) -
IFCIEL (KHTN) e LESH2) GO TO 65
ChLL PIVOT(KE,RKITLIN - -

i
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L e B A

- o= LY s o BN e

NEMSLNI- ]

Hp=H) =1

Ir(VF.ru.(N|h+1)) GO TO HO
Do 60 J= VE,NHh,[" O
IXM{J)=TXHIJ%])
CPLJYI=CP(Y+1)

Dy 58 I=],H

gg CN(I,JY=CN(1,J+1)

G

Dy 59 1=],HH

59 AN Iy I =ANCT, J+1)
60 CGMTIHUE _

Go TO 40 o, T T
65 KL=IRE(KHIH) _
call. PIVOT(KE, MIH)
- 1RHUKE) =KL )

606 TO 40 [

PHASEY QRJCCTIVE MININIZED
70 IF(lil CGep) GO TO 100

THEPE ARE JTILL ARTIFICIAL VAR,

'K~!' B

g,‘79 DU -B0 1=K, MK

LA (BR(1Y.GT4DELY GO TO BO

IF(IBE(I).L5-N°) GO .TO-8D -

-Gp TO &1

gn CCHTINUE o - L
81 Du 82 J=1;HnH CoE )

lr(nBs(An(l,J)).GT D[L) qotTO_gSg

?2 (QNTIPUE .

_null rQUuTI(“ BRpP 1T
M=t '
.41-—”1-1, )

Srf s EQ.(HH+1))GO TO 100
DO- 63 11=1,HMN..
‘IbE(II)=IBE(11+1:

L BE(LI)SBB(IT*1).

DU 63 Jd=1, N
At(l!,J)-AH(Ix+1,J)
83 CUNTINUE -
S ITANTLEGeD) Go 70 100
S r=1 :
60 TD 79 .
FLIKINATE AR TIFIL}AL VAhIABLE

85 CALL PIVOT(Js1)

CMptERpl=1
“1"‘“1-‘; o ~ S -
IR (. cw.(unn+1)) ‘GO TO 88
Do 86 . JJd=J,.nulin
l\N(JJ)=IXN(JJ+1)
pp 87 LI=1,H
87 CW(II,JJ)—FH(II,JJ+1)
Po . 8% 1i=1,HH )
B9 atitll, JJ)—Ah(II,JJ*‘)
86 CUHTXIUL ,
pg 1F{H1.EG.p) GO TO 10D
K=1+1 L
¢o 16 79

AT THIS PQINT . VE HAVE .INITIAL beFeSe.

100 1PHASE=0
lol rg=0 o
© oD in JEg, i
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IF(CH(H)J)oGE -DEL) GO TO 110
Kgsd .
caLbk LEAV(KE,KMINY o
IF(KMINeLQet) GO "TO 150
KL=IBL (KMIH) '
CALL PIVOT(KE,KHIN)
- TXN(KE) =KL B . : ,
©-.go TO 01 - e o
. 110. COMTIYUE L . L o v
- o TO200 - T T i e e
150 WRITE (64,8063 N B T o
806 FORMAT(1H] 50X, OBJECTIVE?,12,* IS UNBOUNDED’ /Y
_ syoP : : - o : ,
. 200 IFC19,.EQ.n) Go TO 202
. M=N-l - :
- -G60 THD 289
202 Do 203 J=p,HbM ,
: 'lF(CN(Z.J).GE DEL)IGO To 203
IF(CH(1,J),6E,-DEL) GO TO 203
SCALL LEAV(J,KHTH) T
KL= IBr(KMIN) . _
CALL PIVOTUJ, rmxw)
IXN(J) =KL L T o L
Go YO 202 . I £ D
203 coNTInyuE - - : L
INITIAL CFFICJEMT VERTEX FOUND - =
289 I1F(NMITER, En.}) RETURN B R
TFLAG=0 7 ‘ T S : o
Lasy’ oF COMPUTLD EFr CVERTICES, Ll=, OF Notv YET coMpUTED EFF, VERTIC
CoLz=t o : ; ' : : : o Es
L1=0 Cee ‘ '
Do 291 K=, nMy o Sie =
290 . IVEC(KI=TXN(K) R
) tCALL SORT(IVEC, NMH) T
. - .Du.295 K=zj,kMH T Ce
295 TV201,K)I={VEC(K U R R
: FPFICIENT EDGLS . UILl BE FOUND. - . . oo e
3p0.IF(L2-100)3p1,740,740 - vif”?*»~" I,
740 NWRITE(L,745)

o 745 FORMAT(// 10K, HO; “OF FFFICIENT VERTICES. 1S GREATER THAN 200¢,7,1

e X, RUL. TS T[RHINATED')
, sToP , S ) o : A
301 CAkbL EDGE2 ’ L e
 DETERMINE FeAsIBLE ADJACENT SET v T S
. LJ=y OF EFFICIENT EDGES - .
. “LRT=# OF ADJACENT EFF. EXTRe PTS,
311 LrT=0 »
L IF(LY, EQoO) ‘Go TO 700
. Dbo 35p li=1, LJ
L d=dT (i) '
. CALL LEAV(J,KHINY
o T RRTELRTHL :
CKEsIRpoRMIty o o o
ST ocipe 32p - lspannne o o
. 320“ILT(LPT:I)—IXHLI) , -
- IRTILRT,yJ)=KK : o .
SoRT 1MUICES OF NBAS, Vap, OF EXTR, POINT
DG 330 I=p,HHH
330 JVEC(I1I=IRT(LRT: 1)
Calll SORT(IVEC,NHH) ' -
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pg 97 1=1,NnH
99 IRT(LRT I)-IVEC(I)
350 CuNT!NUL
- et LRl"’ .
Y o -FORM THE SET. IRT=1V2
B - Do 390 1=1,LRT
‘Do 37n. 11_1 L2
T DO 360 h—l.an \ '
e ~IFCIRT(T, K).NE IV?(II,K)) GO0 . To
3460 CONTINUE - o
- - GO0 TO0 390
370 CoNTIyQUE
LEISLRI+L
. D 380 K=j1,nhn
380 IRTILRLK)=IRT(1,K)
- 7739n CohTInUDL
. . JF(LR1.EQ,0) 60 TO 700
i . Lk2=0 ' _ S
: C ~ FORM THL SET IRT=1VI
‘ ”"1!(L1>595,505 396 : E
2395 LR25LRL e
6y TO qsr DT R e e e e
396 Do 430 1=1,LR1 . =
. Do Hln Il=1,L1- S
Do 400 K=gp, kMK

370

- -'If(1PT(1.F).NE.1V1(II,F)) 60 To 410

S 4un CoHTINUE R
e TO w30c 0 T o T

-410 CUNTINUE

LRZ2=LRE2+1
. Do H20 K=y, phin i

420 - ]"T(‘P/)}\)—],RT(I'V)

L4430 CoNTINUL I .

X ST F(LR2.€0,0) 60 T0 600 - -
A S ] O VFPTEX SELFCT[D FRON RZ‘“

435 -L2=L2+1 ' =

- Dy 50D K=j1,HMK-
JCONTIKY=IRT(LR2, r)—

: 500 xv?(Lz.K)-NL(h)_,m.
TS orLR2=Lirz-1 .
. 1F(LR2.EQ,D) GO TO 590

C FORh THE SET 1Vil -

Do 540. =1,LR2¢,.
Lyshktsl
e . Do 540. h*1,|lN,T: e
LT BRp IV, K =1RT (1K)
. 59n.caklk HOVE(NT) . -
C . AT MEW EFF. VERTFX 'NEW»;TERATION
. - 6o TO.30C - .
¢ Ng% VERTEX SELCCTED FROH P1
600 La2=k2+1 L
oD 6ln K=y, kR
NT(KY=IRT (LE1,1)
in pv2ilz,KrsNTLR)
: Do 651 I=1,L1
. bop 620 K= ,0b0
BT WnE, IV, F)) GO TO 650
20 CoMTINUL : o
Li=L1wy . i i
IF(leEGe Ll+1) GD...TO 690

80

’

STARTS




630

650

690

- 700

‘ChLL MOVE (NT)

pL 630 =I:Ll

DU 630 K=p,tikt.
Ivitly, h)-lvl(lJ*X,K)
Go TO’ 690 B
CUNTINUE

Gg JO 300 ) o . o
- NEVW- VERTEX SELECTED FRQH vy - - -
IF(L1,EGep) GO TO 9999

Lz=L2+1
IFLAG=]

Do 710 K=1,tihn

71D

NT(Y)—IV](l K)
IV?(L?,}\ =! T h)

L1=L11

“cpll MOVE(HT)

IFLAG=D

799¢9

2777

779

& TC aGo - - ’ ‘_, ‘ '_;;

VEITE(E,777) B
FCRHA?(///543y'oALl EFFIClEhT VERTICES HAVE BEEH E”U”ERATED')
WEITE(62779) - 3 i} o |
FOPUAT(///,43X -No EFFlCIEnT EXTREPE PoINTS T

SYOP . e e n Sp e ' _ '

END e "ﬁ' e ,,,‘;_.‘_

8l .




RTEZ(1)*SORT ] , - -
o SUBRCUTINE SORT(IV,N)
DIMEUSION 1vien) . - ‘
C 1V 1S THE VECTOR TO BE SORTED
- €. N-1S-THE DIMENSIOH OF THE VECTOR
- ONpiEN=y ' o . .
DO 1 Is1yNN
“1y=1+] o
. - po 1 yg=11,nM ,
CIFCIVOIYWLELIV(Y) ) GO TO 1
- - ITENRP=IV(I) e
- LIVt =1vVY) .
. IV(I) =1TEMP
1 CoNTINUE
- RLTURHK

ERD
2 N
82
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TEZ(1)+PIVOT
SURROUTINE FIVOTIKE, KP!N)
~ IMPLICIT DOUBLE PRCCISION(A-Hoo-Z) _
SCOMMON/GULY /M, MMy MMM  DEL,BB(5N) 4y AN(50,100)+CN(3,100),22{(3)
- . COMMON/GUL2/CP(100),ZP, IXN(1G0),1BE(50), IPHASE, IFLAG
T IBEAKMINYI =TXN(KE) ' ~ :
. M\=M:(K’HIN,K>E)'
~€ - NORMALIZE '
... .bo-1¥ J—l,NMF o
—14 “RH(KMIN, J)-AN(KMIN,J)/AA o T ST
CBE(KNIM)=BR(KMIN)}/AA :
KE(KBIN,KEY =1, ZAA - : . :
C . ELIMINATE ENTERING VAR, FRoN OTHER gaNs,
: ‘Do 1B I=1, M e R
JE(T L QaKHIN) GO TO 15;
CAREAECTLNKE)Y - B
PL(I)—Pb(I)-AltBB(YMIN) .
Do 1& Jsy MpHo -
16 At(l.J)‘AH!InJ)*AA¢AN(KHIN Jry o : ' g
ANy REEY S AN KE) e pn - o S ' ‘
... 15 COHTINRUE Mq_‘ L L o T
SR I Y38 By 255 1_1"u - Z' e T '
CAAECR TS KE) ; S
: ZL(I)—ZZ(I)-AAsbB( CHINY B
DG 1E& J=1,UnH. , L
18 Clitlydi CN(I.J)~AN(KHIN JYwpA : -
. ~t(I,Fl)-~AH(rV1“ YE)*AA ’
17 CoHTINUE .
IFCIPHASE ,HEW]) GO TO 10
Lp=CF (RED
ZP'LF‘.-,\;\th,(K],]T.) o
o DO 9 Jsleutly T o e
E :M.Q‘CF(J)—CP(J)-AI(KHIN J);Aa_'
L L CPUKE == ANCRITIH, KE AN -
10 COMTINUE. o e
',’»"_‘f“: RETUP'J = - “ B T - - . -7 . "‘_""' .
ERD. e e e T

{j’ -

83



SUHROLITINE LEAV (Y, KNIN)
IHPLICIT pOUBLE PRECISION(A=H,0-2)
cthm‘/GULl/H 1M, NMM DEL, BB(SD)'MI(SQ 10”),0“3 lUU),ZZ(3)
SAMIN=1,0E+1D
KHIN=0
;500.5;1=1,MH»
S : 'H’(A”(I’,;J;.LE DEL) GO 70 &
o o= ARSBR(I/ZANCT 0 '
o IR AR, Gr.Anxu)so 10~ 5
SAMIN=AR )
SKMIN=T -
5 CONTINUE S . -
RLTUPh ’
EHD.

84
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£Z(1)e1MOVE
SUBPDUT!NE tOV[(INTl)
IHFLICIT pouBLE ECIS!ON(A—H,U Z)
" DIMENSION. IIT1(50)
COMMON/GULY /M MM HMN, DEL 'BB(50) ,AN(50,100)4CN(3,100),2Z3) "
: COMMON/GULZ,/CP (1001 ,2P, IXIi(100), IBE(50), IPRASE, IFLAG
vc.,VIFLAG C_JF MOVE 1S 10 ADJACENT VERTEY ,=1 OTHERWISE '
S TN U & 3 U111 C e
; Do ZJJ MM - , ) o o
= lf(th(II)o[Q.INTl(JJ)) GO TO | T
~2 CONTINUE o L
Ke=1T1 - Lo T T
,IF(IFLAG.EQ.OJ 60 TO 500 -
g KE*TH HoHBASIC VARe WILL BE ENTEh!N S T
- Do IOVIL"1,nHL o . o _— » '
Do 11 JHEKS ' R e S
. IF(I'TI(IL).LQ.IXI(J)) GO,TO«LD
T11 CGHTINUE ' |
o KLEINTIOIL)
S KnTHEG _
R Do 13, 1=1,M4 .. S o R L
R | 4 na.x&c(g)) GO TO 13 e e T
.- K'/]’N—I B M
1F(ABS h(YﬁIt Kt)).GT;DEL) GO To 502 C
G0 TO 10 o E—_— S
13 CUMTINUE = o = - = T
10 CoMTINUE o
502 CALL PIVOT(KE , KMIN) -
S P U S AR :
1 CeoNTINUE
. o Go TO 900 o
o spp.Call. LEAY (KE,KHIHY ~ o
L KLEIBL(KHIN) L
Seimes R Seatl PIVOT(KE, FHIHY T T S P T
O TANUKEY =KL . T RN L
9pD WEITE(63801) = -0 e el SRR
801 FURMATL///7,455%, HEW. EFFICIFNT vERTEX',// 53X Zq('. Yo slL)
B WFITE(b,BDZ)(IBE(I),BB(I).I— phMy S
8n2 FORHAT(3X *RHASIC VARIABLES ,,/,zx 15('«'),/,(7(' ~'_,J§Jf';{,FLD.3
B YRR LR : :
L WEITE(A 83y (1,z22¢
" 8p3 FLPNrT(// 3%, 0BJE
: azx,fomd‘))
RETURY:
CERD.

I),I:l - -l “ Y R
CTIvVES’ ,/,zx ln(‘*‘),/ 3X,708J? 3(11, =*,F10,3
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rEztx)-EDGEz , ‘ -
SUBROUTINE LDGFZ '

#

.

IMPLICIT DOUBLE. PRECISION(A=H,0-2)

. COMMON,/GUL Y o1 MM, NMN, DEL 58(50),AN(5d 100),CN(3 100

, cOMMo:/GULz/CP(IOU),ZP,IXN(IOU),IBE(SU).IPHASE 1FLAG

»CQHHON/GUL3/LJ JT(SU),WU YL

‘AH!N 1.D£+10

L. DO 1D J=1, 1NN e e o S
“LIF(CM(2,J)vLTWDELY GO TO 1B T - T

CIF(CH(1,J)46T,=DEL) GO TO 10
CARECH L, JYy /O (2,4 d) .
LCNU34,J)=AA

TIFLAALGELAMIN) GO TO 19

. COARTH=AA ’

10

COMNTINUE

CMGHT=EAMINZ(AKIH~14)

. 850

30

CIFIANING.GT,699999,99) “GHT=0.0

WGHT 51 e=wGHT

WRITE(6,8807 VIGHTL, WGHT : h ,
FoRUAT¢//,30%, lCORRESPoNDING orJEchvE wE;GHTS ARE
CIr uGHT.GT.tU OReWGHT LT ¥L)Y RETURN -
Dy 30 Js1 uMMT
CIF(CH(239) . LT, DEL) GO - To 30

IFICN(1,J).GT,~DEL) GO TO 30 .
IF(CH(3,J).GT, AHIH+DLL) G0 TO 30

LJ= LJ+1_ .

JT(LJ)- ‘ S - g

CoNTIHUE . , . ] : \
RETURN B o

ErD
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RTEZ(1)+STORL
SUBROUTINE SToORC
JJMPLICIT poUBLE PR[:CISION(A HyO=2) :
COMMON/BL1/ 1TERMM,N35, Wlh;,qTHX(S,SO).STZZ(S 2),1071p PROFIT
e CO”VOL/GUL]/M W, upM, bre, BF(SU),AN(JD IDD))CN(3.100)’[Z(3)
e ComMMonyGUL2 /CP(luo).ZP IXN(IOF),IBF(SU),IPHASE IFLAG
L IF(ITLR“” GT, o) G0 .70 7028
- - .-DO.70LB.15T=1,5 ‘
. Do_7006 qu-l 50 -

2 STMX(]ST,ITS):D Q- S T
. 7006 CONTIHVE . : o et .
R  -STZZ(1ST:1 =0.0 ST R '
. STZZ(15T42)=0,0 L
7008 CONTINUE
" RETURK. o S - _ |
7028 DO 7048 1TS=Q, M T o s e
- . IST=1LE(I1TS) o .
i CIF(ISTWGT,H35) GO TO0. 704E
o STHX(ITFRPN,IST)~BF(ITS) .
7048 COHTINUE - - e T
_ .STZZ(ITEPIL,])—zZ(l)A{.;_ T . S
'>t’27¥“STZZ(ITFPnh,y)—zZ(z) R L T X . :
’ RETURN ) e , L n - .
END - . T
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TEZ (1) s ADJUST

SUBROUTINE ADJUST ‘

IMPLICIT DOUBLE PRECISION(A~H,0~2) - :

CoMMOH/BLL/ TTERNN, N3G Wiwp, STHX (5 »500,ST2Z(5,2),10T1P,PROFIT . .

CoMMoh/BLe/ ADJLOW, “ADJUS

NADJUS=0 o

TF(ITERNM,EQ. 1) RETURN

IF{W1W24GT.ADJYLOW) GO 7O 5p28

- -=WRITE(6,5024) ITERMH : . o

5024 FORMATt/1X,¢FOR - ITER-'.Is. “TURTHER'ADJUST.’REQU]RED7)

. -RETURHM - :

'.>02:~ ADTOT=4, 57¢(€THX(LTERHH 1)+STHX(ITFRNH 6))+ '
SR ST ‘!-'38*(5'[“)((IT[_RHU,Z)+STNX(]TU‘NH YARK: ' -
- . J-57'(QT”X(ITERHH q)+srux(ITLRNM ,911+3, 98'STNX(}TERNM.5)
.. ADTOT=ADTOT/6,.0

"ADNUC= H.R7~(STH7(ITERNH,x)+JT”X(ITEPNH,6))

- . IF(ADKUC.LE«ADTOT) RETURN: - -

# - WRITE(6,5048) 1TERNUM T e

“5048 EURMAT(/!X,‘ITER.¢;13,3;;ADJUSTEDf)_

T - ITERNB=ITERNE~Y &0 o '

. -, .. MNADJUS=I LT e e B o - .

S ‘;RE-TURH‘ S T A ST R IR C : T
_END. - T SN

88



TEZ(I)'UPDATF
»SUBROUTXN[ UPDATL :
IMPLICIT POUBLE PR[CISION(p Hy0mZ)
COMMON/BLY/ TTERNME,N3G,WIV2, sTnx(s 50)-5TZZ(5-2).10T1P PRorlT
COMMON/BLZ/ GNE, EDPD(5 5),PDED(5,5) yPRICEN(5)
COMMON/BLE/ UNSD(S) _ ,
COMMON/GUL1/M, MMy NMM, DEL, 83(50)'Au(50 100>,CN<3,100),ZZ(3,
- IF{ITERNH, EO.z) UNSD(11=0.p
~ ITERMNM=1TERNMa] ‘ _ ' -
. ENCOST=45, 7-STHX(ITERNV,l;+21.9-STnX(ITERhM’2,+ Sl

..« -~ _ 20, UvsTMX(ITLPrN,10)+qo 0eSTMX(1TERNM, 11)
FXcosy=20, n-(STHX(ITEPPH,1)+STMX(ITLRNM 6)1%
. 3. Sv(sThk(ITEF?M,2)+STMX(ITERNM,7;)+
« . 4, G (STHX(TTERNH,3)+STMX(ITERNNM,B) )+
» 10,08 (STHX{ITERIIM, q)*STHX(ITERNM,q))+1DoD*STHX(ITERNh )
ENGN-zzcﬂt«gTMY(ITFRNhyl)*21-9*STMX(ITERNM,2)+ ;
e SeD:STHX(ITFRNM,1D)+5. D*STMX(ITERNM 11)
£ ' CUSTFh‘(FkCOST+FXCOJT)/EKGN -

J.<v, TTERNL=ITERNKSY - o
DR PhICET(ITEPHh)—CDSTYh¢(1 D+PROFIT/100,0) :
IF(ITERNM,GE.3) PR!CEN(ITERtH)—l.ZnglcEN([TERNM,
UFFAC1—PRICER(ITERPM)/PRICEN(ITERNh-l)
UPFAcl—UFrACl**(-U..U) .
-DENONMI=1344 : .
IF(ITERNN,GT 2 DLHOVI-EDPD(ITERPh~ 1)
“UPFACZ=El 155 *EDPD(ITLFNH-]'])/DEhOh
UPFAC -UPFI\C2¢?(JIH[— _ ) : , . -
178 "IUPD=] E T o ' A
BB(IUPD)-LDPD(YTQPhh~1,IUPp)erFAcl«UpFAcZ
178 CONTINUE :
DE” .J/*(ST“X(ITEPNh—l,x)+STIX(ITLRNM-l b))+
LI 8'(wTNX(ITEPhh-1,21+STrX(ITLANM-1,7))+ :
e 5 57*( “XilTEPN'-1,4)+ST!X(ITERNH-1 9))+3-98¢STHX(1TEPN" 1,5)
;'"?‘ ‘DEMDEN=BB (1) . - . - S .
e o IFEABRB(1)WGT. UEI) Go Tn 612 AU e
LU UNSDUUITERNI Sge T T ST
: . GO YO &8BE8 .. .
"612 DEMDEHR=BD (1) DR
b1 BB(1)=BB(}j)~1,0 . T
TUUITEIBB(I)LETL0EM) GO YO b1E S
» UNSD(!TEFNH)-DErDEP-Eﬁtl) ' 3 e R ER o
- 68y DEMR=BB(1)/DEMDEN - -0 - o e S S
Do 68e 1J=2,5 . R SR N T
BB(IJ)—ﬁF(;d);DEMR N s =
686 CONTIrU A ‘
166 lurt—x,“ T LT e
__BQ(IUPD* )-Bb(IUPu)/q 818.
16e CUNTIFUE ’ : . .
198 uprbh=1,4 .. -
, PB(zurD+qo)—5T!x(ITEnun-l,;upu)+STnX(ITERNH 1,IUPD+5)
19e CONTINUE
o RETURIE
END
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EZ())e RURITE
SUBROUTIHE RWRITE - S ~
,IMPLICXT uoUBLr PR[CXS]ON(A H,o-Z) v : .
.»comvor/bl1/ ITERNN, N3 wlwz,srnxcs 50),STZ2(5,2),10T1P,PROFIT
- COMMOL/BLz/ GNE,EDPD(5,5),PDED(5,5),PRICENIS) :
- - -CoMMON/ELS/ UNSD(5) i ‘ R
‘”‘WRITE(a.Z) ' ' ' Lo
2. FORMAT(IHI/Z1X,TERNINOLOGY  /1X, 110 ~*)y//

-ZX.'I -t POWER PLAkT TYPE 1 3 NUCLEAR®,

~,??X : : 2 3 HYDRO-BASE (DAM)?/ .
£2X,° '3 1 HYDRO~PEAK (TURBINE)7/

S 82Xyt 4 1 CoALry RN g
£2Xy! .85 1+ FUEL" /) | '

- WRITE(61) A L ' . T
= 4 FORMAT(/2X,*T & TIME PERIOD’,10X,’1«1TERATION 24 ITERATION 3LITER
- «ATION .x*crArxon CBJITERATION//- ' : -

23X, 8 1982~1986. 1987=1991 1992 1996A. 1997-2p01 2002

L %=20067/ T - ' L
®23x,020 1987-1991 T1992-1996 '1997 2001 '2002-2p06 2007

,:v*-201xr/ e T .

X 23%4'3 1992~19967 " 19972001 Y opnp2-2n06°  T2007-2p11% 2012
*=20167 - L ea e e e S

*23y,’4 * 1997-200} -  2002-~2006 - 2007-20l1 2012-2016 2017

 #~2021¢/ - R . . R .
~%23y,’5 i  2002-2006 - 2007-201) ° 2012-2016 ©2017-202) - 2022

_*=2026°7) . _ S . , S -
6 FORMAT(/* P(1,p) : EXISTING CAPACITY (Gw) FoR I TYPE POWER. P ANT?
#/770 PUI,T) ¢ ADDITIONAL caPACITY (GW) FOR 1 TYPg- PohER PLANT DUR1
NG PERIOD T _ . , S . ,
Cwsyr ECL,T) O CHERGY GEMERATED (TWH) PEgR YFAH BY TYPE PQWER PLAN
L T OURIND PERIQD- Te | e o
R A REEEE o DN O I ENERGY DFHAND TTHH) PER YEAR DURING PERIOD T'
_%//* PRICE. 4. PRICE OF THE ENERGY SUPPLIED (TL/KWH)* )
'*?/"”’PPUfIT“ PKOF1T MARGIN FOR-THE ENERGY SUPPngo tg)?e
L /70 IMeELs JNCOME_ELASTICITY! . - . S o
e/ /1 CPReELs 't PRICE -ELASTICITY? = ° T
/70 DeRATE ,DIScoUNT FACTOR (%) COMPOUNDED ANNUALLY?/y
CWRITE(Gs10) ’ '
10 FORMaT(//1X.'CCEP“PIO SPEC]FI(ATIONS'/lx,ZS('-')///
2%, 00BJdl 3 COST-HINIHIZATION®/) : -
IF(XUTIVcEQ-l.ﬂh-IOTIP LEQe2) MRITE(6,16)
CIF(I0TIP.EGe3,0RGINTIPLEQ, &) ERITE(6,17) -
CIF(IOTIP. LGS, nv.zorrr EQ, &) WRITE(6,18)
1¢ FORMAT (2%, 0BU2 RISK MINIMIZATION? /)
37 FORMAT(2%,°08J2 ¢ POLLUTION MINIWIZATION. /)
- -3g FORMAT(2X%,°0BJ2 SPACE leIPIZnTION'/)
WRITE(Gy24) VWY z,PPOFIT GNE . ,

. ee o8 ws am er w

. ve o

2y FORMATUIZX, (W1 /%2)° yFSel//
L ZX,jPRorxT‘ =';T5.1,' st//
. L C2Ah P INGEL =, FSe.1//
e 24, PR,ELe = =eHdl// )
. 2X,'L.RATE = 8.0.¢7)

1,00 .
(I,J),I—],%t, =1,
(I.J),I—I,S),J b 14)
(I,J),I—],R), 5422)

25 5TZZ(IaJ)='S

o ‘PlTE((»Z())
VRITEL6,27)
WRITE(L,2R)

— o~ i
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.

WRITL(6929) ((STHX([1d)s1=1,5),U=23435)
WRITE(6,36) (PRICEN(D),I=1,5) : . -
26 FORMAT(IHL/2X,*VARTABLL 1, ITER, 2, 1TER, 3.1TER. .
G ITER. 7 5l I1TERW'/2X,8(°="),8X,5(4X,7('=1))// ‘
#/3X,'P(1,0)!,9%,5F 112/ .
$3X,P (2,0 ,9X46F 1142/
,--*3x.fP¢3.0)f 9Xy5F11.2/
T e3X, TP 0) " ,9x,5F11-2/
L - #3X, PP (5, n){,9x.JF11.2/)
Ty FORMAT(ax TP, 10, 9K 5F11.z/
3X, 'P(z,l)f VX,)FII.Z/ - -
3, Pts,dJ',QX;Sle;z/ e
3x,'P(q,1)',9x,5F11.2/
3XK,'E(q,1)¢,9%,5F11,2/
CO3X,tEB, 1) ,9X,6F 11,27/
S 3N, *P(1,2),9X,5F11,2/
‘ 3%, y'Pl2,2)° 92X, 5F11,2/

44 - ‘3n,'P(3,z)' 9X,8F11.2)
" 28 FORMAT(3Z,'Pa,2)¢,94,8F 11,2/
: ©3) 'L(q,z)‘.9X,SFll.2/
R 32,.E(5,2J€,9X SFl142// -

T BY AR, 3) 9K, 8F 27 T
IR, (2,3, 9%,8T 11,2/ - i
3x,¢P<3,3)r,9X,5F11.2/ ' ‘
3y ‘Ply, y9XK,5F11,2/ L :
F(14’3)"9.X,5F11,2) - : : T
29 FORMAT(3) '5(5,3)' ?X,5F 11,27/ o C T e
.3», .(1;41«'9x]srlr;2/ ‘ : o
C3K,P(2,40,7X,5F11,2/ -
3%, P 3,41 ,9%,5F11,2/ : S
3?,'Piq,4)',9x,5Fll.2/
3N, L(4,4)¢,9K,85F 11,2/
L 3x !(5,4)’ 9X,5F 11, 2//
R 'P(}, '9x r)Fllo?/
S 3x, P(z,))‘ SX,5F11,2/.-
LT "31\ ¥(3,‘:)' 9x 5r1102/ o S
- , 3K, P (4,5 » TR, F11,7/ C e

" K L 8 &8 !y

- ¢

L IR S W S 2

To 3%, fEdy, 5)' 9X SF1fe2/° ~-
. 3%,'E(5,;5)¢,9%X,5F11,2/) ’
‘34 FORH\T(/B/,‘PPICE',IDX 5F11e2/0
WRITE(6,4958) ((EDPR(T,J),1=1,5),J51,5)
4g FORMAT(/3X,?CD{1)7,i0X,5F11e2/ :
. 37,‘@0(2)' 10X,5F11.2/
aay;'cn(s) 10x,gr11.7/
k! 'En(«)',xux 5F11e2/
“‘3 "to( )¢ 10),5F11.2)
.. RWAL=0.0
V’!'”—PWF2—1.0/1.DB.
D 8 1=1,5
R?F?-;Pn 8¢srnx(1 614704 0~STH£(I 7i+20.,0eSTHX(1,8)+

Rl gt eE Xk K ® P

.t K ®

. - 60 peSTHY(1,92)1%20,0-5THX (I,lc)+40-0*STMX(I.11)*
x “ﬁ.,‘JTPX(I,))*71.9*5TMX(1)2) ‘
ILX"_)RI"? 7 _ 5

RhA}:_WA1+EﬁF1iRHr2wéIEx
RhED(I)"E(PD(I»l)
— L RWPD(IIEPREDC(T, 1)
66 -CONTIHUE L o
T RYA2=C.0 . o
JF(INDTIP.GT.4) ¢0 TO @6
CIF(ICTIFeGTe2y) GO TO 814
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82

. 84

CRWMAT(18)=6,67#(STHX(],1)+STHX (1,6 )+STMX(2' )+STMX(3,6)+STMX(4,6))
- RWMAT(26)73:2050%STHX(1,2) -

-~ RUMAT (291=3.285«(STHX (1;2)+STHX(1,47)1+S5THX(2,7)*STMX(3, 7))

)

N
[
[3M)

9?

CRWMAT(I+200=STHXEIL7) - T e
CREMAT(I*35)=STHX(T,8) - - : :
o .o RWMAT (145 U)"ST'X(I,?);~,;3 o T , R

’*CONTIIUC

CVRITE(64+92) P\rl,hiAz,(RVED(l), 1;5);(UNSD(1)»1=!.5)

Do 82 l"a

" RWAZ=RWAZ+B. OcSTNX(I’6)+lU O*STMX(I»7)

CONTIKUE

GO TO B8

Do 85 .1=1,5

RWAZ=RWA2+STMX(1,61+%10. D*STMX(1,10)+5.g¢STMX(I.11)
CONTINUE

GO TO 88 )

Do 87-1=1, -

‘RVWA2= RWA2+5TMX(136)*10 DeSTMX(], 7)+2.n.STMX(1,9)
CCONTINUE . . -

RWMAT(11)=4, 57o.sTnx{1,1) '
PhHAT(12)~H957*(5T”’(l,1)+STMX(1,6))

RWMAT (13)=4, 57-(87hn(1,1)+5TtX(x.6)+STMX(2,6)) ,
RWMAT(lH)*ﬂ.a7*(5TfX(l,l)+STHX(1,6)*STHX(2 6)*5TMX(3,A))

RWHMAT(271=3.205« (STHX (1, 2)+S#MX(1.7>) -
REMAT (28)=3+2854 (STMX(1,2)+STHX(1,7)+STMX(2,7)) .

RhHAT(BO)-? 285-(4T“X(l,2)+5ThX(1 7)+STMX(2.7)+STMX(3 7)+ST”X(4 7).

DO 202 1=26,30 o
RWMAT(1)51%333RUHAT(])
CONTILUE . , - o - -
Do 204 1=3,5 : : T
RWMAT(I)=STHX (I, 1) - -
CRWMAT(IHIS)I=ESTHACL,2)
RUMAT(1+30)=STHX(1,3)
REMAT (T#45)=STHX LT, 4) . ' ' ‘
RWMAT(I+6n)=STHXAL,5) o o e e = L E T
RUMAT(I+5)=STHX (1,63 - - ST e e - < :

CRWMAT(I+651=0,0" AR ' : T
CRWMAT(I+40)=0,0 TR e T : s
ianAT(x+5c)—sTMx(1.1D)~ U S

CRUNAT(1$70)=STHX (T, 11) - '

0o zosg 1—1. : -

- Uscosrt= U<c057+1ou n*bnso(x)
conTInUE -
RWAL=LVAL+USCOST

Fowr:1(1!1/1 2300ty

A»*lx,'* ) - T » 0BJ1 3',*"10-5/
$1X, % ACGREGATL TABLEAU e/ L , ) L
AR Coe 0 oBJ2 B, F1De2/

~ o~ Ul o

4

Lo b e
. oo

 ~*iX,'tHERG\ DLwAnD~(T-H) SATISFIED JF10. 2,4F12.277

164
.»1x"r;15T1hG CAPACITY (Gw)*,5X,5F12,2/

#1X,23(°%°)/7 . L . : .
,35§,',957~1986-- 1567-1991 1992-1%9¢ + 1997-2001 20p2~- ZUOA '/

- - v o - - Ll L4
~ - - e as ™ o ge e [ - /
‘33;\’ L R adiaiad Ladiadiadt ] - T oy n - - pony g /

*lX,'[HEPGY DEHAND (TWH) UNSATISFIEC’ Fi10. 2,"F12.?//1x 09('- ) 7
*1X,89¢ ="V /0 - H

\RITE(é,l(“) (RUMAT(I),1=51,15)

FORMAT(17, *HUCLEAR /11X, 70 ="2//

11X, ALDITIONAL (APACITY (GY) 4 ,5%,5F 2.2/
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“1x, Enkply GLERATED (T'.',-H)'§5X;,5;'1'2-2//1Xt89('~')/)
WRITE(b,10L) (RUBAT(I),1=16,30) ’
105 FORMAT(IX ,*HYDRO-BASEY/1X,10(’'=*)//
»1X, EXISTING CAPACITY (GV)’ 45X,5F12,427
-1x,'ALDIT10PAL CAPACITY (GW)*,5X,5F12,2/°
. *1X, ENERGY. GENEKRATED (TWH) ' 48Xy5F12,2//71%,890f=*)/)
.. WRITE(E,1D6) (RUMAT(I),1=31,40)
2106 FORMAT(1Y,?KYDRO-PLAKI/1X,10(*=*)//
11X, TEXXSTI“G”CAPACITY (GV)*5Xy5F12,2/7 _
:cxx;igoolwxoan CAPACITY (GW)*,5X%X,5F12,2//71X,89(¢<7)/)
CMRITE(6»107) (RWEAT(I),1744,60)
ic7 FORHA](IX;‘COAL‘/lx 40 =177 o
*lX,’EXISTLNG'c@rAQITY G B Xy5F 1242/
Cw X, ALDITICGRAL CAPACITY (GV)*,5X,5F12,2/7 o
«1X,*FHERCY GENCRATED (TWH)*,5X,5F12,2//1X,89(*=*)/)
YRITE(63 108 -(-m.-'l-;AT_(l),I=61,65),(R'\'3MAT(I),‘l=71-75)
#4108 FORIAT (1Y, FUELY /1X4(7=*)//
o elk, 'E,IaTsz CAPACITY  (G¥)*,5X,5F12, 27
©1X, *CRERGY GERFRATED,  (TWH)!, 5x 5r12.2//1x.89(‘—'))
RETURH - R S
LEND . - R
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