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-ABSTRACT 

The aim_in switching ne~work optimization problem 

is to obtain optimal link ca~aci~ies so tha~ the 

resulting network cost is .minimized a~d a .certain 

~atisfactory level of service i~ supplied to the 

subscrihers. Since th~probl~mh~s a lBrge siie 

and encompasses nonlineariti~s, approximate 

so~_utions suffic~. 

- . 

In t-he 'prese~t study, the optimization problem~ 

its characteristics, an-d rel'a ted teletraffic 

concepts are present~d. Asolutiorrprocedure is 

deve.loped by considering the -existing approaches' 

an~is appli~d to some ~mall'scale exampl~netwo~ks 

tos~owit~ f~nctionihgand to set-a comparison 

basis for future study. 
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DZET-

Aboneler ar~s~ndaki telefon ~~ijlant~lai~n~ i~~layan 

tel~komanikasyon (uzileti§im) §ebekesi, ileti§im ve 

~~ritral ~ebekesi ;larak iki~e ayr~§t~ril~p incelen~ 

mektedir. santrai~ §ebe~esi, birbirlerine devreler 

- "lIe baglanm~§ santrallardan olu§maktad~r. ile,ti§im 

§ebekesi ise santraJlar~ baglayan ileti§im ~istem­

lerini ige~i~. Teiek6mani~asy6n §ebeke~inin'eniyi­

lenmesi(optimizasyonu)iki eta~ta~da§arial~ektedir. 

Santral §ebekesinin enlyilenmesi ol~~ birinci kade--. ~ . . 

me.nin 9~kt~lar~ikinci optimizasyon kadem~esiolan 
_ileti§im- §ebeicesinin eniyilenmesi prOb~E!Trfine -girdi 

olarak kullanilm~k~ad~r. Bu 9al~§ma santral §ebeke~ 

:lerinin eriiyilenmesi ile ilgili oiuJ? ileti§im§ebe':" 

kelerinin eniyilenmesi 9a'J~§man~nkapsam~n~n d~§~nda 

kalmaktad~r . 

Santral §ebekeierJnin eniyilenmesindeki hedei eniyi 

(optimal) hat kapasitele~ini tayin edi~ santrallar 

-aras~bagiant~lara ka9 devre kOriillacag~n~ bulmakt~r. 

Boyle bir ,hesapl'ama ya~~J~rken §ebeke maliy~tini e:n~ 
azlamak ve abonelere yeterli ~~r servis seviye~i 

-sag~ama~ ama91anmaktadir. ~r~blemin boyutunun,b~yak 

olm~s~vedogrusal olmaya~ ili§kiieri igermesi ne~ 

deriiyle' aricak ya1c.la§l.k 96ziimler elde edilme'ktedir. 

Bu 9al~§madaeniyilenecek olan santral §ebekesi 

problemi~ oiellikleri ,ve ko~uya ayd~nl~k_ge~irebi­

-l~cekgerekli b~z~ uzt~afik k~vr~ml~i~tan~mlanml§-
- - -

t~r. ~yr~ca, mevcut90zam ~akla§~mlar~n~da~ozoniin-

de b~lundurarak bir90ziim yoida~~ geli~tirilmi§tir. 

~eIi~tiril~n metodun'i§leyi§i~igost~rmek i9iri 90Zam 

yordam~, kii~iik b?yutlu,baz~ ornek §eb~kelereuijgu­

lanm~§t~r. 'B6ylece, ilerki 9ali§malar i9in de kar§~~ 
, 

la§t~rma'kriterleri meydan~ getirilmi§tir. 
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'CHAPTER I 
INTRODUCTION 

A telecommunications network is the means of interconnecting telephone c;ustomers. 

A nati onal network includes exchange (local) networks where each' exchange area 

network is primarily concerned 'wi th local calls. A local central offi ce i nter­

connects local subscribers and has conn~ctions to other local central offi ces " 

so that a call which originates in one central office can be passed to another 

central office for completion. The central office can also have connections to 

. toll offices which are the gateway to the long'-distance netwqrk •. · In short, 

telephone service, being either local orlong~distance, ,is of .two types. 

The telecommunications network' optimi zatiori is mai.nly a~ inte~nation~l problem. 

The problems arising-in the i~vestment planning of the telecommunications 
. .' :.. ' 

network for Turkey resemble in technic.al aspects the problems faced by. other 
: • > .' ." • ,,' , 

countries when plannirig their, owinvest:ments. The investments made on the 

Turkish telecommunica.tions network have been unsatisfactory in terms ,of service 

supplied 'since thesul?scribers. are. Ii ab Ie torece~ ve theall-trtinks-busy s.i:gnal· 
'. '. 

too frequently. Due to the stress of monetary constraints in Turkey, 1Iniestment 

planni ng has become an even more crucialprobtem. 

The optimization of telecoImnuni.cation networks is vi tal for telephone traffic 
.' . 

network'designers in terms ot'investment value and, system functioning. The 

network represents a large proportion o~ the capital .assets ofa teleco!mnunica~ 

. ti . .ons administration and its operating cost. Th,e success 'of a telephone system 

depends on the way it handles subscribe.rs' telephone calls. A. telephone' 

subsc.riber must be able to make a call whenever he desires at a cost whi ch is 

not prohibitive. The telephorieadministration must provide this level of servfce 

through investments in plant equipm'Emt, depending on the number of subscribers 

and the volume of 'traffi c •. The major expenses of the telephone admini stration 
-

are the invested capital and the interest oni t. Thus, prbf itab i 1i ty depends 

to,a large extent on the system's not being over-engineered. On the other hand, 
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under-engineering th~system is unacceptable from the point of Vlew of customer 

service. That is, .too few switches and interconnections would hinder the growth 

in the number of'subscribers and cause productive time losses in waiting while 

too many switches and interconnecdonswou1dincrease the costs of the adminis­

tration. To: resolve the trade-off between cost and service, the investment in 

pi~lIit ~quipment must .beminimi zed subj ect to 'a constraint set concerni ng the 

service levels. 

The basic purpose of te1etraffictheory is to find the conditions under'which 

adequate' servi ce i Ii given to the subscribers while the fatili ties prov:idi ng 

the servi ce are economically used. The necessary ci rcuits to enable exchanges. 

in a moderately 1a,rge city'may represent.'8: 'capital ,investment ofse,:"eral 

mi 11ions of dollars. Therefore, even a small 'percentage of investment reduction, . 

achieved by employi ng a <1:imens i oni.ng procedure, amounts to. si gni fi cant savi ngs 
, ' 

in total investment cost . This result can ve~,jfy the fact,that in switching 

. network optimi zationprob1ems, an. approximate so Iud on suffices. Currently , 

utilized methods do not aim to attain the 'exact solud on due to the. structure 

of the problem which generally ha~alarge size a,nd many interdependanci es 

between the variables. 

A telecommunications network can be separated into a switChing and a transmission, 

, network.' The switching (swi tched) network comprises the switching' nodes inter~ 
",e. 

connected by groups of ci rcuits whHe the transmi ssi on network consists of 

transmission systems interc()nnecting the switching nodes. The traditional trans­

mission'facHity in a'telecorinntinications network is cable. Recently, the use 

of radios and satallites have been initiated., The optimization of tele,comi:n~ni~ 
cationnetworks isapproa:chedin two stages [6] • In the first stage, the 

switching network isopt:imized by applying a dimensioning procedure. The basic 

output of the switching network optimization problem is the link, capac~ t~es, 

which are usedas inputs to the transmission networ~ optimization problem.In 

the transmission network optimi zation problem, given the lirikwi se circui t 

'requirements, the minimum cost facility installation scheme is sought by' 

determining the type of transmission system to be installed on the links.Trans-

mission network optimi zation is 'totally out of the ,scope of this study. Only 

.... ~ switching network optimization .is analyzed in the thesis. 

l-li.th the aim of defi.ning switching network opti~ization'~rob1em c1~ar1y, in 
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· Chapt~~ II the necessary aspects o~ teletraffic the6ry are introd~ced. A brief 

review of the relevant literature on switching network optimization is gIven 

in Chapter III. Then, structurally the problem is defined in Chapter ,IV along 

with the general input requirements and the resulting outputs. Chapter V 

includes the fundamental theories used in the solution procedure, the specific 

assumptions of the developed model, and the solution algorithni for the switching 

network optimi,zation problem. Numerical results of the developed algorit~ are 

discussed in Chapter VI while the l,isting and,explanadon of the computer 

program are included. in Appendices D ·and H. 

"."-. 
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,CHAPTER 'I I 

CERTAIN RELATED ASPECTS OF, TELETRAFFI C THEORY 

II. L FUNDAMENTAL DEFINITIONS 

Telephone traffic is defined as the aggregate of telephone calls over a group 

of ci rcui ts with regard to the duration and the" number, of calls. The product 

of the number of ccillsduring a period of time "by the average holding time 

yields traffic flow. In ~raffictheory~ the unit of 'time is one hour. Traffic 

flOW,' expressed in hour-calls, is termed as traffic' intensity. The quantity"of 

traffic used in dimensioning ~ethodsi~ the traffic intensity which repr'esents 

the average number of simult~n~ous calls'. Although traffic 'intensity is' a', 

dimensionless, quanti ty, it is call~d' the "erlang" after' the Danish mathemati-
, ' 

cian, Erlang, who is the founder"of the telephone traffic theory. One edang 

represents a circuit'occupied for on~ hour. In the United States 'the term 

"uni tcall" (UC) or its 'synonymous term "hundred-call...;seccmd" {CCS)whi ch ' 

expresse,s the sum of the number of busy circui ts provide'd' that the busy trunks 

'were observed once every,lOO seconds, i s gener~lly ~sed~ The ,relationship.:. 

between, the erlang' and the UC or I::CS can easi ly be establi shed' as: 

1 ,erlang - 36 UC - 36 CCS .: 

, Telephone traffic, is ,carri edbetween exchanges or switchi ng centers by ci rcui ts ' 

, which are also termed as junctions or trunks in 'the literature~ An exchange 

destinied for subscribers in the same exchange area does not lise the' junction 

network. Tandem switches~ employed in a telecoIlllilunfcation network,funct~on 

solely as switching points for trunks between local centrai offices. Therefore, 

no traffic originates or terminates at 'a tandem switch. 

To 'obtain feasible connections between switching'centers,~a procedure known 

as alternate routing is utilized in the telecolnmunication networks. Under' 

alterna'te routing, traffic offered to" a direct {first choice) route between 

4 
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two exchanges and me~ting'congesdon (blocking) is offered to a secon~ choke 

(overflow) route. Networks which allow alternate routing of traf6c are termed 

cswi~ching 6rswitchedbecauie s~it~hing 6p~rations are required to alternately 

route a call. A link" whose traffic can be'swhched -to an alternate route(s), 

is called a high usage link. All of the links in the network excluding the' 

high usage links are terriled as final links. The set of all final links 

constitutes the, backbone of the network. 

The network routing hierarchy permits the traffic which lS blocked on a high 

usage link to be switchedthrough'other junctions. Ifa c6nnectionfails on a 
final link~ tl~en the call is "lost",a~d the caller must try to .place'the call 

, ' 
, ' , 

agairi."The switching process, induced by alternate routing, tends to smooth 

out·the'peaks. of traffic loads which occur throughout the network at different 

times of the day [16]. Making use of alternate routi~g, rather than allowing 

only direct junctibns between .eachexchange pair, can decrease the total cost 

si nceless equi pment wi 11 be required to servi ce the overall traffi c load on 
, .. 

th~ network. Savings in total investment for tandem' networks wi, th a constant 

grade ofserv:ice are abput 10 % in the case of large networks' (2]. The :m~in 

advantage of alternate routing Iiet~orks is the greater.traffic carrying 

~apaCity o~ large groups ~f junc~ions by 'coinbiningmany sma:Ll parcels of traffic 
. '. -' . - .' 

'on'the :second"and/or higher order choice routes. Administratively, an alternate 
, " 

route trunk layout may be easier tO,monitor day by day than a large number. of 
' .. 

separate and inde'pende~t int:ertoll groups since a close check only on the 
-. , " . :. 

serv5 ce given on the final routes can be sufficient to insure that all customers 

'are bei.ng served satisfactori.ly.[34]. 

For given congestion standards and speciiic levels of offered' traffic 'there, 

are optimal values for 'the propordons 'of traffic ,routed via direc't and 

alternate routes. The 'prinCipal f~ctor~ tending to, increase the propqrtion b'f' 

traffic on di re,ct juncd ons'are.the gener~lly lower j~ncdori and 'swi tch'ing .• 

cost's ~'On th~ other ;hand ~ i.ncreasing· th~ traffic on the tandem network enables 

the direct junctions to operate at a greater traffic effiCiency, and the aggre­

gation,of anumbe~ of sm~ll traffic parcels results inefficient·u'se of the 

alternate rout~s. Basically, all the existing dimensioningpro~edures seek to 

'at,tain the' optimal roudng of traffi c, considedng . link and/or route blocking 

probabilities., 

5 
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11.2. NATURE OF TELEPHONE TRAFFIC 

An understanding of thedi stributio~ of telephone - traffi cwi th respect to time 

and desdnat:ion is essential in determining the 'amount of telephone fadUtfes 

~equiredto serve the subscribers' needs. Te.1ephQne traffic varies according 

to locadon, season, month, week, 'day, and hour. These variations may be 
, , , 

considered to be primarily systemati c 'since' their occ~rance can be predi c'ted 

whhinreasonablelimits. However, the variation that occtirs within an ,hour is 

,not systematic. The random nature of the traffic distribution within an hour 

is 'based on the assumption ',that subscribers originate callsindepe~dently.Other 
important traffic fluctuation sources are the differing tel~phone usage rate 

of subscribers and'the length ofconversation. With'the input traffic fluctuadng, 

telephone traffic network designers uti,lize the traffic interisity value obtained 

by considering the busy hour in the busy season or muldhour engineering 

techttique (see Chapter III) to supply satisfa'ctory service~ Sound demand 

forecasting, 'where customer demands are, speci'fiedprobabili stically between 

pairsofjurictions by the utilization of the first two moments, is -essential 
. . .' . 

for a reHable network design. 

The traffic distributions, which influence, the dimensioning procedure'of the 

network, can be divided into three main categories with respect to the 
, , 

variance-to-mean ratio, vmr [20].>When vrnr is equal to unity, thet;raffi,c is 
: . "" " : . 

defined as being random and is characterized by Poisson 'd:i.stribution~ In the 

nonrandom case, the traffi cis called smooth if' hs' vmr, is less than U!l1 ty ,and 

i tis named rough or peaked if,i ts vmr is greater than ~ni ty • 'Although random, 

traffic is rarely found in practice, it'is extensively used, for its simplidty. 

In.thecase of smooth ,traffic, the utilizatfon of Po iss -On distribution. overes­

timates the number of trunks while for rough traffic,it re~mitsin ~n underes­

timat:i on., Cons~quent1y', ·jEquivalent Random Theory" due to Wi lkinson' [34] or 

Fredericks' formula [30] is employed to deal with rough traffic that is 

encountered co~only in networks with alternate routing. The erro~ in using 

pois'son distribution for smooth traffic,] s rather, small and may be regarded as 

a safety' factor • 

. ,To clarify the nature of telephone traffic in a network, the offered and the 

'carried traffic must be'differeritiated~The carried traffic, which is obtained 

from traffic measurements, is the volume of 'traffic actually handled by the 

, sys·tem. The offered traffic is greater than the carried. trafficby,the amount' 

,6 



of lost or blocked tra~fic, if any. Thus, the relationship between 'offered and 

carried traffic 1 s 'expressed by , 

Offered Traffi~= Carried ~raffic + Lost Traffic 

The lost traffic can. be thought of as, that portion of the traffic which would 

overflow to an auxiliary route if the channels of ~he route under study are 

occupied. The characteristics of the ,traffic offered to the routes. in a.network 

are of fundamental importance in theca~culati on procedure. The freshly offered 

traffic to the first choice links is considered as being random. A Poisson 

distribution of offered traffic is produced by a random arrival of calls. The 

implied assumption is, that the probability of a new, call~rrival in the,next 

.instant of time is independentof.thenumber.curr~ntly present in the system. 

When this randomriessand the correspondingindepe~,denceare disturbed, then 

the resulting distributionwillno longer be. Poi.sson. In overflow traffic; 

there will be more occutances,of large numbers of calls'and also longer~nter\[als 

when few' or no ,calls are present [34]. The vmr of ,the overflow tra:ffi~ j s. 

greater than uni ty, . signi fyi ng' peakedness' wherea~ the vmr of the carried, 

traHic lS less than unity, sighifyingsmo~thness~ Peaked traffic requites 

.more pathswhi Ie smooth traffi crequi res less paths than random traffic does 

'to op~rate at a specified grade of service~ 

-, " ',' 

II .'3.' GRADE OF SERVICE . '. ~ : 

Th~ concept of blocking refers to the' fact that a call encounters anall-equip-
., , 

ment~busy condhionon ~ given link (link blocking) or i.na given switch 

(switch blocking).Lin~ blc;>ckiilg probability, expres~ed by the Erlal1g-:-B formula 

developed by Erlang',- is the probability ,that all of the trunks of ,the consider'ed 
" -. . .' 

link are busy. Link blocking probability is a di,rectfunctionofthe amount of 

traffic offered to that link and the number -of trunks constructed for.:that llnk. 

The offered and carried traffics ofa trunk _~roup are different mainly due to 

the existence of link blocking.' Each switch blocking is cha'r~cterized by:two 

diffe~eni: blocking' prob~biliti~s, namely the incoming and the outg"Oing blocking 

probabi li ties [11]. 

"~In a circui.t-switchedteleconnnunication network optimization. generally the 

interest is on the overall blockirig probabi li ty which is also~alled point"-to­

point congestion or end-to-end blocking. The point-to-poirit cc;>ngestion value, 
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derived from the individual blocking probabiliti.es of each link with or without 

regard to swi tch blocking, refers to the probability that a call at, any 

originating node of the network does not reach its destination due to network 

problems. A highly related concept to overall blocking is the grade of service 

~hi.chis defined as the measure of service given in an exchange froIil the ,point 

,of view of insuffi ciency of, the teleconununication ~et~ork system. Grade of 

service,is the ptoportionof the unsucce~sfui calls ~e1ative to th~ total 

number of calls. The conventionally accepted value for grade of servi ce j s' 

'0.'01 [19]. 

As telephone networks grow and evolve over time, new switches and transmission 

faci 1 i ti esare introduced 'wi th the required capabi Ii ti es. For' ease of 
... 

calculation, most of the current network dimensioning prpcedures aim to ensure 

the specified blocking levels to be met, on finai trunk grou~~ during normal 
, -

network conditions, at which abnormally highdemandva~ues and failures are 

not takenihto consideration, rather than thepoint-to~pointcongestion 

crherion.'The basic, objective is that each s~bscriber should b~ able to 

conununicate with the ~thersi.lbscribers wi th a high probabi li ty, except perhaps 

dudngcertain a,bnormalperi ods'. 

8, 



CHAPTER In 
APPROftCHES TO:SWITCHING.NETWORK 

OPTIMIZATION . PR0BLEr'a 

'The hierarchical swi tching network optimi zationproblem has, been a substantial 

research area. New points of view and encouraging improvements ·havebeen 

accomplished. Yet, due to the lack of a universally acclaimed testing network 

to test and compare each proposed method, none, of the solud on methods emerges' 

'as. being distinctly superior to the others. Besides, some of the ,methods have 

been restti cted in the' sense that they were plimtled for only special network' 

design~.The strong trade"-off betw~en, accuracy and ,ease of application is a 

drawback in the subject where-even the level of accuracy is still open to 

~esearch •. Considering the vast sUIils of money expended to meet the current and 

future commuriication needs with a high degree of efficiency, ~nd the con'tinu"ing 

developments ·in'the design of switchesa:~d transmission facilities, the 

sustenance of' the research on telecommunication network optimization is 

obviously vital. The approaches and,thediscovedes of the existing resea['ches 

can be influential guides for future study. 

Over the past 30 years, there have been at least two basic approaches to the 

hierarchical switching network optimization problem [16]. 

111.1. THE PROBABILISTIC AP~RQACHTO SWITCHING NETWORk 

OPTIMIZATiON PROBLEM~ 

The first approach to the design problem incorporates speciftc probability 

distributions'for ~ach parcel of tra.ffi c, where a parcel is merely that portion 

of 'traffic whi ch' follows specific routes ion the network. Different parcels can 

'~xperience differentblockiiig probabilities on the same trunk group~'That 1S, 

a given trunk group may accomodatecustoineroriginated random traffic and also' 

overflow traffic which is peaked. 
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The pioneedng work represendng the probabilistic approach, which has had 

widespread use throughout the telecommunicadons industry; was set jn 1954 by 

Truitt .[32]. T~egenerally accepted name of the method reflects the fact that 

economic considerations are also part of the analysis. The method is termed 

the economi c-hundred-call-second (ECCS). It j s b~sed on the concept of 

economic load on the last trunk. This method was introduced by Truittf()r the 

simplest routing hierarchy which consists of a triad of junctions with only 

one overflow possibility and one specific time of day (single-hour). The design 

variables are the specific, sizes of all trunk groups of the network. 

Further important extensions of the ECCS-method occured in three directioris~ 

First, accurate refinements concerning the overflow distribudons were made 

following the equivalent r,andom, theory of Wilkinson [}4]. Then~ more complicated 

network hierarchles were introduced by Rapp [27] and other following researchers., 

Currently,' iricorporadrig ,these two extensions to their work, three researchers 

have produced different solution techniques~ There are three'main options as·' 

to how the problem may' be formul~ted.It can be (a) circui t' based, (b) traffic 

based, or (c) blocking/circuit based [6]. Basically, these three solution 

procedures arei terative. Berry [1], [2], rather than decomposing. 'the network 
. '. . . 

into a high usage and a backb,one part,. considers the network as a whole.lnitial, 
. ,. 

,values of traffic flows on all possible routes for all traffic relations are 

selected such' that all point-to-point grade of service constraints are met'. -

Accorqingly, the offered traffic to ?ll trunk groups arid the trunk: sizes are. 

calculated. Then the new valu~s'of th~ traffic flows on all of the routes are 
. . _.' . . - . -

provided by the use of a search method. The search' method, employed by Berry, 

. is, the gradient proj ecd on method due to Rosen [28]. Berry" s methodi s traffi c 

based. 

In contrast to Berry, Blaauw [41cipplies decomposition to the network. Blaauw's 

method is blocking/circuit based. In, this case, first the optimizati,on problem 

is considered with fixed high usage group sizes, implying that the high usage 

trunks are separately optimized in advarice by somemethod'~ The optimization of 

the high usage trunks can be achieved by Pratt'~ [26] procedure, which will be 

di scus~ed in detail in, the:. foilowing chapters o,f the ,~he'sis. Then, the optimi­

zation problem is consi,dered as a aim~nsiordn~ problem for, the network as a 

whole. The selection of new values for the .high usage trunk group sizes, to 



start a new iteration, has been dependent on heuristic procedures. The ,point­

to-point blocki ng functions developed by,' Blaauw and extensively used hi the 

constraint set of his mathematical programming problem are not exact. 
, . 

The solution procedures of Blaauw and Pratt [26] may be considered as dual 

methods since during one iteration Pratt'fixes the'backbone part of the network 

to ,optimize the hi gh usage part. Pratt utHi zes the decomposition concept in: 

the solution procedure whi ch' is ci ~cui t based. The optimization equati ons for 

the'high usage trunks are formulated by differentiating the total cost function 

with respect to each independent variable. The backbone p~rt of the,~etwork is 

fixed by selecting initial values for the blocking probabilit1es of the links 

forming the backbone~ Pratt's, model assumes that tr'affic other than that 
, , 

origin~ted at a n~de ~nd 'destinied for another node is background traffic 

which 'is constant., Therefore, ,the variation in the number of trunks for the 

link under consideration is solely due to th~ variation in the related high 

. usag~ traffjc values~ Pratt's method has been widely employed to dimension 

actual telephone networks, like in'the French PTT program. One disadvantage of 

thi smethod is that it does not guarantee the point-to-'poi nt grade of service 

constraints to be always sad sfi ed. The models due to Berry and Blaauw do not 
, , 

possess thi s shortcoming. On 'the other hand, i'n' terms of CPU-time Pratt's 

model seems ,to be tentatively the most advantageous between the three methods, 

,t~ be followed by Blaauw's modeL 

roo·' 

'The third extension' of the ECCS-method, introduced by Rapp'[27] and Eisenberg 

,[8]. involve~ the incorporation of traffic'overflows and constraints on the 

blo'cking probabilitiel:! for'more than one time of ' the day in the same cost 

minimization modeL With this extension the new method obtained, commonly 

known, as the multihour engineering method, differsfro!D.the ECCS-method. Only 

~hen'the peak load ho'urs on most ,of the routes cOln~ide, the multihour 

engineeringmethocireduces'to the ECCS-method. By this, new procedure, networks,' 

areengin~ered'for mor~ than one hour of point-to-point traffic data.Therefore, 

multi hourengi neeri ng j s a technique for 'desi ~ning trunk net~orks when the 

hours of , peak traffic loads between various pairs of switching centers do not 

coincide. 

Although the underlying theoretical basis for multihour engineering has been 

'developed by Rapp, he proposed an approximate technique rather than attempting 
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to construct an optimal .soluti on. Ei senberg [8], aimi ng to get an exact 

soludon, concentrated his studies on a network stru~ture ~her~ only one overflow 

pqssibjli ty is aCcOniodated.' The algorithm devised ,by Ei s'enberg 'optimizes the 
'.. ,. -, . 

. high usage trunk group sizes one at a time, in a fixed but arbitrary sequence 

until no further co~t reductions can be obtained. It is reported that such an 

algori thmhas the undesi rable property that' i t does'not generally converge to 

a unique solution [9]. It can converge to anyone ofa family of suboptimal 

solutions, depending on the i.nitializationof the, algorithm and on the.specjfic 

order in whi ch the calculations are performed., 

To eli.minate the <lisadvantage of Eisenberg's algorithm, Elsner [9J derived a 

descent-type computational algorithm for the multihour'engineering prob1em.For 

the,solution~, Elsne~ c~ncentrates ort the same network structure as considered 
, , , 

'by Eisenberg. Theessenti aldi fficulty of the multihour engineering, problem 

arises, from the' fact that the network cost function is not di fferenti able 

everywhere in its domain. However, the algorithm presented by Elsner is assured 

of convergence to the minimum cost noninteget solution by the convexity of the 

cost function a,nd by the particular execution scheme of the search process. The 

nonintegerininimum'cost solution is subsequently rounded to the nearest 

allowable integer solution to give a realizable network. 

For the casesexamjnedby Elsner and Eisenberg, it is revealed that the utili­

zadon o'f the multihour engineering technique produced 'networks whose COS!,S, 

av~raged approximately 7 perc~ntb~lqw those achi eved by the usage ~f si ngle- , 

hour methods. Ev:en though the multihourengineering techniqueappear~ to promise 

considerable cost benefi tsin future ne'twork designs, a number of problematic ' 

aspects have to be settled before the technique can gain acceptabi li ty: for use 

in the field. Some of these aspects'include'the determination of the' number 

of hours to be used in theengirieering of a network and the actual selection 

of those houis;the determination of how muitihour engineering cailbe accom­

plishedin a large scale network with more than one overflowalternative,arid 

"finally 'the deteitninationof how the. trunk administration'will best be carried 

out ina mu1 ti hour envi ronment • 

. 

. ' The model proposed by Kortanek" Lee, and Polak [l6J can be applicable in both 
.. " . . 

si~gie';"hour and muldhouroptimization problems. Their basic contribution is 

the 'introduction of a linear programming problem approximating the nonlinear 

12 
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problem in the case'ofprobabilistic demand; whereby creadng sdmu1ation for 

further rese~rch on linear programming approach. The f~ct that blocking 

pr~babi1ity curves are convex, proven by Ue$serli [17], is utilized in their 

formu1adon. In their study, it is shown that a different use of ,the classical 

concept of marginal capaci ty of an addhiona1 tr~n~ at a prescribed blocking 

probabi 1i ty leads to a linear progr~mming model whi ch can be' used to" compute' 

the sizes of the hi gh usage trunk groups • Thi s new approach permi ts di rect 

application of duality theory and sensitivity analyses to the design of switched 

probabilistic telecommunication networks. The model is applied to a larger scale 

network than those exampling the preceding multihour engineering models, but, 

still there is only one overflow alternative for a specific exchange pair.The 

researchers state thefr anxiety o~ the issue of whether the proposed linear 

program provides opti.ma1 solu~ions having integral numbers ~f high us~ge trunk' 

group sizes. To 'ensure the applicability of,linear programining approach, further 

'research is required. 

III.2.THE DETEBMINISTIC APPROACH,TO SWITCHING 

NETWORK OPTIMIZATION PROBLEM 

Considering the demand asdetermin'istic ratherthanpr,obabilistic constitutes 

the basis of the second major approach to the switching network design problem. 

'This approach was introduced by Ka1aba. and Juncosa [14] in 1956. Their study 

is based on a linear programming model ,for a c1assi cal rout.big problemhavi rig 

';'ariable link capacities. In spite of severe deterministicassumpdc:ms, the 

, pioneeri ng 1 i near programmi ng' model rif Kalaba arid Juncosa can th~~retically 
accomodate all conceivable routing possibi 1:i ti es since thei r traffi cvari abIes 

are indexed by an origin-destination point pair and also an intermediate' , 

$witching point over all possiblet.riads. The traffic parcels being determin-'" 

i.sti.c in the Kalaba-Juncosa m04e1 signify that traffic.,..9rig,inated at a certain 
. . . . 

junction and terminating at another jun<;tion is a given constant. Speci'fications 

for ensuing future periods are possible, but multihour considerati ons :.have not 

beeni:ncorporated to their formulation. 

About 5 years after the Kalaba-Juncosamodel, a series of papers,written by 

Gomory andHu on communication 'network flows ~re reported to have appeared in 

the SIAM ,Journal [16]. Thei r ~ork, occuri ng over' a 4-year period" signifi cantly 

exparided the size of the linear programming network models that could be treated 
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computationally. They were able to combine features o'f generaUzed Unear 

progrannning dec:omposHi on tecnni ques wi th effici ent Ford-Fulkerson methods for 

'solving network subproblems. Gomory and Hu also stressed the. importance of 

including connnunication de~ands indexed by time, s'uch as time of day. They 

proceeded under the expected assumpti on that the time vad able' assumes only a 

,finite number of values, but alternatively one can employ a continuous load 

curve wi th time-of-day varying demand.' 

J11.3. ,tHE OVERVIEW OF THE SWITCHI.NG NETWORK OPTIMIZATION PROBLEM 

_ Based on discussions wi.th engineers in the field, ,Kortanek, Lee·, and Polak 

report that both the deterministic and the probabi)istic approaches have had 

significant impact in the' actual desi gn of swi tching networks. The completely 

deterministic approach has been found particularly important in delineating 
- , .. ' 

first choice and alternate routes between pairs6f junctions, to be used In 

defini~g a network hierarchy. Once a network hi.erarchy is. ,es tabll shed, 

. economies of scale are then achievable according to the optimal use of the 

underlying probability. distributions of originating and alternately routed 

customer traffic. 

111..4. APPROACHES TO THE CALCULATION OF BLOCKING PROBABILITY 

r.·. 

"The calculation of congestion is essentially inseparable f~om the switching 

'ne~work optimization prob1em,yet due to 'i ts signi ficance and, complexity, "i t 

, has heena' considerable research area by ,i tself. The cost saving implications 

of an accurate computation ofbi'ocking 'probabilities in network design ~re 

enormous since the marginal link di~ensioning ~ondi tions usually require the 

ca1cu1ati on of Hnlte differenc~s of blocking probabili ties .• Investigations 

. cor~erning the blocking probabfU ty of· individual parcels ,have been made by 

Wilkinson (34], Katz {151, and more recently by Deschamps (7). 

Although most of the currentswitchfng' network optimization procedures only 

ensure that' the'prescdbedb10cking levels be met on final trunk groups,recent1y 
. -'; - - ~ 

the necessity of satisfying end-to-end blocking probability constraints is 

emphasized '[13].. Individual trunk blocking levels niayno~ be indicative of end-' 

to':"end congestion levels. High blocking on final groups may not necessarily 

imply the: existence of a call congestion problem for the overall system while 
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significantend-to-en~ congestion may exist even though most fjnal trunk groups 
, , 

are expedendng relatively low block:ing levels. Thus, it is suggested that the 

procedure for measudng and sped fying the traffi c grade of servi ce should be 

based on an en&-,to-end connection probability. However,the exact computation 

of end-to-end congestion is extremely complex beca~se the routing of a call 

is usually selected from many alternate paths ~ 

The conventional method, first presented by Lee [24], in 1955, is the construction 

of a probab:i1ity linear graph and then the tradng for all. paths connecting 

every origin-destination. node pair. Sticha solution for large scale networks 

" with more than simple two or three ,link arra~ge~ents ~an: obviousl~ be 

impractical. Basically utilizing the same appr,oach, Blaauw [3] has derived 

recursive relations to automa.te the tracing phase of the solution 'procedure. 

'Through the recursive relations, it is expressed that with a small error,the 

end-to-end blocking probability can' be written as a linear function of' the· 

blocking probab:i1i ties of the hi erarchi cal trunk groups . The coeffi ci entsof 

'the rec,ursive relations are solely dependent on the blocking 'probab:i1i ti es of 

the high usage trunk groups,'therefore are known beforehand. 

Deviating from the conventional use of a probabili'tylinear graph, Deschamps 

, [7] presented an algorithm based on the analyti c approximation method of. Katz. 

The new a.lgorl thm, being recursive rather tha~ iterative, introduces ,two new 

, featu~es whi ch 'take theoretkal results'into~ccount. Estimates,of the " , ; 
. ' 

covariancesbetween different traffic parcelsa~d between overflow and carried 

portions of traffic are consider~d, and formulas are used to find the blocking 

pr'ol;labilitiesof fjr~t-routedtraffic. Fundam~ntally, the end-to-end blocking 

, probability is approximated by sunmdng the losses over all, final links and 

over all parcels for·each route and then dividing'this value by the offered 

t~affjc of the, particular route. 

On the other hand, Gaudreau [11] devised an algorithm which is not susceptible 

to any. of the expl i d tly made calculati oris, of the procedure due to Deschamps. 

The,recursive formulae presented by Gaudreau generate all the required paths 

wi,thout making use of a probability linear graph. In this, method,the end-to­

e~d blocking probabilities are·expresse~ as functions of the individual' link 

blocking probabHi ties, so that for the ,appli cab:i1i ty of the algori thm link 

blocking probabilities, implying the number-of trunks on each link, have to be 
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known in advance. A new contribudon of this algorithm is hs capabjIh~ to 

take into account swhch blocking probabilities, if necessary, in the overall 

'calculation. Extens-ions'of Gaudreau's work to more general routing schemes 

have been carried out by Chan [5]. 

", 

.~ . J 
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CHAPTEr IV 
DEFINITION OF THE PROBLEM 

IV.I. CHARACTERISTICS OF THE PROBLEM 

I, 

The swhching network is represented by a weighted directed graph, to facilitate 

the formulation of the mathematical method,for dimensioning the network with 

capital investment planning purpose. The nodes of the graph designate swhchi'ng 

centers while the links stand forci rcuiis. The' w~ight associated wi th a link 

is the. cost factor, which expresses the costs per circuit for'that specific 

link. 

'The problem to. be solved is a hi.erarchical netwo,rk optimization where demand 

is probabilistic. The existence ofblockingo~' each link, necessitates speci,al 

analysis to obtain the speci fi ed servi ce vaiuesbe tween each exchange pai r. The 

objective is to obtain the number of circuhs between each switching center 

whil~ minimizing total investment cost and meeting the overall grade ofs'ervice 

criteria. In the mathematical' model, the definition of investment costi~, 

'limited to the incremental cost of pro~iding a trunk on the'direct link between 

two 'exchanges and the incremental cost of providing a trunk along the'uniquelY 

specified alternate route{s) connecting the :two switching centers ~ Inaddhion 
". - . 

to the cost per circuit foreachllrik,theunit switching investment cost per 

erlang,' is included to the cost value as a' crude approximation for swi tching 

investments stemming from swi tching, ~alls from o~e'trunkgroup to. another .G~ade 
. . ' -

of service criterion, the crucial aspect of the problem besides cost minimi'zatioI 

is' a broad term that specifies the overall network behavIor as experienced by 
. - . . 

the' customer.' In 'engineering terms] t depends ()n servi ce 'unavailability, network 

resilience, rellabili ty, andtransmi ssion ~erformance [6). The mathematl cal' 

model to be c,onstructed for swi tching network optimization encompasses grade of 

service criteria depending only upoll service unavailability urider normal 

condi tions.:' In the -solution procedure of the thesi s, the point-to~point blocking 

probabilities -are cu1culated, instead of resorting to the easier method of 
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considering final Unk blocking probabHities, .to represent the grade of 

service value. Therefore"a contribution is made on the subject of ensuring 

grade of service vaiues, as many recent/researchers emphasl.ze but very few 

existing dimensioning procedures fathom. 

The necessary data and' parameter inputs for the mathematical inodel"are as 

follows: 

i) The descripti on of the swi tching network in terms of the lo.cati on and 

number of exchange nodes and tandem nodes with theh:' specific hierarchies.' 

'il) Routing rules to enable signifying distinct routes for each exchange pair. 

'iii} Traffic.matiixrepresenting the. amount of forecasted or estimated traffic 

flow vaiues between each exchange 'pah.· .' 

iv) Cost par'ameters .which roughly depend on distance, number of subscribers, 

and the number of circuits. 

·v)·Grade of serVice.parameter to be met under normal conditions. 

The determination of~he·afoE'em~ntioned data, being a tough job requiring 

. thorough scrutiny .and· care, is a subj~cton which ma~y researchers are working, 

but' it is excluded from the content of the, thesis. It is assumed that the 

input requirements of the dimensioni.ng method are available. 

'The directoutp'uts of the dimensioning method are. the sizes of-each trunk 
. . 

group and the approximate .costofthe switchi~g network. The by';'products of 

the method.are the amount of transit traffic at tandem nodes, the reaUzed 

traffic routes fo'r each ,traffi c relation, the final link blockingprobabili ties, 

tliegrade of 's~rviceachievedfor eachtr.affic relation, and soine margfnal, 

parametersl:ike. marginal overflow and· marginal~cctipancy. 

Theoretically, the dimensioning method qf the thesis is capable of engineeririg 

ne tworks wi th overflow' possibility number bei ng hi gher than one for each 

exchangepair~ As an appU cation, the qverflo',Y possibili ty numberi s chosen to 

be at. most two. Considering the fact that most of the dimensioning procedures 

18 



are based on one overflvw possibi lj ty, anothercontribudon of the thesi s 

results. 

IV,2~ EXAMPLES ON NETWORK STRUCTURE 

To c1arHy the charactedsd cs of the problem and to depi ct the di stinct 

routing hi~rarchy considered in this study, a simple fllustration maybe 

he1pf~lat this stage. The foflowing elementary network can lay. the foundations 

of the test network to be udlized arid intro'duced.in Chapter VI. 

" First Choice Route {l} 

Second Choice Route = {2,3} 

Final 'Route {2,4,5} 

High Usage Links' = n,3} 

Direct Link = flY. 
Final Links -. {2,4,5} 

Figure IV. 1. Basic Routing Pattern 

" ... 

In Fi gure IV.1 , there is only one exchange pai r. Calls are processed· from node .­

IiA" to node "B" with or wi thout. the utili zationof the ,two tandem nod,es denoted 

by "C" and "D". The example ne.twork has tw.o 6~erf1ow poss'ibilit~es; .. thus, it 

" . 'has two a1tern~te'ro:utes beside the direct connection. Due.to'topo10gica1 

condi dons, in some cases thecons~r':1cdon ot'the high usage links may not be 

physically viable. The dimensioning theory can deal with such shuations by . 

directly supplying the traffic flows ,to the alternate route. Moreover, the 

solution' procedure is accomodated to handle cases where one or more hi gh usage 

link(s) result to 'be totally uneconomical after applying the di,mensi oning m~thod. 
The illustrated graph is directed since the incoming and outgoing calls are 

trarismi.tted through seperate 'links. 

While planning the swi tching network investment, the decision maker may ·wi sh. to 
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compare and evaluate a network structure containing only one overflow 

possibiUty for each exchange pair 'with the previousiydescribed more complex 

routing pattetn. 

First Choice Route {l} 

Final Route {2,3} 

Direct Link=High Usage Link = {l} 

Final Links = {2,31. 

< 
Figure IV~2. Tdangular ·Routing Pattern 

To help makingc6mpadsons, it is found useful to inClude also the t~iangu1ar 

routing pattern. Within the solution ptocedureand the computer programs;" 

provision is ~ade for suchan option, as will be elaborated in the following 

sectiqns. The simplest portion of,a network withtdangu1ar alternate routing. 

pattern,h.aving·~n1y one exchange pair, is delineated by Figure IV.2. 

" ... 
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CHAPTER V -
FORrULATI Dtl, 

V.I. FUNDAMENTAL THEORIES UTILIZED tNTHE SOLUTION PROCEDURE 

/ , 

In the formulation of the swHching network' optiinization problem" two theoreti-, ' 

cal concepts are extensively used., Most of the formulae and reladons, employed 

in: dimensioning the Hnal Bnks of ' the network, are closely dependent on the 

two theoretical collcepts, namely the Erlang-B formula'and the "Equivalent 

Random Theory" ,(:ERT) • " 

v. L L THEERLANG-B FORMULA 

vadous mathemadcal formulae, called trunldng formulae, have been developed 

_ by mathemaddaris from which the quantity, of service channels can be, deteimined. 
,'~ . 

'Trunk~ng formulae can be divided into two'mai ll categories as those applying _ 

to the case of "fullavai labi lity" and those applying to the case of "Ijmited 

avaHability" '[22]. ,The definition of, full avai'iabili.ty is given by the':, 

Nomenclature Commi tte'e of the ,Fi £th' International T~letraffj c Congress, '1967, 

Item number 1133: 

"Full availabili ty exists when any free, inlet can reach any 

free outlet of the desired route regardless of the state of 

the system. " 

This defini don clearly impli esthat full availabili tymeans zero internal 

b1ocklng, ,so a more expensive swi tch than that whi ch can be used under ,limi ted 

availabili ty is required. 

The Er1ang-Bformu1a, known also as the Er1ang loss formu1a,isa full avai1a-' 

bility trunki ng formu1a.- The factors affecting' the 'variation in the trunkjng 

formulae, chosen for appiication, are maiIlly the' distribution of the input>' 
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traffic and call holding time, the number of originating traffic sources, and 

the method of dispensing with lost calls. 

The input traffic can be smooth, random, or rough (peaked) characterized 

respectively by the binomial, Poisson, or the negative bino~ial formulae. 

Theoretically, the call holding time distribution may elther be constant or 

follow the negative exponential law.· The number of originating traffic sources 

can either be limited or infinite.' It is expressed that ·inlink systems, .such 

as crossbar c;>r crosspoint systems, where the subscribers' 'lines are arranged 

in small line groups, having SOlines or less in a line group, the assumption 

of limited traffic sources implying smooth traffic, is usually applied [22]. 

On the other hand, ln step-by-step systems where the subscribers'lines are 

arranged in groups of iaa lines or more, the assumption of infinite sources, 

implying random traffic is applied~ 

The differences of the trunking formulae depend to a large extent on the 

assumption with which lost calls,' whi ch ari sewhen all the service channels 

are occupied, are dealt with. The. three assumptions related with dispensation 

are named lost-calls':'cleared·· (LCC), 10st~ca11s-held (LCH), and 10st-ca11s-
. . 

delayed (LCD). The Lec assumption is valid when the users are patient. The 

patient user, when receiving the busy signal indicating that all of the channels . 

are'· b~sy, hangs up and tries to place the call later on,'probably when the' 

congesti6n p.eri.od is ov~r.Such 'lost calls disappear from the system with~ .. ~ero 
ho'lding time if the time to'St;t-up·.the·call is ~eglect~d.The LCH assumption, 

onthe other hand,. denotes the impatient user. In thi ~ case, on receiving the 

all channels busy signal,the.c~l1ing party continues to ret"ry<hisca11 
. . 

immediately whi lethe congestion period i ssti 11 pervai.1ing. Thi third assumption . 

concerning dispensation, LCD, applies' to waiting systems such as dial-tone 

service and calls to opercitors wh~re ~the'caller waits for service. In this 

case, theoretically the delay can .be infinite. In almost all countries;excepti.ng 

'. the U. S ~, the LCCassumpti on underl i es the trunki ng formulae used. 

Having described the different assumptions of the trunking formulae ln general,. 

at this stage the underlying specific assUmptions of the Erlang-B formula can 

be set and evaluated • 

. 1.) Traffi.c originates from an'infinite' number of traffic sources, implying' 
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poisson ,ttafficinput. 

The assumption of an inHnite number'of originadng sources implies an infinite 

number of call arrivals, each wi th an fnHni tely small. holding time. To apply 

this assumption to real traffic, it has to be further assumed that the conver­

sation time of one subscriber is composed of elementary short calls origin~ted 

by different ~ubscribers [21]. Moreover~, this assumption implies that, the 

probabili ty of call ~rri vals is constant and does no.t depend.on the stat7 of, 

occupancy of the system, which is not really true. In the extreme case; suppos~ 

ing that half of the subs'cribers are conversing wi th the other half, then the 

'arrival of another call is impossible. Thus" clearly the pr9bability of a call 

arrival depends on the state of the system. Therefore, although random traffic 

j s rarely found In practice, due to the simpliCity of its characted sti c 

function, it has been used as the input process in classical traffi'c' theory. 

]i) Ni.unberof service channels is limited.Considering real systems, thjs ' 

assumptiori is obviously valid. 

,iii) Lo~t calls are ~leared from the system wi th zero llolding time. 

This is the LCCassumption previously explafned. Supposin:g that the 'system is 

not a 'waiting system, then for evaluation purposes, the Lce assumption needs . .' - ~ . 

to be compared wi th the LCH assumption. Al though the,re are impatient users, 
. ,. .. 

impU edby the LCH assumption, who have thellabi tof continuing to redial' the 

unsuccessful calls immediately after receiving the busy ,signal, in the hope 

that a gap can be found, the 'st'andards of ,service ,are not set, for suc'h'very 

, impatient user's. The impatient user can be thouglt:as a traffic violaterwho 
, . . 

does not wai t while the red stop light i spervailing [22]., Therefore, the LCC' 

assumption provides 'abetter cri,teri on for the administration'of service than 

,the LCH assumption. 

iv) The Erlang-B formula is expressed to be valid for any distribution of call 

holding 'time [22]. -

The Erlang-Bformtila, encompassing the four basi c assumptions, i sexpressed 

ma'thematically as follows, [22]. 
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AN / NI 
B (N ,A) = --:::---__ _ 

N 
E Aj / j I' 

(V.1.) , 

j=O 

The value of the, Erlang-B formula represents the link bloc~ing probabili ty or 
'1 

the probability of congestion. The derivation of the Erlang':"'B formula is 

closely related to the Erlang distribution given, by expression (V .2), [22]. 

A
Y I YI 

B(Y,N,A) = ~N:-:------

E AJ / j! 
j=O 

(V.2) 

The Erlimg distributipri: represents the prC;babilityof finding Y calls ,in 
, , -

progress simultaneously. The Erlang distribution is a truncated Poisson 
. '. . . 

distribution whose' tail is cut at the value ofN. For Poissontraffic,~nput, 

the call and time, congestions are equal. 'As call congestion; the value of 

equation (V.l) 'gives the proportion of lost calls or the proportion of calls 

, which 'f'ail at first' trial:. As, time congestion, it represents the proportion 

of time ,during which all 'the channels are simultaneC;usly busy. " 

", ... 

V.l.2. ,THE EQUIVALENT IWIDOHTHEORY (ERT) , 

The equivalent random theory,. developed 'by Wilkinson, provides an approximate 

niethod for estimating the number of trunks required to handle peaked traffic 

, loads ~Overno~ traft"i c, ~hi ch i sroug!t (pe'aked), is' offered to other links in ' 

a 'network with alternate routing possibili tY. However, , _. . the assumptj,cins made in, 

the derivation of the Erlang-B formula clearly express that the input traffic 

should be random, as was stated in the previous section. If the Erlang-B 

formula is used when the'input traffic is, rough, then an underestimation of 

the link capaCities 'results. In such cases, the ERTisapplied to obtain more 

reliable results. 

The basic objective of the ERT is to express the,nonpoisson ,input traffic in 
, , 

terms-of its equivalent Poisson'parameters so that the Erlang-:-Bformula can be 
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used correctly. Considering Figure V.I, the objective is to express H and V In 

terms of Poi s.son parameters. 

M f N I No > 
V Vo 

Peaked offered traffic Overflow traffic 

Figure V.I. Representation of a Ljnk Requiring ERT 

Within the ERT, jt is assumed that the traffic offered to the link under 

considerati on is that traffic which ov.erflows an imaginary_link wi th an imagi­

nary number of· trunks when it is offered an imaginary amount of random traffic 

to result i~ overflow traffic equivalent to the peaked traffic offered to the 

specHic link considered.' In essence, the underlying assumption of the ERT is 

illustrated by FigureV.2. 

- Imaginary Link t Real Link t 

N* I ~ ~ N I ~:. " ... 
I I 

I I 
I· I' . I L _______ ~ _________ .--

Equivalent Part Real Part 

Fi gure V. 2. Representati on of' a Li nk Under ERT 

'The basis of Wilkinson's model is that the rough traffic (M,V) may be regarded 
. ~ . . -. . 

as ~verflowing from an equivalent group of N*ci rcui ts .whi ch are offered an 

equivalent random traffic A*. To obtain the values -of N* and A*, Wilkinson has 

derived the following two formulae. 

M = A*B(N*, A*) (V.3) 

A* 
V = M(l ~ M+ --'--=--) (V.4) 

N*+l-A*+M 
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where, 

B(.,.) is the Erlang-B formula and 

M and V are of known values. 

'The underlying logic. of expression (V.3) is that the amount of 'oyerflowing 

"traffic. can be found by mUltiplying the'ainou~t of offered traffic. with the link 

bloc.king probability. The proof of expression (V.4), whic.h is 'the formula for. 

calc.ulating the varianc.e of overflow traffic., is· given by Wilkinson in 

Referenc.e [34]. 

Solvingfor A* and N* by the use of formulae (V.3) and (V.4) is obviously 

tedious. In the thesis, for solution purposes the approximations due to Rapp, , . .' . .' " ' , 

are used. Rapp s approximate expressions are given by (V~S) and (V.6). 

'A* -=-V + 3 V ( V 
.1) (V.S) 

M M 

M V +-
N* ( 

,M 
)A* - M·- 1 - , V 

M+-- I M 

(V,.6)' 

V.2. ASSUMPTIONS OF THE MODEL, '-",". 

In addition to the assumptions of the Erlang-:B fornlUla; presented in s~c.tion 

IV.L1." the following are included within the assump,tion set of the developed 

dimensioning method. 

1) Variations in the number' of trunks for theli rik 'under c.onsi deratiort are 

- only due to the variatioriof the high:usage traff:ic. values. The direc.t 
* . - ... 

implic.ation :i sthat when optimi'zation proc.edures are appli~d, any variation 

.in the number of circuits on a specific.. link, shared by severai traffic. 

parc.els, is due solely to the variadon in the values of traffic. 

overflowi~g. from the rel~vant h~gh usage link. This assumption, named as 

c.onstaIlt bac.kground traffi c. [12],' underli es Pratt's method: of dimensioning. 

i i) No traffi c. is offered to the ·direc.t links from other trunk groups so that­

the traffic. input o~ the direc.t links is random. 
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1 ,. 

Hi) Smooth traffic is approximated by random traffic- giving rise tooverdimen­

sionil1g within the theoretical model as compared to real-life a:ctualization. 

iv) Tn switching network opthtiization problem, reliabHity under abnormal 

conditio~s is not aimed to ~e 'guaranteed,so, that protection measures such 

as expll d t overdimensioning, diversifi cation, and use of stand-by 

equipments [6] are not inc1~ded to the model. !tis assumed that the value 

and choice of protection measures are to be determined after the solution 

of switching network opdmization problem before proceeding withtransmis­

sion network optimization problem for the overall optimization of,a telecom-

'munication network. 

v) The optimization of the trunk group sizes 1,StO be made without taking 

account of modulari ties. 

" vi) The total cost function, ,which is defined in section V.3~2.l , is 

c~ristructed without considering the possible exi sting erlang capad ty or 

"the tandem switches. !t is assumed that for 'comparative pll:rposes, the 

switching cost 'function can\ be approximatecL 

vi i) The ' ~runk group CapaC] ty si zes, whi ch are calculated as real numbers, are 

tc)unded-:,,~ff to yield integral values • 

"_.,. 

V.3. METHODOLOGY 

, 
The math~maticalformulation of ,switching networkoptimiiatibn in closed form 

is given by Blaauw [4]. 

(v.i) 

subject to 

(b U1. used bOy: J')' < E Ej k' 'V~ max v. 
J 

(V.8) 
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E;(.), employed within the constraint set, are the recursive formulae of Blaauw 
J ' ' 

to represent t~e end-to-end blocki ng probabi li ty, which is dependent on the 

individual final link blocking probabilities, for each calling pa'ir J. The mod­

el gi ven ,by (V.7) arid (V. 8) is formulated in terms of blocking probabil i ty and 

circui~ requirement variables. The ne'cessary decompositions to solve this 

problem can be found hi. Blaauw's paper [4]. This, inodelwil1 not be further 

discussed sirice the mathematical model of the thesis, is based only on circuit 

requirement vari abIes. Blaauw's model is included to present a closed form of 

a switching network optimization problem since a neat closed form of formula'tion 

based expli ci tly on circui t requi rements is hard to supply. 

V. 3.1. INITIALIZATION 
,",' 

The switching network, to be op~imized, is split into a high usage and a 
". . 

backbone part. In performing the calculations, the choice sequence of the links 
;:, 

is vitally important hecau~e the dimensioning of a certain link"dependsupon 

the information considering ,the previous links. For ex~mple, links whi ch are 

offered fresh traffic must be calculate'd before the links which are offered 

degenerate overflow traffi c. Thus', the computati ons aretarri ed out by consi d­

eringthe'hierarchy of the nodes arid the network structure. 

The function'ing of the dimensioning procedure, which is fUridamenta11ybased on 

economic criteria for high'usage links and blocking constraints forfirial links, 
.' , .' ,.. .. 

, wi 11 be described .:in terms of thr,ee different 1,inktypes: 'High usage link~, ~ 

links which are offered overflow traffic, and ,liclcs which are offered the .-
. ,', 

carried traffic of the link(s) , just preceding t~em. To differentiate ,these, , 

three, link' types more clearly,' i t is helpful to, consider the· simplen~twork of 

Figure,IV.i. In the triangularnetwdrk, link 2 is the 'link which is' offered the' 

overflow traffic of link I while link 3 'i s the 1i nk :which is offered the 

carried traffic of link 2. Even though links 2 'and, 3 are both final links, due 

to the existence of final link blocking probabilities and the differences, in 

'calc~ating their offered 'traffi c values,' such a diff~renti~tion is ess'end al 
.. , 

for the application of the dimensioning procedure. 

, In additio'n to ini tiali zation concerning the network structure, parametric 

ini tializations are required. The marginal occupancy, H, of a link is a function 

of the margi1l:a1 capacity, 8, and marginal overflow, Yj parameters of the links 

in the rest of the network, as can be observed. through the equations in 
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.-
Appendix A.I.However, the 8 and Y paxameters cannot be calculated until the 

value of H for the overflowi ng 1i nk is known. To reso'lvethi s apparent 

dilemma, an'iterative method of solution is required. To initiate the iterative 

procedure, 8 and yare initialized with typical starting values for 8 and y.' 

being in the ranges 0.7-0.8 and 0.6-0.8, respectively [26]. Another iteration .. 

is implied since the final1ink blocking probabilit:ie~ hav'etobe preassigned~' 

The dimensioning of the final links is directly dependent on their blocking 

probability" va1~es. Preferably but no~ necessarily, as will be elaborated iti 
section IV.3.8, the initial final link blocking probability values are 'chosen 

so as to sa ti:sfy the imposed grad.e of servi ceparameter. 

V. 3. 2. DIMENSIONING OF HIGH USAGE >LINKS 

V.3.2.1. The Optimization Problem 

It should be noted that throughout the optimization prob1em'any one of. the 

quantities N, ~, Ac' bis afunction of two 'indepencie~tvari abIes under the 

specified routing conditions. De1eti~g the link subscripts, the following can 

be. taken as examples. 

N = N(A, a) 

a a(A, N) 

A = A (A, a) 
c c ,".: . 
b = b(A, N) 

In the thesis, for the dimensioning of high usage links, Pratt '5 method ·is 

used [26] , [31]. Omitting the link ~U:bscripts! the followi~g definitions,· 

od ginally due to Pratt, are extensively utili zed wi thin the dimensioning' 

pro'cedure~ 

aA . 
. Margi rial Occupancy' = H = (_._c). = 

. aN A 

The marginal occupancy (marginal efficiency)ofa link repre""sents the additional 

traffic which .may be carried on it per. unit increase in lts circuit~, at 

constant offered traffic. Conversely, the decrease in the: O"\Terflowing rejected 

traffic per unit i.ncrease in circuits is measured by the marginal ·efficien~y. 
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Marginal Capacity =8 = ( aA) 
aN b 

The·marginal capacity of a final link represents the additional traffic ~hich 

may be offered' toi t per unit increase in its circuits, at constant congestio~ 

level. 

Marginal Overflow 

The ,marginal overflow parameter represents the rate at which traffic overflows 
I . . . . 

from a link at constant size that i~ subjected to'changes !n offered traffic. 

To represent the optimization problem for the circuit based switching network, 
. . ., 

initi ally the total cost has to be expressed in terms of the deci si on variables 

and parameters of the problem. 

C = CT .• T. 
1. 1. 

(V.9) 

The objective is to' determine' suitable values for all the variables' denoted 'by 

. NR.' N
k

, and Tj'subject to the overall grade of'service ·constraints •. The ~~st: 
function, C, is, a function of L independent variables representing the high 

usag~ links slncethe determinat~on ofNR. de,termines the overflow,aR, and hence 

th~ variables T j and Nk ba~ed on th~ specified 6nal'link blocking probab:i1ities: 

Fundamentally,thedimensioning of the high usa~e liOks is dependent on the 

cost ratio of the high.usage link and the releyant final link set. The end-to:-:­

end blocking probabili ty constrai~ts for'each relat~on are guaranteed to be 

satisfied by the dimensio'ning of the final links. The first necessary condition' 

. that ~ust be satisfied to evaluate the minimum network cost is that the ,first 

derivative of the cost function, C~ wi th respect to the independent vari ables, 

N R. ,must be zero •. Naturally, the other necessary and suffi dent condi tions ,for, 

optimality concerning the 'signs of the second or higher order derivatives must 

be ful£ill.ed. Thus, the minimum network cost is found by solving the set of L 
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optimi'zadon equations, corresponding to the L independent variables. 

ac 
(-- ){N } = 0 

aNt n 
(V.lO) 

To pbtain the partial derivatives of (V.lO), chain rule is used. The explicit 

mathematical form of the final links asa function of the high usage links is 

not available. However, the resulting partial derivatives are in such forms 

that'direct substitution of the previously defined marginal parameters is 

viable. ' 

,Pratt' [26] has shown that equations (V.lO) can be" repr~sented in' a closed form, 

as paraphrased by expression (V .11). 

C , C
k t 

E XTk E CT .• Y. vt Fh --= . + e: 
'H ke:F

t 13k 
ie:F. 

1 1 

t 1, 

(V.ll) 

The computation of the partial derivatives and the underlying reasoning of 

equation (V.ll) are p~~sented inAppe~dixA separately for the two networks of' 

Figur~IV.land Figure IV.2. Atthis point, to illustrate, how the marginal 

parameters appear in the open form of equadon (V.ll), "the following expressions 

can be helpful. For the triangular network of Figure IV.2, the following .:-, 
, . 

equations are obtained. 

--= 
H 1 

CD ' 
1 = 

C2 

62 

where, 

• C
3 +: crT +-, 

6
3 

For the more complex network of" Figure IV.l," the following 'are "realized. 

= CD 1 

C2 
CD =-

1 6 
. 2 

where, 
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It should be noted that whHe the simple triangu1ar'network requires. only the 

concepts of marginal effic:iency and marginal capacity, ,the more complex network 

requires the additional concept ofmargiria1 overflow. 

V.3.2.2. Economic Criteria 

There are two economic criteria to be checked~ based on the cost ratio and the 

calculated marginal' efficency pa~~eter'forthe routing of traffic on a high 

usage Unk. Equation (V.12) is the optimization equation for the, basi c tri~n-
, ( 

gular pattern. It represents the minimum network cost condition that occurs 

when the,costof carrying one additional traffic unit (marginal cost p,ererlang) 
-

on the high usage link is equal to the marginal cost of one traffic unit over'~ 

flowing ,to the final choi ce'tandem network [31]. Similarly,: equation (V.13) is 

the optimization equation for the basic network of two overflow possibHi ties. 

Based on thi s interpretation of the opti'mization equation, then, the high usage 

link would only be viable if, 

< 1 

Hence, if 

For any swi tching network,' the ini tial econom1C test can be formalized to be 

" as (V.l4) • The high usage link R. would be viable if, 

Ci!. 
-- < 1 Le., (V.l4) 

'CD i!. 

Hi!.' in this context, measures the cost ratio of routing the required traffic 

, over the highusage.1ink..i!. as ,compared to the rest of the network •. If_Hi!.~l, 

then that high usage' link i!. should ,not be constructed. 

Assuming that the first economic criterion is satisfied, meaning'that the value' 

of the marginal effic:i encyparameter calcu1~ted by using equation (V.11) is less 

than unity, then it is required to determine the type of traffic offered to 

that ~igh usage link. If the traffic is non-Poissonian, then a furthereconomi C" 

cd teri,on is calculated by usi rig the equivalent link parameters A* and N* 

calculated by the use of ERT. Thi s criterion estahli shes a limit on the 'margi nal 

efficiency,' H
Lim

, of a link which is offered degenerate traffic, where 
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l\im = A*[B(N'*, A*) - B(N*+l, A*)] (V.1S) 

The second economic criterion is expressed as '[31]: 

(V.16) , 

HLim measures the change in traffic overflowing from the equivalent link when' 

the latter is incremented by one cir~uh., Sheridan [31] states 'that~im is 

a measure of the sensitivity of the d~generate traffic, rejected from the 

equivalent link. To justify routing traffic on link 1,inequality(V.16)must 

be satisfied. :Traffic failing to satisfy i~equality(V.16) will ~ot be routed 

on link 1. 

V.3.2.3. The Relationship Between the MarginalEfficiency Parameter and 

the High Usage Link Sizes 

, Having obtai ned the numeri cal values of the marginalef fi cency parame te'r for 

each high usage l1.nk, it is necessary to translate the,parameters into 

qtlantitiesof circuits on the links. The, transformation is made by utilizing 

the definition of the marginal efficiency parameter. SinC:ethe~arginal 

efficiency paramet~r\ indicates the decrease in overflow traffic per un'] t 
increase in circui t number under 'constant offered traffic, it, can be repre.sented 

, as, in' equation (V .17). 
. ' .. 

. H = [A.B(N+l,A) - A.B(N,A)] (V.l7) 

Equation (V.l7) is replacedby an equivalent expression given by'(V.18). 

H =A [B(N,A) - B(N+l, A)] , (V.18) 

,Two, ,problems may arise while using expression (V.18) to solve for N;, given the 

amount of offered traffic and the-calculated value of the marginal efficiency 

t From this point oilwards,the subscript "1" will be omitted in presenting 

the formulae, but it should be remembered that all the formulae apply 

linkwi.se. 
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parameter. If the input traffic is rough, then as previously explained in, 

sections V.1.l and V.1. 2 , the ERT has to be applied Prl or to the usage of 

the Erlang-B formula whiCh, appears twice in expression (V.18). Then equation 

(V.18) may be rewd tten as in (V .19) • 

H = A* [B(N*+N,A*) - B(N*+N+l, A*)] (V.19) 

Having calculated the values of A* and N* by applying equations (V.S) and (V.6), 

and knowing the numeri.cal value of H from equation (V.ll), the value of N can 

be obtained by using expression (V.19) within an iteration scheme. Equation 

(V.19) is the, general form of defining theniarginal efficiency parameter. If 

,the input traffi,c is not rough, then by equating N* to zero and taking~the 

input traffic value as A~ ,equation (V.19) is still applicable. 

Thus, the first problem whjch can arise while util:izing,expression (V.18) 'is 

resolved by replacing it with equati.on (V .19) ~ The second applicati on problem' 

arises since the EI-lang-B formula is defined for only integer valued N. Within 

the iteration scheme to achieve N through the usage'of equation (V.19),equality, 

can be guaranteed only if the link sizes are 'real valued. To resolve the 

,problem of convergence for link sizes when using' the value of the marginal' 

efficiency parameter, B(.,A) is replaced'by a polygonal function B(.,A) as 

d~f~n~d by(V~20), [16]. 

B(X,A) - N B(N+l,A) 
r.·. 

= -D(N,A)X + (N+l)B(N,A) (V.20) 

for N = 0,1, ..... ' 

where B(O,A) = 1 

D(N,A) = B(N,A) - B(N+l, A) 
" 

N. is the inte~er' part, [X] , of X. 

For each nonnegative integer N, D.(N~A»O. Messerli [17] gives a proof that for, . " 

any fixed A>O~ D(N,A) is strictly decreasing in the nonnegative integer 

variable N, 

D(N+l) A) < ~(N,A) N=O', 1 , ••.•• 

rtshould be noted that 

i(R,A) = B(R, A), 



for each'nonnegative integer-R. 

The polygona'l function Be. ,A) is achieved by fhd ng a U ne between each' two 

consecutive'points,defined by the integer valued Erlang-B formula. The ded.vation 

of (V.20) is tdvial; however, for the sake of completeness it is included in' 
. - ..-' 

Appendix B. The convexhy and monotoniCity properties of the polygonal function' 

B(.,A) is revealed by the graph illustrated in Figure V.3, which is originally 

given in Reference [16]. 

8 (N,A)' 

B ( O. A ) -: 8(1, A ) 

(1,8(1,A» 
B (f , A )-8(2,A) 

l,8(2,A» . 

I, 

, 2 N 

Figure V.3. The Polygonal Function Determined by the Erlang-B Func~ion 

on Nonnegatfve Integers 

Equation (V.20) is appealing.due to·h·s simplicity, but if necessary a more 

elaborate approximating function tan be developed. In sho~t, the second problem 
, , 

,in'applying equation (V.lS) is over~ome by s'ub'stituting B(.,A) for B(.,A). 

There~ore, by considering equations ·(V.19) and (V.20) simultaneously~ the number 

of trl.lnks to be provi ded for eckh.high usage link can be attai ned. 

, ' 

V.3.3. DiMENSIONING OF LINKS WHICH ARE OFFERED OVERFLOW TRAFFIC 

The traffic overflowing from the high usage links constitute the offered traffic 
. , 

to some of the final links in the network. To dimension such final. Unks, the 

first step to be performed is to find the value of the offered traffic parcels. 
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,:in terms of thei r mean and varl ance. WHkinson [34] has del;ived the following 

two formulas to calculate the mean and variance. of traffi c overflowing from' 

a certa:in Unk with N ci rcui ts. 

Mo= A B(N,A) 

Vo = M [l-M + __ A..;... __ 
o 0 

N+1-A+M 
o 

-(V.21) 

(V.22) 

Wilk:inson has also shown that the negative b:inomia1 di stribut;i on, with two 

parameters chosen to agree with the mean and variance, gives,asatisfactory fit· 

to the d:i stribution of traffi c overflowi ng a group oftruUks. Evidence'is given' 

that the principal fiuctuation characteristics of overflow-type of non-random 

traffic are described by their mean and variance. 

If the :input traffic A is rough, then the ERT lS applied prior to using equations. 

(V.2!) and (V.22), as the need was stressed in section V.1.2. Since. the link, 

. ~hose 'overflowi ng traffic' is sought, hasbeendimens ioned, . the va1'ue of N for 

. that. high usage link is known. Then, proceeding:in the right-hand side direction 

of the ERT representati on of a li nk given in -Fi gure V. 'i., the structure depi cted 

in,Figure V.4 is obtained. 

. IJ-·' _ . ...,.-~_o-+~ 

Figure V. 4 • Closed Form Representing a Li ok After 

. the Appli cation of ERT . 

" ... 

It is now assumed thatthe'eq\liva1ent random traffic A* is 'offered to a link 

whose number of circuits equal (N*+N)' to produce Mo and Vo [34]. us:ing 

equations (V.21) and (V.22) with the equivalent random parameters, the following 

two equations result to calculate the individual overflow traffics' from the 

relevant· hi gh usage 11 nks • 

. ,M = A* B(N* + N, A*) 
o 
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v 
o = M (1 - M 

o 0 

,A* + '--~-..:-.~ ) (V. 24) 
N*+N+l-A*+M , 0 

It is now possible to obtain the 'combined overflow traffic, which is really- the 

offered traffic to the final l:ink to be dimens'i~ned. Since the overflows of - . 
the high usage l:inks are :independent of one anot~er, the hthsemi-invariarits 

of the individu.aloverflows can be combined to give the corresponding 

semi ... ,.jnvari ants of their total. In terms of the overflow means andvari.ances, 

th~_ corresponding parameters of thecomqined road's are expressed by adding the 

individual means and variances corresp~ndfng to the high usage links which 

overflow to the' final link under study. 

'The combined overflow traffic is really the offered-traffic to the considered 

finai link. Therefore, the offered traffic in terms·of its mean and variance 

has. been .calculated. 'Since overflow traffic is peaked, the variances ,of each 

individual overflowing traffic parcels will be greater than_their means. Then 
. . . . 

ob~iously, the combined Overflow traffic will alsoexhib,it a peaked nature. The 

ERT-is applied to attain· the equivalent ,random parameters characterizing the 

rough offered traffic before the finallinkds dimensioned. A* and N* are 

calculated by using equations (V.S) ~nd (V.6) since the. values of M and V for 

. that final link are now known. Then, through the 'usage of the approxlmate 

polygonal form of. the Erlang-B formula, the value of N 'is obtained by, an _ ... 

iterative sch~me. It should be noted that the blocking probability for each 

final .li.nk had been prespedfied!sothat while computing N, the value of 
.. 

B(.,A*) is taken as input. The'-iterations to obtain N are based on, expression 

(V.25) which follows di.rectlyfrom (V. 20)". 

where~ 

B(X*+X,A*) = - n(N*+N ,A*) (X*+X)+'(N*+N+l)B(N*+N ,A*) 

(N*+N) ~(N*+N+,l,A*) (V.2S) 

x* is the real-valued equivalent number of trunks given by the real value which 

results from equation (V.6). 

In expression (v.iS), the values of B(;,A*), A*, N*, and X* are known. Thus, 

the values of X arid N can'easily be found through iterations. Once.Nand X are 

. known,' i,t means that the fi~allink lS dimensioned. 
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v.3~4. DIMENSIONING OF LINKS WH~CH ARE OFFERED CARRIED TRAFFIC 

The final links, which are not offered overflow traffic, are offered the traffic 

carried by the· final link(s) just preceding them. To dimension such final. links, , 

the first step to be performed is to fj nd the vaJue of. the offered traffic 

parcels, in terms of their mean a~d variance. Wilkinson ,[34] gives the following 

formulas to esfimate the mean',and vari~nce 6f the carried load when a random' 

traffi c of A erlangs is 'offered to a group of N ~runks, assumi.ng that the over­
'flowing calls do not return. 

where, 

Mc = A[1 - B(N~A)] 

V
c

=M(1-L)' 
c, ' c 

(v .26) , 

(V.27) 

'L represents the traffi.c load card ed by the last trunk of the ,Ii nk and is c 
,expressed 'as in (V .28) ~ 

L = A[B(N-l,A) - B(N,A)]· 
c (V.28) 

Ascanbe.easily observed from equation (V.27) andasWi1kins~n indicated, L 
" c 

can be written in terms of the vari.ance-to-mean ratio (vmr) of the carried 

traffic. 

L = 1 -'vmr c 

"'.- . 

In the cases where the offered traffic of the link, whose carried' traffic is 

to be calculated, is rough, then equations (V.26) and (V.28) are rewritten by 

considering the application of the ERT. 

(V.29) 

Lc7" A*[B(N*+N~l,A~) - B(N*+N, A*)] (V.30) 

Thus, by using equations (V.28), - (V •. 29)., and (V. 30), the carri ed traffic of. 

the, relevant link is found inter:ms of its. mean and variance. It. is expressed 

that carried traffic is character:ized by binomial distribution [34J. It is 

evident by consi.dedng equations (V.23), (V.24); (V.28), (V.29), and (V.30) 
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that the sum of the mean of the carried traffic and the overflow traffic 1S 

equal to the mean of the offered traffi c.; however, it·' i s not so wi th the 

vari ances since there is dependence.' 

It is now possible to obtain,the combined traffic which is really the offe;ed 

- traffic to the final link to be dimensioned. Since the traffics carried by 

di fferent final links are independent from one another, thei r respective means 

and variances can be summed to obtain the mean and variance of the combined 

carried traffic. Thus, the value of the offered traffic to the final Unkto 

be dimensioned has been calculated. Since the variance of each individual 

carried traffic parcel is less than its mean, the combined carried traffic will 

also exhibi t smoothness. Then, that 'final 1i nk is offered smooth traffi c 
- . , - . 

, imp~ying that the ERT is not required •. To dimension such final links, the value 

of B(.,A) is taken as input as was discussed fn section V.3.3. The iterations 

to obtain N are based on expression (V.20) since in this case·N* and x* are 

'equal to~zero. 

V .3 • S. UPDATING THE MARGINAL PARAMETERS 

Once the dimensioning steps,.explained through sections V.3.2 , V.3.3 , and· 

V.3.4 ,have been completed for all. the Links in the network the Iiumber of 

circui.ts to be provided for each link isobtained~ As it wasem~hasfzed in 

sectiori V.3.l , the'marginalcapacity and marginal overflow parameters we~e 

given starting values to dJmensi~nthe high usage· links. Therefore, the 
~, ' 

'"' di~ensioning. has to continue until these mcirginal parameter values and the 

assocaiated network cost stabilize. In order.'to start a new d-imensioning 

iteration to dimension all of the links a'gain,the updat,ed 'values of Band y 

have . to be known. 

V~3.5.1. Updating the Marginal Ca:paci'ty Parameter 

To update the margi nal capacfty parameters of the fi nal links, the.followi ng 

argum~nt given by. Sheridan [31] is used. By definition, the marginal capacity 

parameter, can: be expressed as in :equation (V.31) •. , 

. (V.3l) 
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Consider a final choice link with N circuits, whose offered traffic has mean 

M and variance V. The loss experienced by (M, V) is P, where P,ls defined 'as 

follows [31].' 

P =P(M; Y..., N) = A*B(N*+N,A*) (V.32) 
M M 

Since the marginal capacity, 8, measures the additional traffic that may be 

offered toa final choice link when the latter is increased by orie Circuit and 

the 10ssprobabiUty held constant, 8 can be defined by the, following equation.' 

P(M+8, V ,N+1) = P 
M 

P(M,V , N)' 
'M' 

(V.33) 

The' open form to find the updated 8 value, implied by equation's (v~32) -and 

(V.33) due to Sheddan [31], is paraphrased as equati.on'(V.34)~, 

where, 

A' * B(N'*+N+1, A' *) 

M +8, 
= 'A* B(N*+N, A*) 

M' 
(V.34) 

r.· . 

,A '* is the equivalent random traffic corresponding to input traffic' (z.1+8). 

N' * is the number of equivalent circuits corresponding to input traffic (M+8)~' 

The values of M, V,and N are knoWn; th~re~ore, A*,and N*can easily be 
~ -

calcti1atedby the use 'of equations (V.S) and (V.6). However, the value ofA ' * 

and N I * are dependent on the value of 8 • Consequently ,equation (V. 34) i snot 

directly solvable for 8. Within the computer program, the new value of 8 is 

fC)lind by an iterative technique similar to one dimensional search. 

V.3.S.2. Updating the Marginal Overflow Parameter 

The marginal overf1owp~rameters<:>f all high usage 1i.nks excepting the direct 

links areut:i1ized within: the dimensi.oning procedure. To update '.the marginal 

overflow parameters, the following argument given by Sheridan [311 is,used.The 

, 40 



marginal overflow of a link consisting of N*+N drcui ts wjth offered traffi c 

being A* is expressed by (V.3S), which follows directly from the definition of 

this parameter given in sectionV.3.2.L 

em, 
y(A*, N*+N) ( 

0 ' 
------) 
aA* N,N* 

The right-hand side of equation (V.3S) can be decomposed as in (V.36). 

aM 
o 

(--)N N* = 
3A* " 

aM 
( __ 0) (~) 

au N " aA* N* 

Then, utilizing the definidon of the marginal overflow parameter again, 

expression (V.37) is obtained from (V.36). 

y(A*, N*+N) y(M, V"N) y(A*, N*), 

(V.3S) 

,(V.36) 

(V.37) 

SinceN stands for the link being dimensioned with offered traffjc (M,V), its 

marginal overflow is as follows. 

, y(M, V ,N) y(A*, N*+N) 

, y(A.*"N*) 

" .. ~ 

(V.38) 

The,'margina1overflow terms on the, right-hand side of equation (V.38) relate 

to Poisson traffic and thus are directly calculable. To calculate such terms 

'expression (V. 39), which is really the open . form of the definition of marginal 

<?verflow parameter is used within the computer program. 

y(A*, R) = (A*+l) [B(R,A*+l)] -A*B(R,A*) (V.39) 

At ~his stage, th~ values of A*, N*, andN are known. Therefore, by using 

equations (V.38) and. (V.39); the new values for the marginal overflow parameters 

are fourid. 
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V.3.5.3. Termination of the Update Phase 

. . 

To determine whether an opti mum network based on the prespeci fi ed fi nal link 

blocking probabilities is achieved or not,the results of two succeSSlve 

dimensioning iterations are :compared. As Sheridan states,tiie comparison can 

be made in terms of the differences in the values of one of the following 

items from one iteration to another. 

'i)" Marginal capaci ty' parameters 

ii) Marginal overflow parameters 

i]i) Link dimensions 

iv) Total network cost 

The stopping criterion employed in the computer program is based on the' 

differences of the link capacities. However, the results of the'test problems 

indicci'te that the above mentioned four checks turn out to be equivalent. When 

one of them is satisfied, the remaining three are also satisfied as can 'be seen 

by observing the .results presented in section VI.l.When network stabilization 

is attained, the dimensioning iterations and thus the updating of the marginal 

parametersi s terminated. The currently dimensioned network i!; optimal wi th 

respec;t to the ~respecifi ed fi nal 1i nk blocki ng probabili ti es. ,When the algori thm 

converges, the outputs of thi s stage are the capaci ti e~ ~ reali zed blocking 

probabili ties of each link and the approximate total ne.twork cost.' .• :' 

V.3.6. CALCULATION OF GRADE OF SERVICE 

Up to this stage, the end..;.to-end blocking probability constraints were riot 

imposed to the model. Therefore, 'the algorithm as such does not guarantee the 

overall, grade ot' service levels to be satisfied. The. grade of ,serVice level~' 

to be met for each traffi c relati on will be ensured by a' further, operation 

wi,thin the algorithm in the constraints,et o~ the linear programming problem, 

which is discussed in sec don V. 3 ~ 8 • However , to see what the realized grade' 

of service levels are tinder the current dimensioning scheme, they are 

'calcu1ated to supply additive infprination. This step can aid in giving an'idea 

about'the effect of approximation~ introduced to,th~model as a consequence of 
I . . 

rounding-off to obtain integer trunk grotip sizes. 
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The, reali zed grade of servi ce levels can be calculated by ei ther usi ng' 
, " " " " . ' 

Gaudreau s or Blaauw s method. Since the constraint set o~ the linear program-

ming problem for fjndingeach finalli.nk blocking probability depending on the. 

, grade of service level to be achieved is based on Blaauw',s method, it was seen 

fit to choose Blaauw' ~'method ,to calculate the reali zed grade of serVl ce levels 

although'itintroduces some extra approximations to the model. 

Even though the theory and methodology of Blaauw's' procedure can be found In, 

Reference, [3r~ it will be helpful to summarize the main points. The basic, 

assumption made by Blaauw j s that the fjnal -link blocking ptobabili ties and 

theend...;.to-end blocking'probabilities are small.'First, Bla~uw'derives some 

approximate recursive relations to calculate the,end-to~end blocking " 

probabiliti es experienc'ed by each traffi c relation. Then he proves the' vali.di ty 

of ,these relations •. Hi s proof is very appeali ng and is presented' in the following 

liIles only wi th small changes in, hi s ori gi nal notati on in order to i nttoduce 
( 

the reason] ng behi ndhis me thod and the nature of the approximations he makes .. ·' 

The followi ng derivati~ns ar~ based on ~i gure, V. 5. devi.sed by Blaauw' [3J • 

P P+1 np 

f '~, " .... 

Ep+1 ,n 

• 
En ,n p '" 

Fi gure v. 5.: Representation of the Paths Connecting Switching, Center 

p to Switching Center n 

Theend';';to-:-end blocking probability for the,t~affic·~elation. (p,n),represented 

by E " is desired to be calculated. Suppose that the link directly cOnIlecting , 
" p,n 

nodes p and n isa high usage link'·and 'its blocking probability is indicated' 
p , , 

by b, ., Obviously, if there exists no high usage link from node p to node 

n
p
', p,np the blocking, probability is set equal to one. There ,are, two ways, to 

form a 'connection between node p arid n. If on the high usage li'nk fr<:>m node p 
. - '.' .' . 

to n ,there is a free trunk, then the,cormection will be, formed via this trunk 
p' . , 

group and further through any path from node np to n'supposing that ~" and n 



are different nodes. The, second way to form"the ~onnecdon'betw'een nodes p and 

n arises when the hi gh usage link between p and n is completely occupi ed but the 

link from node p to p+l has 'idle, capacity. Then t~e co~necdon {sformed via the 

link between ri.odes p and p+l and then further from p+l to n over a certain route. 

I-E p(path from ptonex1sts) p,n 

= p{[(fiee trunk on p to'n exists) A 
, ,p , ',' 

(path from n to n exists)], V 
p 

[(all 'trunks from p to ,n 'occupied)A 
.p 

(free trunk on p to p+l exists) A 

(path from p+l ton exists)]} 

Subsdtuting the appropriate blocking probabilid,es, equation (V.40) results. 

I-E , p,n ,(l-b, ) (l-E +b (l-b ) (l-E ) 
p,n n ,n) p,n p,p+l p+l,n , p p p 

(V.40), 

Rewri ting(V. 40), equation (V. 41) is obtained. 

E ,= (i-b ,,)E +b (b +E -b, E ) 
p,np,np np,n p,np p,p+l p+l,n p,p+l.p+l,n (V.41) 

".- . 

Neglecting' the ,p'roduct of b by E equation (V.42) follows d,i rectly 
p,p+l p+l,n-' 

from (V.41). 

E .= (l-b )E, +b (b,' +E ) 
p,n p,n n ,n p,n p,p+l p+l,n 

,p p, 'p 
(V.42) 

. ,";, '" - " . -. . . . 

, The, value of E ' -, ,i s calculated through a S1 milarreasoni ng and then 
p+l,n. , 

substituted into (V.42) to obtain the numerical value of E •• . ,.". p,n 
Equation (V.42) represents the recursive relations tha,t Blaauw derived to 

calculate·the end-'to-endblocking probabilitie~. The omission of the product 

term isve'rified by the main ass:umption of Blaauw, implying that the product, 

is small since' each blotking.p~obabiUty is assumed to besmall. Furthermore, 
I -

the ri ght-hand side of (v.AI) 15 ·naturally smaller than the right:-hand si de 
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of (V.42) which shows that the end-to-end blocking probabilities, calculated 
~ 

by the usage of .Blaauw's recursive relations ,are hi gh~r t'han what they really 

are. Then, obviously the links are somewhat overdiJllensi oned, but the small 

approximation error can be accepted as a safety factor. 

Blaauw expresses that the end-to-end blocking probabilities can,be written as 

linear functions of the final link blocking probabilities supposing that the 

bio'~king probabili ti es of the hi gh usage links are known" As can be observed 
, . , 

from equation (V.42), the coefficients of the linear fullctioQ.s are solely 

dependen~ on the high usage link blocking probabiliti es. Blaauw ha,s employed 

some .proven properties to derive an efficient way for the calculation"of the, 

coeffi ci ents, rather than using the mathematical recursive relations given in 

Reference [3] but not included in the thesis. ,The simple rule, devised for the 

case where the high usage links are not crossing each other, is stated as 

follows. 

"Introduce in the, scheme of links a cut through the hierarchical 

trunk' group; the coefficient of the blocking probabili ty of this 

hierarchical trunk group in the expression for the end-to-end ' 

blocking probability is equal, to the product of the blocking 

propabilities of the high usage links whit:h are' cut. " 

This simple rule sets the basi s' for the method utHized. i in the thesi sto " ... 
calculate the end-to-end blocking probabilities for each traffic relatiori. To 

give more insight, the rule {s applied to two examples in section C of the 

Appendix.' , 

V.3.7. CALCULATION OF GRADIENTS 

The dimensioning procedure and its .outputs were based· on the valuefj of the 

prespecified final ,link blocking~r~babiliti~s. Therefore, to terminate the 

algorithm, there has to be a check to decide if the final link blOCking' 

'probabili ti es need to be changed. If such. a change i,s not requi red" then' the 

overall dimen'sioning procedure is terminated and an optimal dimensioning scheme 

has be'en achieved. However, i.£ a change in the current values of the final link 
. .: . 

blocking probabi.lities is observed to be necessary, then the aigorithm continues. 

Thus, in order to make the decision of' stopping or continuing, an optimal{ty 
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check is.essenti a1. To perform thi s opthnali ty check, it i.s suggested in 

Reference [6] to determine the gradients of total network cost with respect 

to each fi rial li nk blocki ng probabi li ty·" The basic mathemati cal theory to' 

approximately determine the values of the mentioned gradi.ents, sketched in 

Reference [6], is to.be presented hereby it:l a more detailed fashion. 

To'determine the gradients of total cost with respect to the final·link 
. . 

blocking probabilities, the first assumption made is that the sizes of all 

high usage trunk groups are fixed'. Since the fresh input traffic' values are 

taken as data wi·thout subject to changes in the. dimensioning' procedure, this 

assumption is valid fordi.rect links. However, the input traffic for second 

or hi gher overflow links is 'dependent on the blocking probabilities of the· 

previous links •. When such blocking probabilities are changed, as they are 

intended to, then the degenerate input traffic to the remaining high usa.ge 

links is subject to some change. If there is a considerable change in the 

. degenerate input traffic values, ,then the s.izes of the high usage links ca:n no 

longer:.be fixed. With the inclusion of this' assumption, the global optimum is 

not guaranteed to be reached. Within the derivation of the gradients to obtain 

• their numerical values, this assumption.is implicitly used while in the 

redimensioning steps for the links; it is slackened. 

The se'cond assumption is that the vari adon in the amount of traffi c flowing . 
• 

'~hrough the tandem switches produced by 'a variation in thefinalljnk blocking 
- '.".-. 

probab:i1i.t:i es is insignificant enough to be considered as null. Even though 
. . . 

thi sassumptionalso .leads· 'to an approximation', considering .that .the link 

blocking probabiIj ties are small and vary within a tigh't in~erval white the 

amount of traffic flowing through such tandem switches is considerably high, 

the approximation errQr is tolerable. 

Utili zin~r the aforementioned two basi c assUmptions ·.and consideri ng the cost 

functi on represent;ed by expressi on (V.9)·, the gradi ents of total cost wi th 

respect to the final link 'blocking probabilities are given by equation (V.43) 

[6] .. 

-- e
k

( 
ilNk 

)t\ : 

ilb
k 

; 
(V.43) 
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Following the definitjon of link blocking probability, the fjna1 Ijnk blocking 

probabilities can be expressed .as in (V.44). 

(V.44) 

Substitution of (V.44) intd (V.43) yields equation (V.45). 

)~ (V.45) 

But, 

= 

Finally, the gradients of t'otal network cost with respect to -the final Ijnk 

blocking prob~bilities is obtained as in equation' (V~46). 

where" 

, '~, 

c­
k ~ . 

Hk is the marginal occupancy of Ijnk k. 

(V.46) 

" ... 

In equation (V.46), ,the numerical values of C
k 

and ~are known. The value of 

Hk can be eva1~ated b~ using equation (V .19). Thus, by ~sing equations (V.46) 

and (V .19) simultaneously, the gradients of total network cost with respect to 

final link blocking ,probabilities are evaluated numerically. 

V.3.8. UPDATING THE FINAL LINK BLOCKING PROBABILITIES 

DU,e to the j nterdependence be tween the fi na1 ' li nk b10cki ng probabi Ii ties and 

Ijnk sizes,those blocking probabilities had been initialized' at' the beginning 

of thealgorl thm. At the first overall dimensioning iteration, having the 

grade of service criteria satisfi$d is not nec~ssary because such constraints 
'. . , , 

are inCluded to the model within the linear programming problem, which will be 
. .'- . ! .,. o· 

introduced in the following paragl[aphs. At the end of the first overall 

.. 
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di~ens'ioning iteration, the linear programming problem is stdctly employed 

wi thout being condi tioned on any stopping criteria. 'Therefore, the assurance 

of the grade of service criteria are guar~nteed in all of the overall 

di.mensioning iterations following the initial one. In this aspect, the initial 

values of the finallink blocking probabilities are not- crucial. In the computer 

. program,the ini ti,al final link blocking probabi fity values are. chosell in a 

way that the grade of service criterion is roughly ensured for each traffic 

. relation. 

After' the first overall dimensioning ~.teration; the ,linear: programming problem 

is used only if a change' in the current values of the final link blocking . 

probabilities is required. The objectives in implementing theli~ear programming 

problem to the dimensioning algorithm can be, summed as follows. First, it· is 

aimed to ~uarantee .the grade of service criteria and then to find the optimal 

final link blocking probabilities to replace the. current values while 

reiterating. The linear programming problem, which is originally introduced 

in Reference [6], is paraphrased and extended as follows.· 

min. z.= E .' (~) (V .~7) . b
k ktFk ahk 

subject to,. 

" ... 

. E. (b
k

) < E \1j (V.48) 
J .. - max 

b
k 

< 1 \1k (V.49) 

bk~ 0.001 ¥k (V.50) 

. In the. linear, programming prob1em~ thedeci si on vad ables are the fi na1li nk 

blocking probabilities, denoted by b
k

• The co'effi ci ents of the dec:i si on vari ab1es " 

in the. objective function· are t:he gradients that were di scussed in the pre,vi'ous 

s.ection. The numerical values of the gradients had been calculated so that they 
-

are available for use atthi.s stage. It should be noted that the gradients are 

of negative magnitude. Thus, the ~ew values for bk will be as high as possible, 

and .in general the constraints given by (V.;48) will hold as equaH ty. 
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Expression (V.48) represents the grade of service crheria to be sadsfied for 

each -traffic relation. The left-hand side. of' (Y.48) is actua11y n~nlinear. 

However, the nonlinear relationships are expressed as approximate linear 

relations due to Blaauw. Thus, to form the constraints given by (V.48), the 

concepts presented in section V.3.6 are utiliied. It is not posiibleto use 

Gaudreau's formulae to represent the ~nd.,...to~end 'blocking probab'i li'ties· j~ the 
. . 

constraint set of the linear prograrriming problem since Gaudreau's method of 

calculatingend-to-end blocking probabjli~y req:ui~es the numerical values of " 

each final link blocking probabilhy. In Gaudreau' smethod the final link 

blocking probabili ties can not be considered as ded sian vari abies of a linear' 

programming problem; therefore, Blaauw'i method is chosen. The fo11owing " 

constraints represented by (V.49) merely express that blocking probabi1i~y can 

not be greater than one. By equations (V.50); a lower bound is established for 

each' final link blocking probabili ty. Equating the final' link blocking 

probahiUty to zero is obviously not reasonable within the context of equation 

(V.l). As a lower bound, 0.09~ was considered sufficient, meaning tha.t on a 

fina11ink ~~t of every 1000 ca1l~ being processed only one ca11i s lost. In 

a different study, if necessary, the value of the lower bound can be changed 

without incurring difficulty. Similarly, the value of E. ,desi.gnatirig the' . . , .' max . 
percentage of tolerable failing c6nnecdons and·taken as equal to 0.01 in the 

thesis, can eas1.1ybe changed since it is S~i>p.lied as an input. 

Thesaluti on of the linear programming problem yields the new fined U nk ,.:. 

b~ocking. probabilities :so that the grade of serv'ice criteria are satisfied. 

With the new final Unk blocking probabi li ties, the dimensioning iterations 

are initialized' once ~ore.At the end of the dimensioning iterat{on, the achieved 

grade' of service values may not exactly 'equal 0.01 due to rounding-off 

approximations incurred within thedimensio,nhlg steps~ However, ,the deviation 

may' somewhat be controlled by comparing the real'ized final. link blocking' 

probabilities with the values provided from the linear programming problem.If 

the difference b~tween the realized and required blocking prob~bi Ii ties of a 
.. . . 

certain link is greater than the tolerable deviation value of li.nk 'blocking 

probability, .which is takenas 0~005 in the thesis, then the size' of that link 

is' increased. 

The "I i near progr~UIlIId ng problem is"" solved by' a package program named MATPRO . 

(A Mathematlcal Programming Package) which had been adapted by Dr.A. Giindiiz 

49 



U1usoy, Nur Kesen (Ozmizrak), and Biiny.at Balaban in December 1979 at the 

industda1 engineering'department of Bogazi~i Univershy' [33]. Naturally, the 

line~r programming problem can be solved by any other LP package program. Then, 

the subroutines providing the connection between the dimensioning steps and 

the linear 'programming problem, which are presen'ted in Appendix D and H, need 

to be adjusted. 

V.3.9. TERMINATION OF THE OvERALL DIMENSIONING ITERATIONS 

To stop the overall dimensioning iterations and therefore to terminate the, 

algorithm, the gradients that were obtained in two successive stages are 

compared. The' comparison is made in terni~ of two criteria. For the first check,' 

the sguare of the gradients of to'tal cost wi th respect 'to the fi nal link blocking 

probabilities are summed, and then the square root is taken. Let this value be 

named as the overall gradi~ntor total gradient factor. From one overall 

dimensioning herationto the other, if overall gradient values differ by not 

more than 5 %, theri the algorithm is terminated. 5 % is seen sufficient in 

this study, but this 'yattiecan easily be chang~d if necessary. When,the behavior 

of the overall'gradient valu~ is analyzed throughout the example problems, it 

is seen that at first it increases'from one overall dimensioning iteration to 

the other then'starts decreasing to:be foilowed by an increase in its value 

after'several it~rations. It was observed that once the overall gradient 

increases from the decreased value, then the solutions obtained at tl:!e further 

iterati ons, ar~ not better t?an the previous ones.' Therefore; to converge ':' 

quicker and to prevent cycling which may arise, a second check is incorporated 

after,th~ fifth overall dimensioning iteration is completed. From 'then onwards, 

, , if the 'overall, gradient value of the current overall dimensioning iteration is 

great'er than the value obtained in the previous iteration; then the algori thm 

1S te'rminated. 

" 

The two checks, given in the previous paragraph, constitute the optimality 

checks cited in sectionV~3.7.It should be noted that' the nature of the checks 

and,the comparison values~ like 5 % 'and fifth i terati on, are really, subjective 

and depend on some experience with the, speci fic coUtputati ons. Si nce the global 

'optimum IS not guaranteed ,by ,the algorithm and ,an approximate solution is 

sought, the i,mportant aspect is to obtain some decrease in cost, if possible~ 
while arriving at a feasible solution., Passing the two checks successfully 
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impll es that the fi nal Unk. blockhg probabilhi es need not be changed anymore. 

The algorithm terminates whh an approximately' optimal dimensionhlg for all 

. of the Unks. 

V.3.l0.IMPLEME;NTATION OF THE ALGORITHM 

To clarify the dimensioning procedure explained in the previous sections of 

Chapter V, two flowcharts are given' in thi 5 section. The {i rst flowchart, 

illustrated in Figure V. 6, shows the: major steps of the dimensioning algori thm 

in a closed form. 

All the operations, denoted by 1 through 7 in Figure'V.6, have been thoroughly 

explained within the thesis. Modules 1 and 2 are viewed in section V.3.l 

while sections V.3.2 to V.3.5 concern module 3. Sections,V.3.6 and V.3.7 

contain the explanatory material for modules 4 and 5, respectively. Operati on 

7 is analyzed in section V.3.B 'while the check denoted by 6 is discussed in 

section V.3.9. A very i,mportant point can be clari,fied through the flowchart 

of Figure V.6. There are two main iterations within the dimensioning' algorithm ' 

which are discussed/ in the thesis~ One of them, named dimensioning iteration, 

is the iteration scheme' occuring within module 3. The overall dimensioning 

iteration is brought about by returning from module 7 to module 3, which is 

clearly seen, in Figure V.6. 

The dimensioning steps of module 3 are· rather complex. The functioning of\his 

module is represented by the flowchart given as Figure V.7. 

The computer program for the dimensioning procedure, whose main steps have been 

presented throughthe flowcharts, is written ill FORTRAN IV • The computer program . 

,for the example cases were run on a,UNIVAC 1110 system. The description of the 
. , . -. 

computer program, in terms of the subroutines and essential variabledefiniti~ns, 

is presented in AppendixD.The lisdn~ of the computer program.is in Appendix 

H. To delineate the st'ructur,e of the compute~ program, Figure V.B. is inciuded 

1n this section.' 
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Start 

I Split the network into high usage and 'backbone parts 

3 

4 

5 

2 

Dimension ali the links to obtain optimal link sizes 

Calculate end-to-endblockings 
for all traffic relations 

Determine the gradients of: total 
cost wrt the final liili< bl9ckings 

. 7 

6 NO 

r.·· . 

Select new values for 

final link blocking 

probabilities 

Figure V.6. Flowchart of the Solution-Procedure 
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I • 

Start 

Read input traffic and GOS pa,rametersfor 
each traffic relation and all relevant cost 

coefficients 

Choose a link index according to 
routing structure 

NO 

Galculate its marginal occupancy. (H) 

NO 

Dimension the high usage link using 
the calculated H value 
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Do not construct that 

high usage link 

The traffic' . 
input· of this 

( link is directly 
offered to the . 
link foUbwing 
it 

Do not construct that 
-. high usage link 

r.· . 



-YES 

Calculat~ the new y value for that link 

Calculate the blocking probability of that link 

Calculate the mean and varianc~ 
- of the traffic offered from the 
dimensioned link to other links 

. YES 

Dimension the fl.nal liriks by using their offered 
traffic and blocking probabilities 
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Calculate the new S value for that link 

Calculate the realized blocking 
probability of that link 

~~------------------~--~c 

NO 

NO 

wi th respect to the specified final link 

blocking probabilities, optimal dimensioning 

is obtained 

WRITE 

the 

resu\ts 

Increment the 
link index 

Initialize the 
link index.' 

Figure V.7. Flowchart for the-DimeQsioning of the Links 
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Vl 
CI' 

DUfENS 

MAtN.PROGRAH 

OVERFL GAHAUP, BETAUP 

ERLANG 

"CARP 

Figure V.S. The Program Structure. 

.. 'The names of the subroutines of the MATPRO package program whi ch are uti li zed in the swhching 

netwoIKoptimization program are as follows: 

** 

LINP ,LP, DOANLP, ADDCON, GHACC, CHBSIS, GHSLCK, COpy ~ DATA, FIRSTB,. IEXIT, IPRINT,' ISOPT, 

NEWVEC'; REDUCE, REVERT, SEEKX, SEEKY, SPRINT ~ 

Subroutine PRIORS uses the subroutines DlMENS, OVERFL, DIM, ERT, CARRY, BETAUP, MATC02, . .. , 

ERLANG, and CARP, as shown forthe·main,program. 
." 
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CHAPTER VI· 

tlU~ERICP.L 'RESULTS MID DISCUSSION· 

dimensioning proc,edure presented, 1n the ~revious chapters of the thesis, 

applied to some small sized e~ample networks' to' obtain numerical results 
, . ' 

I to establish the functioning of the' dimensi~ning' algorithm. The dimen-

ming results will be tabulated in this section. The results concerning one 

unple network are given in some d~tail to clarify the.dimensioning steps 

i the usage of the variables appearing in the computer program. 

L. EXAMPLE PROBLEM 

an example problem, the simple network'illustrated in,Figure VI.l is, 

ns1dered.· 

. r.·. 

Figure VIol. Ex~mple Netwprk 

he network of Figure VI.l has two overflow possibilities for each calling 
·'t 

. 'h···· b IPRI is three. As can be observed from a1r; .thus, t e pr10r1ty g1ven y " 

t All of the variables used in this chapter are explained in Appendix D. 
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! figure, there ~re four traffic ~elationsgiven by (A,B), (D,B),(D,C), 

j (A,D) in terms df node specificatiort. Th~ four node pairs cari equivalently 

described by the four direct links connecting them.' That i~" instead of 

,B), (D,B), (D,C) and (A,D)~ (1), (2), (3)~ and (4) are us~d'resp~ctively 

nsidering s~mpliCity in programming~ Therefore, by traffic relation (1), 

e traffic flowing from switching center A -to switching center B is indicated. 

le values of the necessary input variables, matrices, and, arrays which have ' 

~en explained in Appendix D are given in the following lines. 

:tble VI ;1. The, Specification of IALT(j, r} f or the Example Problem 

,1 

2 

3 

4 

1 

5 

7 

7 

5 

2 

9 

9 

8 

6, 

[nTable VIol, index j corresponds to traffic re:1ations while I' corre.sponds 

to the nUmber of links~orming the 'aiternate route for that traffic relation. 

~ singl'e element of IALT(j,r) ,represents the link forming the r-th link o~ 

the alternate route for the j-thtraffic relation. 
", .. 

Table VIo2. The Specification of IFIN(j ,m) for the Example Problem 

1 2 3 4 

1 5 10, 12 0 

2 7 10 12 0 

3 7 10 12 13 

4 5 10 11 0 

A single element of IFIN(j ,m) represents the link forming the m-th link of the, 

final route for the j-th traffic relation. Zero entry for IFIN(j,m) ,means that " 

there' is no such further link sinc,e the connection betw.aen the traffic relation , 
has already been supplied by the specified link nUmbers. 
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)r the example network, the. following equalities need to be made to specify'. 

le ·variables. 

NA = 7 NAA- 9 NALT = 2 

NF' = 13 NL = 4 NT = 4 

for the final links, denoted by 5 ~ 7 t.lO, 11,12 and 13 in 

equal to 0.8 while 'the initial y values for the .. second 

verflowlinks ,denoted by 6,8 and 9, in the network, are equated to 0.5. As 

nitial final link blocking probability values, 0.005 is assisned to the first 

ink of each final route and 0.01 is taken for the remaining final'links. That 

s, except 'for iinks 5 and 7 whose blocking probabilities are 0 ~005 initially, 

he blocking probabilities for all the other links represented by IFIN(j,m) 

he initial B values 
. '.-

he network, a're set 

:re given as 0.01. 

:he vaiues of input traffic, cost, and grade of service parameters are 

.uciicated as follows. 

Cable, VI.3. The Specification ofA(j) for the Example Problem 

(erlangs) 
Relation A(j) 

j' 

.1 2.00 

2 
.. 

3.00 

3 ·4.00 

'4 0.75 

" ... 

An ele~ent of A(j)' represents the forecasted or estimated traffic flow value 

for each'traffic relation J. 

59 . 

. " 



fable VI.4. The Specification of C(t) for the Example Network 

Link 
C(t) t 

(TL/trunk) 

1 1500 

2 1200 

3 ·1000 

4 l300 

5 .1700 

6 1800 

7 1900 

8 ·2000 

9 1750 

10 1900 

11 1850 

12 . 1750 

13 1100 

An-element of C(t) represents the cost of supplying one circuit on link t. 

The unit switching cost in the two tandem nodes. are taken.as: 

' ... 

CT1= CT2 == 50· TL/ erlang 

·For each traffic relation j,.the desired grade of service is 0.01. That ~s, 

EEB = 0.01 

with the inputs given in advance, the dimensioning steps are initiated~ Some 

.p~rti~eni results of the three dimensioning iterations of the first overall 

dimensioning iteration are given as follows. 
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lble VI.5. The Value 0 f the Marginal Occupancy Parameter (H) 

Link Dimensioning Iterations 
t 1 2 3 

1 .33 .20 .. 23 

2 .25 .16 .19 
3 .18 .10 .12 
4 .29 .13 .14 
6 .38 .26. .26 
8 .33 .25 .25 

9 .38 .30·. .29. 

:able VI.6. The Valueof ,the Marginal -Capacity 'Parameter «(3) 

Link Dimensioning Iterations 
t 1 2 . 3 

, . 

5 .500 .620 .620 

7 .532 .• 772 .772 

10' .580 .62~ .. .624 

11 • 524 .500 . • 500 

12 .690 .6J6 .616 

13 
. ' 

.508. .504 ' .504 
" ... 

Table VI. 7. The Value of the Marginal Occupancy Parameter (y) 

Link Dimens ioning' Iterations 
·t 1 2 3 

.. : . 
6 1.000 1.000 L.OOO 

8 .798 .746 .746 

9 .669 .628 -.628 
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rab1e VI.8. The Value of the Realized Link Blocking Probabilities, 

Link Dime?sioning Iteration 
t 1 2 3 

1 .4000 .2105 .2105 
2 .2061 ' .1101 .1101 
3 .1172' .0628 .0628 

-

4 .4286 .1385 .1385 
5 ,.0027 .0058 .0058 
6 1.000 1.0000 1.0000 ' 

, 7 .0048 .0129 .0129 
8 .4130 .3473 .3473 

9 .2279 .1992- .1992 

10 .0128 ' .0254 ' .0254 

11 .0075 .0110 .0,110 ' 

12 ' .0199 .006.1 .0061 

13 .0063 .0115" .115 ' 

, , , 

Table VI. 9. TheRea1~Valuedand Integer Valued Link Capacities a,t the 
First Overall Dimensioning Iteration 

" 

Link' Dimensioning Iteration 
t 1 2 3 

X N X N '" X N 

1 2.30 2 ,3.23 '3 3.00 3 

2 4.30 4 5.18 5 4.84 5 

3 6.40 6 7.48 7 '7.21 7 

4 ' 0.68 J ,1.66 2- 1.59 2 

5 5~60 6 3'.99 4 3.99, 4 

,6 0.14 0 0.21 0 0.20 o " 
, '7 5.75 6 4.33 4 4.33 ,4 

8 2.30 " 2 2.40 2 2.45 2 

9 4.96 '5 5.26 '5 5.30 5 

10 7.60 '8 6.33 6 6.-33 6 

11 4.89 5 4.11 4 4.11 4 

12 8.48 8 7.65 8 7.65 8 

13 4.82 :5 4.16 4 4.16 4 
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lble VI ~ 10. The Resulting Network Costs 

Dimensioning 

TCOST2t Iteration Tcos'h 

(TL) 

1 93954 93980 

2 88i72 84943 

3 87238 ,84943 

~t this stage, rather than proceeding with the tabulation of results, some 

relevant inferences will be included. 

i) By 'considering Table VI.5 and VI. 9, it, is observed that, for a g1.ven 

input traffi,c as the marginal capacity, parameter decreases in value ~ 

the link size of that high,usage link increases, as expected. 

ii) The first column of Table VI. 6 and Table VI. 7 show that at the end of 

the first dimensioning iteration, the Sand y,values have changed from 

their. initialized 'values of 0.8 and 0.5, respectively. The comparisons 

concerning the last two columns of Table VL6 and VI.7 separately within 

,,' t'hemselves indicate that stability is achie:v~d in terms of the marginal 

.' parameters. 

iii) Theoretically, the f~nal link blocking probabilities displayed in 

Table VI.8 for links 5,7,10,11,12 and 13 should have been exactly 

, equal to the initially specified input blocking probabilities. The 

difference between the realized and specified, block,ing p~obabilities . 

stems from the' rounding-off approx:lmations. However, it is seen that/ 

'the variat ion. is not -pronounced. 

iv) Table VI.9 gives the optimal link capacities under the specified final 

link blocking. probabilities. The results of the second and ,third 

dimensioning iter:ations indicate that network st~bility is 'established. 

tTCOSTl 'and TCOST2' are defined 1.n Appendix D., 

.' 
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v) Table VI.lO shows the network costs effected bythedlmensioning steps 

or the three iterations.· The analysis of the last two rows indicates 

network stability as in the case of marginal parameters and link sizes. 

t is to be noted that three.iterations for convergence is rather quick. The 

letwork c~st has been decreased by 9.6 % from 93980 TL to 84943 TL. However, 

:he grade of service constraints have not been actively imposed while obtaining 

:he above mentioned network costs. Changes in the values of the final link· 
. . 

)locking probabilities have to be made to insure the grade of service levels 

md to possibly.decrease the network cost from the c.urrent value of 84943 It. 

rhe realized grade of service levels at the end of the third dimensioning 

iteration are calculated and listed in Table VI.II. 

Table VI.ll. The Realized Grade l)f Service Levels at the First Ov~rall 
Dimensioning Iteration. 

Relation 
GOS(j) -t 

1 .003 

2 .002 

3 .002 

4 .006 

The realized grade of service levels for all traffic relations are less than 

0.01~ the target value. Thus, on the whole·it is possible to increase t~e 

. values of t~efinal link blocking probabilities. Consequently, the lin~ caI>ac~ 
. .. 

itiesand the total network cost are expected to decrease. To effect the changes 

linear programming is applied. The totai gradient factor,which will bE7 influ-' 

endal in terminating the overall dimensioning iteratioris, is 686463. The 

results of. the LP problem are giveirby Table VI. 12 • 
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Table VI. 12 . The New Final Li~k Blocking Probabilities at the Second 
Overall Dimensioning Iteration 

Link -
.BLOK(t) 

t 

5 .0010 

7 .0010 

10 .0010 

11 .0702 

12 .2325 

13 .2225 

The final link blocking probabilities have changed considerably, as Table, VI.12 

displays ,from the initially specified values. The overall dimensioning iter- . 

ation being now equal to two~· ·the links are redimensioned. The -results of the 

second overall dimensioning iteration just prior .to calling the LP prob~em 

are sunnnarized in the fo 110wing ·t~b les . 

Table VI. 13 • The Rea1:"'Va1ued and Integer Valued Link Capac:i.ties a tthe 
Second bv~ra11 Dimensioning Iteration 

• I 

Link 
t 

X N 

'1 3.00 3 

2 4 .• 84 5 

3 7.21 7 

4 1.59 2 

5 5.31 5 

6 0 .. 20 O' 
,. 

7 5.99 6 

8' 2.48 ·2 

9 5.34 5 

10 8.92 9 

11 2.85 3 

12 3.73 4 .) . 

13· ·1.88 2 
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Table VI.14. The Realized Grade of Service Levels at the Second 
Over,all Dimensioning Iteration 

Relation GOS(j) I 
j I 

I 
I 

1 .012 

2 .006 

3 .011 .. 

4, .008 

At the end of the second overall dimens~oning iteratio'n', the total gra~i"ent 

factor· increased from 686463 to 2513355 while TCOSTI and TCOST2 are computed .. 

to 'be 85994 TL and 85111 TL, respectively. Comparing Table VIo9" with Table 

VL13, it is observ~d that at the .second overa.ll'dimensioning iteration, the 

link capacities of links 5,7 and 10 have increased while the link sizes of 

11,12 and 13 have decreased. This result is expected since the blocking 

probabilities of 'links 5,7 and 10 are decreased, while the blocking probabili­

ties oJ links 11,12 a.nd 13 are increased as a consequence of the LP problem. 

The difference of the realized grade of service levels from 0.01 is,due to 

rounding-off approximations. The observed diff~rEmces are acceptable. The 

difference between the total gradient factors of the first arid second 'overall 

dimensioning iterations is greater than 57. ; therefore, the. dimensioning steps 

are continued. The results of the LP problem and the third overall dimensioY{ing 

iteration are presente,d in TableV'.15, VL16 and'VIo17. 

TableVL15 • The New Final· Link B'locking Probabilities at the 
Third Overall,Dimensioning Iteration 

Link BLOK(t) 
t 

5 .0412 

7 .0846 

10 .0300 

11 .0010 

12 .0010 
, . 

13 .1685 
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able VI. 16. The Real-Valued and Integer Valued L' k C '.. . ,". in apacities at 'the 
Third Overall Dimensioning Iteration ' 

Link 
t X N 

1 3.00 3 
; 

2 4.84 5 

3 7.21 7 

4, 1.59 2 

5 2.09 2 

6 0.16 0 
" 7 0.88 1 

8 , '~.79 2 
'9 4.61 5, 

10' 4.58 5 
" 

11 5.29 5 

12 8.49 8 

13 1.89 2 

Table VI .17. The Realized Graded Service Levels at th~ Third 
Overall Dimensioning Iteration 

Relation 
GOS(j) , j 

1 .012 

2 .013 

1 .010 

4 .010 

. , 

At. the end of the third overall dimensioning iteration', the total netwo·rk 

costs TCOSTl and TCOST2 are decreased to 72620 TL and 73530 TL,respect:.ively. 

The total gradient-factor decreased from' 2513355. to 1882231. The difference 

between the gradient factors is greater than 5 %', so the dimensioning steps 

are continued possibly to achieve im improvement. The results of tJle LP problem 

and the' fourth overall dimensioning iteration are de,lineated as follows. 
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able VI.18. The New Final Link Blockino Probabilities at the Fo~rtli 
Overall Dimensioning Itera~ion 

Link BLOK(t) . t 

5 .0010 

7 .0444 

10 .0010 
11 . .0702 

12 .2704 

13 .0950 

Table VI. 19 • The Real-Valued and' Integer Valued Link Capacities at the 
Fourth Overall Dimensioning ,Iteratiop 

Link 
X N, 

t 

1 3.00 3 

-2 '4.84 5 

3 7.21 7 

4, 1.59 2 

5 5.31 5 

6 0.36 0 

7 1.84 2 

8 2.23 2 

9, ,5.33 5 
" 

10 8.29 8 
.. 

11 2~87 3 

" 
12 3:01 3 

-13 2.17 2 

Table VI.20. The Realized Grade of Service.Leve1sat the Fourth' Overall 
Dimensioning Iteration 

,Relation GOS(j) 
j' 

1 .016 

2 .015 
-. 

3 • 014 

4 ~008-
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le total network costs resulting at the fourth overall dimensioning iteration 

~e 75742 TL and 73829 TL. The total' gradient factor is calculated to be 

701361. At, the fifth dimensioning iteration~ the gradient becomes 5278569. 

:len, according to the stopping criteria explained ~n sectionV;3.9, the 

imensioning iterations are terminated. 

,shortcoming of the dimensioning algorithm is indicated by the, results'. At 

ach overall dimensioning iteration, the final link blocking probabilities 

re calculated so as to impose a decrease in total network cost. However, due 

o the, roundi"ng-off and theoretical approximations inherent in the algorithm,' 

I decrease in total cost may not be realized as can be, deduced by the results 

,fthe third and fourth overall dimensioning iterations. In the third overall 

limensioning iteration, TCOST2 is 73530 TLwhile in the fou~th ite~a~ion i,t is 

13829 TL,. However, the difference is not very significant • Rather than acc~pting 

:he re'sults of the last overall dimensioning iteration as the ,opt~mal results, 

i.t would be better to analyze all the results of the overall dimensioning 

iterations. If tpe total cost of one case is significantly lower than those of 

others ,then the results of that iteration are considered' to be optimaL If 

the total costs are' approximately equal ,'for some it,erations, then it isadv"is- -

able.to compare the realized' grade of serVice levels and 'make the choice ac­

cordingly. Tn terms of the grade or'service levels, the results of the third 

overall dimensioning iterat:ionare superior to those of the fourth and fifth 

iterations. Therefore" for the example problem the results of ,the third overall 
, ' 

dimensioning iteration are optimal with, optimal network, cost equaling- 73530 TL., 

By, the, implementation of the LP problem~ithinthe dimensioning iteratiolls, 

the grade of service constraints are guaranteed. Furthermore, in the eXCimple' 

problem the network cost improved by l3.4% from 84943 TL to 73530 TL,.When' 

the overall dimensioning steps are considered, ,21.8% of an improvement is 

induced"by the procedure from the initial network cost of 93980 TL. 

, , 

. .. . 

VI. 2. RESULTS "OF THE EXAMPLE' PROBLEM FOR, DIFFERENT CASES 

The input parameters are the sarrie as those for the example problem discussed 

in section VI.l. First ~ the case in which priority equals one is considered. 

Since this network structure consists "of 'solely direct links between the 

traffic relations~ there is only one dimensioning ,i"teration. The blockingprob";" 

abilities .of,the four links,are set equal to 0.01 and accordingly dimensioned. 
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resulting link sizes are 7,8,10 and 4 trunks for links 1,2,3 and 4. 

pectively. Under this dimensioning scheme, the total network cost is 35300 

Total network cost is significantly lower than the cost obtained for the 

mpleproblemin which priority is equal to three. However, the two cases 

! not really comparable in terms of cost since the network of the example 

,blemis structurally more reliable than the network corresponding to 
LOrity one. 

e example network which corresponds to priority two 1S illustrated in 

pendix E. For this case, only the initial and final results will be given 
ITcompar1son purposes. 

Ible Vlo21. Results of the First Overall Dimensioning Iteration for 
Priority 2 of the Example Network. 

Link 
BLK(t) t. . ·X N t 

1 .2105 2.85 3 

2 .1101 4.70 5 

3 .0627 6.62 7 

4 .4286 1.18 1 

5 .• 0046 4.54 5 

6 .0117 4.17 4 

7 .0129 4.33 4 

8 .0060 5.74 6 

9 .0058 8.56 9 

. TCOSTl = 68311. TL. 

TCOST2 = 70152 TL. 

I 
\ 

t. BLK(t)· are the realized link btocl~ing probabilities 0. 

i 
I 
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Tabl~ VL22. The Realized Grade of Service Levels at the First Overall 
'Dimensioning Iteration for Priority, 2 of, the Example Network 

Relation . 
j GOS(j) 

1 .002 

2 .002 

3 .001 

4 .007 

Table VIo23. Optimal Results for Priority 2 of the Example Network 

Link 
BLK(t) X N ,t 

1 .2l05 2.S5 3 

2 .1101 4.70 5 

3 .0627 6.62 7 
-

4 .42S6 1.lS ' 1 

5 .0012 5.81 6 

6 .0118 3.74 4 

7 .001S 5.99' 6 

S <, .lS75 3.07 3 

9 .0377 6.79 7 

'The ,optimal network costs are given by TCOSTl and TCOST2. 

TCOSTI =643Sl TL: 

TCOST2.=66154 TL. 

The number of the overall dimensi~ning iterations for ,convergence 1S 3. 

:- . 
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ble VI. 24. The Grade of Service Levels for Priority 2 of the Example 
Network at Optimality· 

Relation 
GOSO) 

J 

1 .008 
.. 

2 .004 

3 .012 

4 .006 

he grade of service constraints are approximately satisfied by the optImal 

imensioning scheme as .Table VI. 24 illustrates. th~ network cost ~s higher 

:han the one obtained under priority one but lower than the cost obtained· 

lUderpr~()rity thre·e,asexpected. Th~ network structure corresponding to the 

;econd priority is less reliable than the.structure implied by the third 
" '. . 

)riority. The initial network cost has beeil improved' by 5.7,'7.. 

fhe .initial and final results corresponding to fourth priority are speCified 

by the following four· tables. 

table VI. 25. Results of the First Overall Dimensioning· Iteration for 
Priority 4 of ,the Example Network .. 

c· 

Link. BLK(t) 
t 

1. .2105 

2 .2061 
, . 

3 .. 199l 

4 .1385 

.5 .0504 . 

(, .0580 

7 .0192 ' 

8 . ' .0160 

9 .0111 

TCOSTl = 66764 TL. 

TCOST2 = 63503 TL. 

X N 

3.06 3 

4.04 4' 

4.99 5 

2.40 2 

2.39 2 

2.40 2 

5.32 5 

7.24 7 

9.07 9· 
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able VI. 26. The Realized Grade of Service Levels at the First Overall 
, Dimensioning Ite~ation for Priority 4 of the Example Network, 

Relation 
GOS(j) 

J " 

" 

1 .0l3 

2 ~006 

'3 .007 

4 .0,15 

Table VI. 27. Optimal Results for Priority 4 of the Example Network 

-

Link BLK(t) 
" t 

1 .2105 

2 .2061 

3, .1991 

4 .l385 

5 .0504 

" 6 .0580 

7 '.0721 

'8 ' .0126 

9 .0035 

TCOST1 = 65744 TL. 

TCOST2 = 61440,·' TL. 

,x N 

3.06 3, 

4.04 4 

4.99 5 

2.40 2 

2~39 2 

2.38 '2 

3.33 .3 

7.46 7 

10.43 10 

Table VI.28.·TheGrade of Service Levels for.Priority4 of the Exa~ple 
Network at Optimality , 

Relation GOS(j) 
j 

1 .011 

2. .016 

3 ' .017 

4 .015 
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results relatini to the case of ptiority five are not 1ist~d in this section 

:ce by resembling previous results, they do not lead to new points of dis­

:sion. It will be more meaningful' to tabulate the priority five resul~s, in 

! follo",ing section for the bigger' test network. After performing the di~en­

)ningsteps for the case with priority five, the'resulting example network 

;t: is 79055 TL which ~s less than the network cost 'of priority three by 

~ % and more than' the cost of ,priority two by 16.-3 % • 'This result can be 

rified by the observation that in terms of network structure, the network 

priority five is more reliab.1e than that of' priority' ,two but less reliable 

an that of pri6rity three., 

:.3. RESULTS OF THE TEST NETWORK 

,1e test network is somewhat bigger than the example network, but still it is 

Jt i~the vicinity of an actual switching network6f a moderately large city 

r region.' For example, the network of Istanbul contains 30 switching centers 

nd 3 tandem switches. The aim of considering a relatiV'ely sriiall test network' 

s to have computational ease. At this stage, the emphasis ,is on demoristrating 

:nd verifying the functioning of ,the dimensioning, procedure. :rhe test network 

lay supply a comparison yardstick for further future studies. 

rhe des'cription of the test ,network and the necessary input values are given 

in Appendix ,F. The grade of service 'levels will be tabulated in this section 

while the link capacities and the blocking probabilities are listed in . ' , 

Appendix G. The following table relate to priority three,case. 

At thefirs't ovrall di~erisioning iter;,l.tion, except for traffic relation 11, 
, ' 

the realized grade of service levels are less than 9.01, ~mplying that some 

final ~inkblocking prob abi1.ities can be increased so that rietwork cos,t can 

decrease. ,The network cost is 227930 TL at the'firstover~lldimensioning 

iteration and 216201 TL at optimality. Thus, 5.1 % of improvement has been 

realized by the utilization of the LP. problem. For convergence, 3 dimensioning 

iterations and 2 overall dimensioning iterations are made with the CPU time. 

being 44.602 seconds. 

For priority two case, the following grade of service levels are realized. 
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~ble VL29. The RE;!alized Grade Of, Service Levels For Priority 3 of the, 
Test 'Network 

Relation GOS(j) 
j First Overall 

Dimensioning' Optimal " 

Iteration Iteration 

1 .001 .003 
2 .009 .012 
3 .003 .002 
4 , .001 .000 

5 .007 .012 

6 .004 .010 

7 ~003 . .007 

8 .001 1 
.002 

9 .002 .010 

10 .006 .012 

11 .017 .013 

12 .005 ' .014 

13 .0.09 ~004 -

_ Table VI. 30 ~ The Realized Crade <Jf Ser~ice Levels For Priority 2 of The 
Test Network 

Relation GOS{j) 
j First Overall' 

" 

Dimensioning, Optimal 
Iteration Iteration 

1 " .013 .009 

'2 .015 .015 

3. .003 - , .003 
-

4 .012 .008· 

5 .017 .016 

6 .0lD .013 

7 .,007 .012 

8 '.001 .001 

9 .002 .010 
.-
10 - .013' .014 , 

~11 .015 ;012 

'12 .016 .015 

13 .015 .Oll 

7,5 



Total cost decreased from 193761 TL to 189246 TL. The network cost is less 'than 
that obtained for priority'three case, as expected. 2 dimensioning iterations 
and 4 overall dimensioning iterations have been necessary. In this case, ,the 

CPU time is 1 minute and 4.480 seconds. ,Even though there are less number of 

links than in the previous case, the CPU time has~increased. This result can 

be justified by noting that in this case the LP is called two times more.than 
in the previous case. 

Table VI.31. The Realfzed Grade of Service Levels for Priority 4 of the 
Test Network 

.Relation GOSO) 

First Overall 
J Dimensioning 

-
Optimal 

Iteration Iteratic>n 

1 .• 003 .007 
2 . .002 .003 

3 . :004 .001 

4 .004 .004 

5 .003 .010 

6 .005 .007 

7 .002 .007 

.8 .005 . .008 

9 .004· .010 

10 .021 .012-

11 .017 .010 . 
0 -

12 .023· .010 

13 .023, .016 

" 

In the case of priority four, the total cost decreased from 2l25l7TL to 

207898 TL. The ~etwork cost of priority four is less than that of priority 

three, but it is greater than the cost correspondi.ng to priority two case. 

The network cost of this case is 9.0 % worse than the cost of priority two. 

In the example problem,· the difference between' priority two .and four was not 

marked, but in the test network the necessity and advantage of.the optimization 

of the high usage links· are clearly indicated. Thus, it can be observed that' 

the dimensioning procedure is effective in guaranteeing the grade of service 
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:levels within approximation errors and improving the network cost. 4 overall 

dimensionin~ iterations are carried out with the CPU time being 52 .423 seconds. 

,The decrease ~n CPU time as compared with priority two case ~s attributed to 

, the omis~ion of high usage link optimization steps. 

For the problem correspori4ing to priority five, Table VI.32 ~s prepared. In 

43.969, seconds of CPU time, ~. dimensioning iterations and 2 overall dimensio­

ning iterations are performed. The resulting network cost is 202175 TL. 

Table VL32. The Realized Grade of Seniice Levels for Priority 5 of the 
Test Network 

" Rel9-tion 

J 

1 

2 

3 

4 

5 

6 

7 

8 

9 

10 

11 

12 

13 

(GOS (j) 

First Overall 
Dimensioning 
Iteration 

.. 013: 

.034 

.006 ; 

.008· 

.013 

.010 

.007 

.004 

.003 

~027 

.034 

.034 

.030 

'.. . 

Optimal 
Iteration 

.006 

.009 

.002 

.005 

.012 

.009 

.006 

.002 
. 

• 009 

.015 

.010' 

.016 

.015 

Due to the lack of a clearly defined testing network used by researchers to 

demonstrate the existing dimensioning algorithms for switching network 

optimization problem, the dimensioning p~ocedure developed imd presented 

the thesi.s could not be compared ~nd';alidated 'accordingly. Through the 

. . d t clarify the functioning of ,the examples and results" ~t was a~me 0 

dimensioning procedure. ' The ~inall; example problems'indicate that the 
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)rocedure is rapid in terms of the number of dimensioning iterations to 

ichieve convergence. It should be remembered that the optimal results are 

ipproximate since there are theoretical approximations and rounding-off errors 

Nithin the dimensioning methodology. 

~ further point requiring explanation is the deviation of the'iealized grade 

of, service values from the target value of O.OL Observing, the tables g'iven in 

this section, it can be seen that the values of the grade of service levels 
\ 

at optimality are l.n some cases less than 0.01 while in the others higher 

th~m 0.0'1, with the highe'st level beirig 0.017. The deviation is due to rounding-
, " " 

off approximations made for the 'final links. Horn (13) states th~t providing 

certain (neighbouring), traffic relations with better coi1l1ection probability: 

than'other (dispersed) pairs is to be expected. In [l3) it is proposed,that 

the conn~ction probability ()bjective should be stated as a distribution. That 

is, citing from Horn: 

, "50 % of the traffic demand should experience better' than X % 

congestion, 90 %, should receive better tha'n Y % " ~nd 95 % 

should' recei ve 'better than - Z % congestion ~ " 

The connection probability objective suggested by Horn is more'flexible than 

considering' just a 'certain target value and seems more ap'propriate for real 

systems. Furthermore, under such a connection probability objective, the 

realized grade of service value,s, given by the dimensioning ,procedure 'of the 

I,>resent study, do not pose' connection problems'.' 
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. CHAPTER V I I 

EXTENSIONS FOR FUTURE STUDY 

It can be observed that: the dime~sioning procedure developed in the thesis 

'meets its design objectives; however, by an extended alg:ori thm, it may qe 

possible to further reduce the network cost. A mor~ efficient algorithm which 

also portrays real cases more closely may. be devised. To obtain such an algo­

rithm, some of the assumptions underlying the present model need to be relaxed • 

. Accordingly, some extensions for future study are discussed in' the following 

paragraphs. 

It is obviotls that the number of tandem switches to be utilized within the 

switching network and.their resp~ctive locations. are crucial desi'cions. If the 

number and 'location of th~ tandem switches are not carefully determined, then 

the in:vestment value will unnecessarily increase and the system will function' 

ineffiCiently •. In the dimensioning procedure of thethesi?, the number and 

location of the ,tandem switches are taken as input • Therefore, prior to using 

the dimensioning procedure, a separate optImization phase is needed to supply 

. this structural information by considering service supplied besides fixed and 

variabie' investment. costs. For. the initial. optimization phase of ,locational. 

decisions, a multicriteria approach, maybe utilized., The problem can be defined 

as selecting a.subset.of p' sites'atwhich to establish tandem switches in order 

to serve the'exchange switches located at Q distinct points; under single or I 
. , I 

multi~riteriaconsiderations. For the solution of·this problem, Reference [29] 
. J,' may be used as a starting:.po~nL I 

By analyzing the dimensioning procedure. explained in the previous chapters, .. 1 

it can·be noted that the traffic between an exchange switchand'a·tanderri switc~ 
consists of traffic ,destiniedfor a switch, different from the tandem switch. I 
That is, it is assumed by definitionihat no traffic originates or terminates I 

. at a tandem switch. If. t~ndemswitches are a'lso consideredas'tra£fic exchange I 

points besides switching traffic to other switches, then the. dimensioning algOl 

rithmof. the thesis would not be exactly applicable. In that case, a link, . 
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'connecting an exchange and tandem, switch would be viewed as both a final and' 

a high usage link. However, the dimensioning method is based on economic 

criteria for high usage links and blocking considerations for,firial links., 

These two considerations can not bemade simultaneously in the ,current dimen­

sioning procedure. Blocking ctinsid~rations ne~d to-follow the economi~ consider­

ations. If a lin~ is functioning both ~s a high usage and a final choice link, 

then a solution approach may be obtained by separating, that single link into' 

a high usage and a final choi~e part and thencontinuingwfth the dimensioning 

accordingly. However, more effective 'approac_hes to 'handle such problems may, " 

exist. 

In the thesis, to calculate the blocking probability of rough traffic, the 

equivalent random theory was applied prior to using the Erlang-B formula. As 

an 'alternative, the· simple method for approximating the blocking of rough 

traffic due to Fredericks [30] can be employed. Under this technique, the 

.Erlang:-B formula in the cas~ of rough. input traffic is given as B(N/vmr, 

-A/vmr). If this form of the Erlang-Bformuia is used, then th~ .calculation of· 

A* arid N*,'necessitated by the' equivalent random theory, is not performed. 

Some examples are given in Reference [30], showing computational time for the 

equivalent random theory approach and Fredericks' t~chnique. The CPU time for 

Fredericks' technique is comparably less than that required for 'theequival~nt .: 

random theory. However, it should be remembered that Fredericks'. technique1s 

moreapprox1mate than the equivalent random theory approach. The variation in 

the results of the two methods as given in Reference [30] is not very pro­

nounced. Therefore, after some mor.e research,' on the variat ion of the results 

for d:i,.fferentcases than those three given in [30], and accepting to'lose 

somewhat· from accuracy, Fredericks t. method may be more appropriate for~arge 

. networks where computational gain is ·significant •. 

In the thesis, smooth traffic is assumed to be c:ipproximated by Poiss'on distribu­

·tion. In Reference [301, it i~ expressed that for smooth traffic, there are 

Fredericks" B'retschneider's, Delbrouck's, and· Hayward ~s approximatingmet~ods. . ' , , ' 

H'owever, an algorithm that operates satisfactorily has not been established 

yet. It is indicated that further research on the subject is required. 

The specification of some threshold values for th~ switching network entities 

may be: necessary after. considering the actual network. For example, it;: may be 
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demanded that certain link sizes should be greater than some number. Such 

constraints can be readily incorporated to the dimensioning algorithm in the 

form of checks. In some cases, if input traffic is relatively small, it may be 

demandedt,hat dire<;-t links should not be provided. The .dimensioning algorithm 

andi ts computer p~ogram is constructed to handl~ such cases. Therefo~e it is . . . . '. . ,.' 
only necessary to place such threshold requiremerits. A~ a further study, the' 

threshold values may perhaps be generated automatically within the algorithm •. 

An imp()rtant shortcoming of the dimensioning procedure developed in the thesis 

1S that it does not account for modularity~ Modular trunking is becoming conunon 

with the introduction of digital switches and transmission' facilities. Under 

modularity,· fewer but larger trunk groups are to be resulted [13]. Modularity 

considerations can be incorporated to the dimensioning method by rounding-tip 

and rounding-'-down the number of circuits obtained, considering the'module size. 

If module size is supposed to be one urider such a scheme, then the dimensioning 

procedure of the thesis results. However, a more'refinedapproach, encompass1ng 

modularity. in dimensioning;· can be developed in further studies • Whether 'modu-

larization will be introduced within t~edimensioningsteps or af~er the dimen­

sioning algorithm converges is an important subject to be analyzed •.. 

The dimensioning procedure explained 1n the .thesis"is a single-hour method 

.based 'on t;he concept of economic ,load on the last trunk (ECCS). ·The network 1S 

designed to carry only a single ho~r's load. Howe,ver, in practice the load on 

·the high usage and final links varies from hour to hour. The question ~rising. 

in singl~-hour engineering is which of the hours of loads should be used to . 

engineer the 'group. It would beuneconomical.to dimension a high usage link 

. for its individual group busy hour if this hour does not coincide with the 

busy hour· of the alternate routes. If the hours ,of peak traffic loads between 

various pairs of switching cent~rs coincide, there is no such problem and 

dimensioning can be made on the basis of the single busy·hour. However, for. 

the swi'tching centers 1n residence and business areas,.the hours corresponding 

to 'peak traffic ~oads would be different, implying a problematic case for the· 

application of. single-hour engineering methods. Then; it ~ould b'e advisable to' 

dimension the network for' more than onehour'of end-to-end traffic data by 

using multihour engineering. Althpugh, in Refere~ces [8] and [9] multihour 

engineering procedures, whereby a\ least cost traffic network is engineered'for 

more than one set of end-to,-end l~ads being subject to the constraints that 
I 

! 
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blocking ~n any final choice trunk group should not exceed a specified value, 

are"described some aspects of the procedure still need clarification through 

research. The problematic aspects of multihour engineering are summarized in 

Cbapter!!!, and how to incorporate end-tn-end grade of service criteria to 

tbe procedure is not really clear. However, further research may resolve such 

problems. Then, by usingmultihour engineering to dimension switching networks, 

additional decrease in total network cost can be achieved. 

The optimization of switching networks should really be dynamic like other 

investment:"" planning problems. Te~ephone networks are continually expanding and 

also new equipment is being introduced to the system. Such a situation raises 

the important issue of designing networks which are op"timal" over a period of 

time. The investment planning problem of the networks should really"be thought 
- . ..' .'. . 

in terms of middle and long range. The decis ion concerning how the target netwo:rk. 

will be reached in the course"" of years is very important ." However, due" to "the 

size of "the problem and the nonlinear" characteristics, switching "networks are"" 

modeled as being static. A time-phased" approa,ch is not used in the thesis. "If 

in a ~uture study; a time-phased switching n"etwork optimization is soived,"the 

results would bemor~ realistic and ~pplicable. 

The dimension'ing procedure" developed in" the thesis may be accepted as a prelim­

inary study. More exact algorithms. with more desirable characteris~ics may be 

developed through further researcbeventhough the present dime~sioning proce­

.dure has additi0tlaladvantages over the other existing methods,. as gi"ven in 

Ch"apter IV. The dimensioning method of the t~esis has to be compared with 

~xisting or fut~re methods to co~ptetelyevaluate"and rank it. 
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,CHAPTER VI I I 

CONCLUSION 

A dimensioning procedure is deve1~ped to' aid in the investment planning of 

switching networks. Thetheor~tical reasoning given ,throughout the thesis 

and the numerical re'sults of the special aplications in<iicate that the grade 

6f serviceconstraint~ai~ed to be provided for the subscribers are satisfied 

and the network cost is optimized within acceptable approxim~tion error~. The 

method is developed by making use of the appropriate portions of some cur­

rently available methods. Basically, for the dimension"ing of high usage links 

'Pratt's method (26), [31) is used 'while for the dimensioning of final links, 

Wilkinson's [34) formulae and equivalent r~mdOl!l' theory are utili~ed. EspeCially 

in"the updating phase of the marginal parameters, Sheridan's [31] arguments' 

have been applied. Blaauw's (3) linear expressions have been empioyedto 

calculate the grade of service levels. The incorpo:ration of a linear program­

ming problem to the heuristic dimensioning procedure, originally suggested 

by a group currently workinion 

arid Technical'Re~earch) project 

, , ' . ' 

Cost 201 (Europ'ean Co-operation in Scientific 

(6), has been specially rewarding. 

By thedimensioningj)ro~edure, a hierarchical switthing network with proba -

bili~tic input traffic is optimized. The dimensioning procedure is a single- , 
, , 

hour engineering method which is based one,conom~cal considerations. Modularity 

and time-phased aspects of the investment problem have not been incorporated , 

to the dimensioning algorithm. 

The contributions of the dimensioning procedure developed in the thesis can be' 

sUI!iIDed under tW9 basic points. Rather than guaranteeing just the final link 

blocking probabil~ties a's in Pratt's original method, this dimensioning proce­

dure guarantees the end-to";'end blocking probabi1it~es to be within a desirable 'II 

iimit. Besides, within the theoretical framework of' the dimens10ning algorithm 'I 
a restriction on the number of allowable overflow possibilities is not imposed·1 

, . I 

Even th6ugh' these are c~nsiderable improvements, amorerefiried algorithm may! 

be devised by also considering the 'extensions intrOduced in the previous~hap,t' 
j 
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·APPENDIX A 

DERIVATION OF THE OPTIMIZATION 
. EOUATION FOR EXAMPLARY ··CP.SES 

A.I.TRIANGULAR ROUTING 

All the· equations that will follow are based on·the network of FigureA.I. 

A , 
~a,· .. 
. L - - - -1 - ..:.- ~ 

Fi gure A.I. First Exa~ple Network 

The cost of routing the input traffic denoted by Al erlangs over the network 

is ·C. 

C is a function of one independent variable, NI , ,since only link I is a high 

usage link. Thus, 

ac­
aN ,= 0 

.. I 
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flowever, TT= TT(a l , AI) :: a1 for this simple triangular network since it is 

assumed that ~the additional tandem traffic flowing-through the tandem switching 

center is due to the additl.onal overflow from the fi:rst choice link. Al is 

considered to b~ constant. 

then 
aT . 
·T 

aNI 

Consequently, the. following substitutions are made by using the definitions 

given in section V.3.2. 

The above equation holds ·since the change irithe offered traffic of link k is 
. . " 

given by the change in ar , for r equaling 1 or 3in this case. " 

"Thus, 

(A.I) 
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A.II. TWO OVERFLOW POSSIBILITIES 

All the equations that' will follow are based on the network of Figure A.2. 

l.. 

2 5 

AI ---71 ------..;....----
1 

Figure A.2. Second Ex.ample Network 

The',cost of routing the 'input traffic denoted by Al erlangs over the network 

is C. 

5 
C=i~l Ci·Ni +CTC·TC+'CTD·Tn 

C isa function of ' two independent ,:,ariables,NI,and N
3

, since 'link 1 and 3 

are, 'the high usage links • The optimization equation of link 1 is, given 'by: 

(A.2) 'and that of 1ink:3' is ,givenb;r (A.3). 

ac 
(aN )N' = 0 

1 3 

ac' 
(aN )N = 0 

3 1 

, (A.2) 

(A.3) 

To' obtain the open form of the oJltimiz~tionequations the parfia1derivadves 

are taken." 
aN ,aN

3 C C (,2) C ( )' 
, 1 + 2 aNI N:/' 3 aNI N3 " 
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The additional taridem ~raffic flowing through the tandemswi.tching center. tiC" 

is dueto.theadditio~al overflow fromthe first choice, link. However, the 
, , , 

additional tandem traffic flowing through the tandem switching center tiD" 

depends on both of the two overflow values a l and a 2 " 

o 

. , 

In addition to the two stlbstitution equat:ions giyen in secti~nA.J, the follow­

ing definition has to be included. 

Therefore, 

y -,3 

A similar r~asoning is used to obtain the second optimization equation. 

, It should be noted that, ' 

.' aN ,2 
( aN )N = 0 

3 '1', 
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:f Al and Nl are constant, then a l is not varying. Hence, this implies that 

I is constant for a specified blocking value .• A similar reasoning applies for 
2 '. . '.' . 
:onsidering the additional tandem traffic flowing through the tandem switching 

:enter "e" as being null for' this case . In turri ,A3 is kept constant since the 

.ower portion of the network is not liable to variation. 

fherefore, 

(A.5) 

Proceeding ~n this manner by' taking the derivative. of· the cost function with 
. . 

respect to the independent ,variables in order 'to find the optimization .equations, 

is obviously tedious. Especially, when there are a great number of high usage 

links, the number of derivatives to be taken directly increase. Therefore, in' 

appiicationsinstead .of takin~ derivatives, equat~on~ (V.H) ,~which yields 

easily to computerization, can be titilized~ To clarify the us~ge of' equation 

(V .11) ,'some further explanation is necessaryt. As an example problem, .second 

e.xample illustrated by Figure' A.2is.considered since it is more complex and 

complete thari the first example. 

For the design of. high usage link 1, consider Figure A.3. 

tTheunderlying basis relating to the discussion which will henceforth 

issue is due to Sheridan (31) ~ In this section of the thesis, his 

resolution.scheme is applied to a particular example. 
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. 2 ·1 erlang . 

__ -=1,!t"~~ _ ___ _ 
1 

Figure A.3. ,Marginal Overflows in the Design of Link I 

This marginal overflow representation may be explained as follows'. If it is 

required to dimensi~n link 1 in terms of HI' consider one marginalerlang 

offered to the ov~rflownetwork. Thus, one erla~g is offered to link 2 and 

then to link 3, fr'om which 
. . , 

only the traffic from iink 

this explanation, equation 

(V.ll) , 

In the ~~ample considered, 

R. = I 

F~= { C, D) 
1 

an amount ofY3 is rejected to link 4. TO,lirik 5, 

4 ~soffered, therefore it is offeredy
3

• Utilizing 

(V .• ll) can easily be calculated. Rewriting equation 

CT. 
1, 

Y. 
,1 

The values of XTk , the additional traffic on link k, can easily be found. 

XT4 =.'Y 3 XT =.y 
5 

Similarly; the values of Yi ; the additional traffic flowing through the' tandem 

switching center i,can be obtained • 

. ' 
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Y = 1 
C 

iubstituting these values to equation (V.11), equation (A.I.4) is achieved.· 

fo calculate the marginal occupancy of link 3 using the "marginal erlang" 

rep!~ientati6n, corisiderthe illustration of Figure A.4. 

I . 
. ·lertarg 

. • , erlcing 
2 5 

1 

Figure A.4. Marginal Overflows in the Design of Link 3 

The marginal erlang is first offered to link 4 and then to link 5. 

In. this· case, 

R, 3-

. F R,= {~ 4,5 } 

F.= { D } 
l. 

.XT4 1 XT = 1 Y = 1 
5 D 

Hencej-after substitution to equation (V.11), equation (A~5) results. 

Equation (V .11) is_ the generalization of the optimization equations which 

can be useq to describe any type of alternate routing network. 
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)WPENDIX B 

DERIVPJION OF THE POLYGONP.L F.UNCTION 

'0 derive the potygonal approximating function, the following simple reasoning 

,nd relationships are sufficient. Let the abcissa of the two consecutive 
.. . 

,nteger valued points be represented by N andN + 1. The corresponding ordinates 
,. ,,', . 

If these two points are B.(N,A) and B(N + 1, A), respectively. 

:hus, the slope of the line between these two points is given by 

B(N+ 1,A)- B(N', A) = -D(N, A) 

lhile:the y-intercept is given by 

B(N, A) -c [B (N +1, :A) -B(N ~ A)] N 

= (N+~) B(N, A) -N B(N~ 1,. A) 

iubstituting the expressions for the slope and the y-intercept into the well 

chown formula of 'a line, equation (V.20) results. 
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.f\PPEND I X C 

EXA~rLES ON EtlD-TO-E~m ,BLOCKfNG' 

PROBABILITY CALCULATION 

First', the triangular network of Figure A.l . is considered. The network 1.S .. 
redrawn as a lin'ear graph, as illustrated by Figure A.S,; 

. . 1 . '. 
.. .-

. . 
. . . . ".' 

e:42~ I. .' . I 3 

Figure A.S. Linear Graph of the First Example 

Links 2, and 3 are the final links. Let the coefficients of the end-to-end 

blocking probability functions be dEmoted by CF. Then' following Blaauw's 

.reasoning, the. end:"'to-endblocking probability for the traffic relation (A,B) 

is repr~s~nted by (C.l). 

(C.l)" 

The objective is to find the values of the coefficients CFA, T and CF
T 

,B' Then, 

follow.ing the simple rule that BlaauW gives, the cut is formed. In this case, 

only Qne high usage link, link 1, is cut so that equatio~ (C.2) results.' 

(C2) 

As a second eX?JIlple, consider the network given by F1gure A.2. The corre­

sponding linear graph is delineated by F~gure A.6. 
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Ii 
I 

.1 

I 2 

I 
1 

·It----~ 

Fjgure A.6. Linear Graph of Second Example 

\ ' 

Links 2,4 and 5 are the final links • Theend-to-end blocking probabilH~ for: 

the' traffic relation (A,B) is represented by (C. 3) • - ..... , ".' 

'" ,-

The coefficients are found by taking the product of the high usage link;b.ld~ki.i~ 

probabilities for those high usage links which are cut. 

CFA,C b' , 
, A,B 

CFC,D CFD,B =bA B bc B ., , 

Substitution of' the coefficients into equation (C.3) yields the eqtiatioo:;to';'" 

obtain the end-to-end blocking probability of (A;B). 
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APPENDIX D 

EXPLANATION OF THE Cnf-1?UTER,PROG~l\rv. 

The computer 'program developed for the application of the dimensioning proce­

dure consists of 31 subprograms besides the main program'. Of the subprograms, 

19 ~rethesubroutines of ·the MATPRO package program whose expla~ation can be 

found in Reference [33]. In this section, the main program and the remaining 

12 su1:>programs will be presented. 

While using the main program, there are five options~ The options denote the 

network structure that can be handled by the comp.uterprogram. The options 

are indicated by the variable IPRL For IPRI equaling one, the network contains 

only direct links to supply connections between the exchanges. If IPRIequals 

two, the network is allowed' to have one overflow possibility, ancithe tr'affic 

for any exchange, pair can pass through only one tandem switch. When IPRI is' 

set to three; then the 'network is allowed to have two overflow possibilities. 

The net~ork structure in the case~hereIPRI equals four is th.e same as IPRI 

being equal to' two. The difference is that in thiscas~, the blocking proba-, 

bility values for the high usage links'are set equal to 0.20 without performing 

.anyoptimization (or the high usage links'. Such a case is considered because 

this application resembles the current .scheme of the Turkish PTT while supplying 

trunks be.tween switching cen~ers. When iPRI, is equal to fIve, the network is 

again allo~ed to have one overfl~;w possibility, but the tr'afficcan pass through 

two tandems\o!itches·for completing the. connection.' The following figure can 

cl~rify the-definitj.on of IPRI. 
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,@-------@ 
'IPRI = 1 IPRI = 2, IPRI = 4 

IPRI = 3 IPRI= 5 

T!'i gure A.7.' The "correspondenc'e Between the Value of 

IPRI and, the Network Struct·ure· 

The variables u~i1ized in the computer:program to designate the necessary input: 

parameters and data are as·fol1ows. 

A( .) = Input traffic valu.es for each ' exchange pair t 

BETAC) = The marginal capacity parameter" of a link. 

BLOK(. ) = The specified or determined blocking probability value of a final 

link 

t Instead of specifying input traffic between two nodes as a matrix, it' 1S 

represented 'as an array for' simplicity. The traffic values are linkwise 

specified. If there does not exist a direct link between the calling pair, 
. .. " 

then a dummy link is introduced for indexing. 
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C(.) .' - The cost of supplying one circuit on a I ink 

CTI, CT2 =. The cost of oneerlang flowing through the tandem switches I and 2 

EEB = The desired end~to-end block{ng probability for each traffic 

relationt 

GAMA(.) = The marginal overflow parameter of a,n overflowing link 

IALT(. , .)= The matrixcconsisting of the'numbering of the links which form 

the alternate route for each traffic relition ' 

IFIN(., .)=' The matrix consisting of the numbering of the links which form 

the final route for each traffic relation 

IPRI The priority (option) iiumber 

NA = The index to show the highest numbering of the first link in the 

NAA 

NALT 

NF 

NL 

NT· 

final route 

The index to show the highest numbering of the second overflowing 

links 

= The index to show the highest number of links 1n the alternate 

route 

- . The index to show the number of links in the network 

= The index to show the highest number of links in the final route, 

= The index to show the number of exchange pairs calling. one another 

The .yariables denoting the basic outputs of the program are as follows. 

BLl« .) = 

GOS(.) = 

GRAD ( .) = 

HIT = 

N( .) - . 

TCOSTl = 

The realized blocking probability of each link 

The realized grade of .serVice value for each traffic relation 

The gradient.of total network cost with J:'espect to final link 

blocking probapilities 

The marginal occupancy parameter 

The number. of integer valued trunks on a link 
. . 

Total investment cost undercurrent dimensioning, consider~ng' 

. real-:-valued trunk capacities 

TCOST2 = Total investment cost undercurrent dimensioning, considering 
/. 

integer valued trunk capacities 

TTl, TT2 = The amount of. transi,t traffic flowing through the tandem switches 

I and.2· 

X(.) The number of real-valued trunks on a link. 

t The valu~ ofEEB is taken equal for all traffic relations. 
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It may be helpful to include.the definitions for some additional variables 

used 'within the computer program. 

ASTF(.). - 'The equivalent random' traffic for a link 

CARM(.) = The mean of the carried, traffic on a link 

CARV(.) ,The variance of the, carried traffic on a link 

ITE = The index showing the number of the overall dimensioning 

" iterations 

ITER 

NSF(.) 

= The index showing the number of the dimensioning iterations 

= The ntnnber of equivalent group of circuits for a link 

OFFM(.) = 'The mean of the offered traffic on a link 

OFFV(.) The variance of the offered traffic on a link 

OVMP(.) ,= The mean 6f the overflow traffic on a link 

OVVP(.) The variance of the overflow traffic on a link 

The objec-tives:of the subroutines and functions with their input requirements 

and issuing 'outputs are given in the following parag~aphs. 

SUBROUTINE BETAUP 

The function of this subroutine is to calculate the new values of the marginal 

capacity parameters for the final links, 'as was discussed in section V.3.5.1. 
/, , 

To attain ,the new S value, the mean of the offered traffic, the varianc'e-to-

mean ratio, the number of circuits~ the number of equivalent circuits, the 

amount of equivalent 'traffic imd the current value cfS for the link under 

view are taken 'as inputs. 

FUNCTIONCAJU> 

CARP calculates the values of terms such as AN/N! which are required for the 

Er1ang':'Bforinuia. CARP is only called fr~m FUNCTION ERLANG. Obviously, the 
r . 

inputs 'to CARP are the ,amount' of traffic (A) and the number of circuits (N). 

SUBROUTINE CARRY 

'. ~ 

The mean and var1ance of the carried traffic distributions are found in this 

subroutine. The amount of equivaient random traffic, the number of circuits, 
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-
the numher of equivalent circuits, and the blocking probability of the link 

beinganalyze~ are the necessary inputs. 

SUBROUTINE DIM 

'. The function of DIM is to calculate the number of circuits to be provided 'on 

each final'link. Therefore, t~rough subroutine DIM the final links are dimensi­

oned. The amount· of equivalent random traffic, the number of equivalent circuit 

and the> specif{ed final iink blocking probability are considered as inputs to, 

supply the integer valued and real-valued number of circuits for that final 

link. 

SUBROUTINEDIMENS 

The high usage links are dimensioned through the application of DIMENS, which 

mainly uses the value of· the marginal occupancy'par~eter ,that has been 

calculated in the main program. Theamo~mt of equivalent random traffic, the 

number of equivalent circuits and. the marginal ~ccupancy parameter are taken 

as inputs to provide the in'teger val,ued and real-valued number of circuits 

for that high usage link. 

FUNCTiON ERLANG 

In this function, the link blocking probabilities are calculated by using the 

Erlang-B fOrniula.The inputs are the number of circuits, the number of 

equivalent circuits, and tpe amount of equivalent randcim traffic. Naturally, 

if the offered traffic of the link under study is. random, then the number of 
:-. '.' 

equivalent circuits is zero, and the ,amount of equivalent random traffic is 

really the amount of offered'traffic. 

SUBROUTINE,ERT 

The equivalent random theory is ap'p1ied in subroutine ERT. The outputs of ERT 
. , 

are the amount of equivalent random traffic and the number of equivalent 

circuits expressed as 'integer valued and rea.1-va1ued. To determine the outputs, 

the mean andvariariceof theoffereq traffic are used. 
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SUBROUTINE GAMAUP " 

The function of this subroutine is to calculate the new values of the marginal 

overflow parameters for the second overflow links, as was discussed in section 

V.3.S.2. To obtain the new y value, the number of circuits, the number of 

equivalent circuits, and the amount of equivalent random traffic of that high 

usage link are utilized as inputs. 

SUBROUTINE MATC02 

MATC02is one of the two subroutines supplying the connection between the main 
. . . 

program and theLP problem. Within MATC02, LINP which is a: subroutine of the 

MATPROpackage program is called so that the solution of. the LP problem is 

initiateg. The new values for the final link blocking probabilities, which 

are the decision variables of the LP problem, are returned to MATC02 and from' 

there to the main program. MATC02 is employed .for those network structures 

with one overflow po:;sibility. Within the subroutine, the objective function 

coefficients, the coefficient matrix for the.corist·raints, and the right-hand 

side vectors of , the constrain~s are generated and through the values assigned 

to yariable TYPEC the type of inequalities are specified in order to use the 

MATPRO package program. ,To perform these steps, ,the inputs are denoted. by NF, 

NT,. ~T, NAA, IALT(.,~) , GRAD ( .), BLK( .') ,andEEB ~hich have been previously 

defined. 

SUBROUTINE MATC03 

MATC03 is the second subroutine supplying the connection. between the ma1n 

program and the LP problem. Similar to MATC02, MATC03 callsLINP to initiate 

the. solution of the LPpr~blem. MATC03.is employed for.network structures with 

two overflow possibilit;ies.: The new values for ~he final' link blocking' pro~a­

bilities which are returned to }~TC03 from the MATPRO package program are the 

outputs' of the subroutine. The objective function coefficients, the' coefficient 

matrix and the right-hand. side vectors' for the constraints , and the type of 

inequalities are generated within MATC03.·The way of generating the data inputs 

of MATPRO is differentinMATC03 and MATC02 due to the differences in the 

network. structures.· The necessary input's to. MATG03 are designated by NF, NT, 

NL, NALT;NAA, IFIN(.,.), IALTC·,.), GRAD(.), BLK(.) and EEB. 
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5UBROUTINE OVERFL . 

fhe mean and variance of the overflowing traffic distributions are calculated 

in this subroutine. The amount· of equivalerit random. traffic, the number. of 

circuits, and the number of equivalellt c~rcuits are the necessary inputs. 

SUBROUTINE .PRIORS 

Subro~tine. PRIORS is designed for IPRI equaling five. The dimensioning steps 

for the other four priority cases are handled within the main program without 

separating them into. different subroutines because there are some interactions 

between the cases. Considering ease of calculation, it was seen fit to handle 

the.case where priority equals five in a separate subprogram. In.this case,. 

the dimensioning steps to obtain the link capacities are carried out by PRIORS. 

Then· the gradient calculations are performed in the main program, and MATC02 

is called from the main program •. The inputs required from the main program to 

perfo"rm the dimensioning steps in PRIORs are A(.), C(.), CTl, CT2, IALT(.,.), 

BETA( .), GAMA(.J, NA, NAA, NT, NF, NALT; and the specified final tink blocking 

probabilities. 
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-APPENDIX E 

EXA~PLE NEH!ORKS 

The example networks corresponding to priority two and five are illustrated 

in Figure A.S and Figure A.9,respectively. 

.' 

Figure A.S. The Example Network for IPRI Equaling Two 

Figure A.9.The Example Network for. IPRI Equaling Five 
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APPENDIX.F 

TEST NETHORKS 

The· test network which has a· bigger size than the example network is drawn 

for prierity equaling three .. 

I 
I 
I 

3 

" 

7\~ 
I \ 

I . 
\ 

I 
I 

I 

, Figure A.10. The Test Network fer IPRI Equaling Three 

The fellowing two tables give thede'scriptien of the traffic relations, 

1ALTO,r) andIFIN(j,m) . specifications ~er the netwerk of Figure A.10 • 

. The arrows' showing te which link,: a high usage link ever flews are omitted ~n 

Figure A.10. not ·to complicate the iliustratien, but the .overflew routes can 

easily be deduced· by censidering IALT(j, r) and IFIN(j ,m) • 
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rable A~l. The Description of the Traffic Relations 

Nodes Specifying 
-

Traffic Relation Traffic (Dir'ect Link) Number Re1ationt 

(A,B) 1 -

(D,B) 2 

(D,C) 3 
., 

(A,D) 4 

(B,A) 5 

(D,A) 6 

(C,B) 7 
I' 

(E,B) 8 

(B,E) 9 

(E,D) lOtt 

(D,E) 11 t:r" 

(C,A) 12tt : 
(A,C) l3tt 

t . The first component is the so~rce white the second is the sink. 

tt Analyzing the network of Figu~e A.lO, it is seen that direct links do 

"not ex;istforthe traffic relations (E,D),(D,E), (C,A) and (A,C). Dummy 

links, denoted by 10,11,12 and 13, are introduced just to describe the 

the traffic relations linltwise. 
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able A.2. The Specification of IALT(j,r)· 

1 2 

1 14 15 

2 16 15 

3 16 17 

4 14 18 

·5 19 20 

6 21 20 

7 22 15 

8 23 15· 

9 24 26 

10 23 18 

11 16 26 

12 25 20 

13 14 17 

Table .A.3. The Specification of IFIN(j ,m) 

1 2 3 

1 14 27 28 

2 16 27 28 

3 16 27 29 

4 14 27 30 

5 19 31 32 
.. 

6 21 31 32 

7 22 27 28 

8 23 27 28 

9 24 27 33 .. 

10 23 27 30, 

11 16 27 33 

12 25 31 32 

13 14 27. 29 

109 . 



For the test-network, the following equalities need to be made for the 

variables. 

NA-= 25· 

NF = 33 

NAA =.26 

'NL = 3 

NALT = 2 

NT=13 

-The input traffic, cost, and grade of service parameter values are taken· as 

shown in Table A.4 and A.5. 

Table _ A.4. The Specification of Input Traffic 

(erlangs) 
j A(j) 

1 3.50 

2 2.00 

3. 3.00 

4 5.00 

5 3.50 . 

6 5.00 

7 2.50 
.. 

8 4.00 

- 9 4.00 

10 0.75 

11 0~75 

12 0.50 -

13 0.50 . 
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Tah1e A~'5. The Specification of Cost Coefficients for the Links 

] 

.. , 

(TL/trunk) 

Link / 

t C(t) 

1 2250 

2 2500 

3 l300 

4 ,1900 

.5 2250 

6 1900 

7 1800 

8 1100 

9 1100 

10 tit, 

11 ot 

12 ot .. 
13 ot 

14 1000 

15 1400 

16 900 

17 1400 

CTI CT2 =50 "TL/erlang 

EEB = 0.01 

,Link 
C(t) t 

/ 

, 
18 900 

19 1100 

20 1200 

21 900 

22 1400 

23 2100 

24 1400 

25 1100 

26 2100 

27 800 

28 1100 

29 1100 

30 900 

31 800 

32 1000 
, 

33 1300 

, ' 

,The link numbering shown by Figure A.lO is kept the same for ail the priority 

cases.' Similarly, the input values gi~en by 'Table A.4 and A.5 are not changed. 

, For priority two cas e, IALT (j ,r) are taken as in Tab leA.2. For this priority, 
." ., . ~ 

IFIN(j ,in) specification is, not required. since final routes besides ,the alternate 

, routes are not tobe utilized. For priority, four cas'e, the' data and input 

speCifications are exactly the same as those of priority two case. 

Forpriority'five,case,NALT is changed to 3 andNAA to 33. The specification 

of IALT(j,r) is given by TableA.3.So, :the final link set of the priority 

three case constitute the alterna~e ,routes of the priority five case. 

,t No cost is incurred since these are dummy links. 
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P.PPENDIX G 

SOME. PERTINEtlT RESULTS OF THE TEST NETHORK 

Table A.6. Optimal Results for Priority 3 of the Test Network 

Link BLK(t) X N 
t: 

1 .4021 . 2.55 3 
2 1.0000 .08 0 
3 -. .2061 4.02 4 .. 
4 .2849 4.61 5 
5 .5765 1.98. '2 
6 ~3983 4.17 4 .. 

7 .2822 2.63 3 
8 .1172 6.43 6 
9· .1172 5~90 ' 6 

, lOt 1.0000 .00 0 
llt 1.0000 .00 0' 
'l2t 1.0000 .00. 0 
13t ' 1.0'000. .00 0 
14 .0059 10.49. 10 
15 ~1675 10.13 10 
16, .0054 . '10.34 10 
17 .• 3577 ' . ·1.50 2 
18 ;1499 5.96 . 6 
i9 .0091 7..21 7 

", 

20 .1914 10;48 10 
21 .0128 7.36 7 

·22 .0175 4.12 4 
23 .0107 . 5.44 5 
24 .0759 0.53 1 
25 .0016 4.50 4 
26 .5166 3.13 3 
27 .0019' '15.39 15 
28 .0375 7.19 7 , 
29 .0098 5.31 5 
30 .0052 6.32 6 
31 .0042 9.47. 9 
32 .0591 13.90 14 
33 .0127 " 11.44 11 

t Links 10,11,12 and'13 shown in tables A.6 to A.9 are dummy links. 
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Table A. 7. Optimal Results for Priori ty 2 of the -Test Network 

Link BLK(t) X N 
t 

" ' 

1 .7778 1.18 ,I 

2 1.0000 .00 0 

3 .2061 3.70 4 

4 .6757 2.48 I 2 

5 .7778 1.23 1 

6 .5297' 3.47 3 

7 .4717 2.47 2 

8, : .li72 6.29' 6 

9 .1172 5.88 ' 6 

10 ' 1.0000 .00 O· 

11 1.0000 ' .00 0 

,12 1.000d .00 0 

13 - 1.0000 .00 0 

14 .0017 16.22. 16 
., 15 .0093 17.-04 17 

16 .0054 10.34_ ' 10 
-
17 .0092 6.21 ,6 

, 

18 .0102 12.11 12 

19 .0076 8.20 8 

20 .0136 16.45 -16, . 
21 .0113 8.26· 8 

22 .0154 5.4'4 5 
--

23 .0034 6.48 '6 

24 .0759 0.53 1 

25 .0016 4.50 4 

26 .0066 11.37 11 
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Iable A.8. Optimal Results for Priority 4 of the Test Network 

Link . BLK(t) X N t 

I' .1541 5.42 5 

2 .• 0952 4.06 4 

3 .2061 4.04 4 

4 .1919 : .5~91 6 

5 .1541 5.42 5 

6 .1919 5.91 6 

7 .1499 ' 4.43 4 

8 .1991 4~99 5 

9 .1991 4.99 5 

10 ' 1.0000 , .00 0 

11 1.0000 .00 0 

12 1.0000 .00 0 

13 1.0000 .00 0' 

14 .Oi27 7.21 7 

15 .0341 10.99' 11 

16 .0025 7.47 7 

17 .0031 8.49 8 

1~ .0067 10.37 10 

19 .0544 2.01 2 

20 .0083 . 16.90 17 

. 21 .0281 4.15 4 

22 .0159 3.22 3 

23 .• -0052 7.47 7 

24 .0448 '3.00 3 

25 .0016 . 4.50 _4 

26 .0077 12.46 - 12 
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:ab1e A.9. Optimal Results for Priority 5 of the Test Network 

Link BLK(t) X N 
- t 

-

:1 .4021 2.75 3 

2 _ 1.0000 0.15 0 

3 :2061 3.91 4 

4 .2849 5.15 5 

5 .4021 3.10 3 

6 -. .2849 - 5.19- 5 

7 .2822 2.72 :3 

8 .1172 6.36 6 

9 .1172 5.97 6 

10 1.0000 .00 0 

11 1~0000 .00 0 

12. 1.0000 .00 0 

13 1.0000 .00 O· 

14 t .0122 9.08 9 

16 - .0054 10.21 10 

19_ .0257 5.10 5 

21 .0285 5.36 5 

22 . .0175 4.48 -- 4 

23 -.010J 5.48 5 

24 .0759 1.41 1 
.-

25 .0127 3.49 3 

27 - - .0012 34~20 34 

- 28 .0022 . : 16.47 16 

29 -.0020 7.37 7 
- . 

30 • 0035 10.50 10 . 
.-

31 -.0012 20.13 .20 

32 .0024 9.35 9 

33 .0031 . 7.43 7 

t Links 15,.17,18,20 and 26-are not"existentoin the network structure corre­
sponding to priority five. 
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