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ABSTRACT

Discrete event dynamic systems have been analyzed by use of either
analytical or simulation models. Both.approaches have certain
drawbacks. In this thesis a new approach which aims to reduce the
number of computer runs required for the sensitivity analysis in

" discrete event digital simulations is studied.

The proposed approach estimatés the sensitivity coefficients of
the syst;m output with respect to variﬁus parameters from the
resulis of a-SINGLE simulation run. It can derive answer to the
question "How would the total simulation time change if we repeated
the experiment under the same conditions, except for small
perturbations in the sample durations of one of the activities?"
for‘some or all of the activities in the system while observing
the experiment. The efficiéncy of this approach lies in the fact
that it has a computational advantagé of M to 1, where M is the

total number of activities for which the above question is asked.
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OZET

Ayrik olayla dinamik éistemlerin gozilimlemesinde analitik modeller
veya benzetim modelleri kullanilmaktadir. Bu tezde ayriak olayla
sistemlerin duyarlailik Q&Zﬁmlemesinde benzetim zamanini dnemli Olgiide
azaltan yeni bir yaklagim sunulmustur.

Onerilen yaklagim, sistem g¢aiktisinin sistemdeki bazi veya tiim
parametrelere gore duyarlilifini tek bir benzetim kogumu ile késtir-
mektedir. DiZer bir deyigle, "Sistemde yalniz bir faaliyet sliresinde
kiigiik bir degigiklik yaparak bu deneyi tekrarlasaydik sistem g¢aktisa
nasil degisirdi?" sorusﬁna deneyi gercekleg tirerek gbrmeye gerek
kalmadan sistemi gdzleme zamana igindé cevap verir. Bu yaklagimin
verimliligi bu soruyu tek bir benzetim kogumu iginde sistemdeki tiim

,faaliyetlef icin ayri ayra cevaplayabilmesindedir. Yani M adet
faaliyet igin duyarlailak Qﬁzﬁmlemesi istendiginde hesaplama zamana

bu yaklagamla M;1 oraninda azalacaktir.
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I. INTRODUCTION

Discrete event dynamic syétems, such as traffic flow in a canal systen,
material flow in a production system, messages in a communication network
and generally nonstandard queueing networks, evolve according 1o occurences
of di;tinct events. All state changes occur only at a countable number of
time epochs which are referred as the eventi times. These events may be an
arrival of a boat or a message, shutdown of a production machine, completion
of a car-wash servige and can be deterministic or stochastic. Although
stgtes of the system change due to an event occurence, some eventis may not
actually result in a change in the state of the system. The complex
interactions of discreté events among the entities make it difficult to
analyze the discrete event dynamic systems. |

-In general, two approaches to these problems exist. The first approach
is analytical, typically represented by the queueing theory. The major
drawbacks of this approach can be listed as follows: & large number of
restrictive assumptions must be gatisfied for the theory to be valid,
the situation may be too coﬁplex to bﬁild a mathematical formulation, and
analytical techniques may not be sufficient for handling the mathematical 5
formulation even if it has been achieved.

The second approach, simulation, is used when énalytical techniques
are not applicable, Simulation is one of the most widely used techniques
in operations research and it represents one of the majér tools for brute
force anélysis of discrete event systems. Simulation models are designed
to sample the characteristics of the system they represent by observing
the system over time and subsequently gathering and deducingﬁpertinent
information. The analyst can experiment with such a system and study its

performance while changing the system parameters and decision rules at will



Although a disérete event simulation could conceptually be done by
hand calculations, the amounfrof data to be stored and manipulated for
most real world systems make‘it appaient fhat discrete event simulations
should be done on a digital computer. In addition, simulation of complex
systems would require a large amount of computer time. Therefore the main
proﬁlem with this method is the computational burden, especially in case
of cpmplex systems, Also, repeated simuiation of such a system over various
parameter ranges to see the effect of changes cpuld be very costly or even
infeasible. The purpose of this thesis is to outline aﬁd implement a new |
. ipproach which significantly reduces the problem of computational time.

The proposed approach derives the sensitivity coefficients of system
output with respect to various parameters from the result of a SINGLE
simulation run. In other words, it can derive answer to the guestion
"How would the éystem outpuf change if we repeated the experiment under
exactiy the same conditions, except for a small perturbation in sample
values of one of the paramefers?" while observing the experimgnt and
without having to repeat any experiment for the sgecified perturbation.

The efficiency of'thisvapproéch lies in the fact that it has a computationai
advantage of M to 1 where MM is the tot#l number of parametiers for which
the above question is asked.

This approach has been implemented in a previous work for buffer )
storagé design in prodﬁction lines with successful resulté (1). Later,
it was applied fo discrete event dynamic sysiems using activity cycles
world viéw (2). The simulation of the systems in that particular study
wag carried out using ECSL, aﬁ activity oriented simulaiion program (3).
successful solutions of these problems have led to extensions to other

nonstandard queueing ne tworks (4-10), and these have been collected in

a technical report (11).



In the remainder of this chapter an outline of the thesis is given
with references to the related chapters, a summary of this outline can
be seen in Figure 1.1, with the numbers in parenthesis showing respective

chapters.

A basic problem faced by all practitioners of simuiation is choosing

a2 method for viewing complex systems in a manner that reduces the complexity_

and enables one to logically analyze the components of the system. There
are many ways to approach this problem, including the flow of entities
tlrough the system, events that take place in the sysiem, and the activity
cycles of the entities in the system. Event is an o;curence.which'causes

a change in a system entity.In the event scheduling approach, emphasis

is on the occﬁrence of individual events,'each time the simulation clock

is advanced the next event is determined by predetermined instructions (12).

Structured

Programming (III)

-

PASCAL (III)

~
N

Discrete event
Simulation (I)

Sensitivity
Theory (IV)

\1 .

~ Activity
Cycles (II)
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Figure l.1. Outline of the fThesis
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'Events are fiied in ascending order of the ;cheduled occurence times. A
significant amount of book keéping effort is required to keep the sche-
duled eventrin its proper sequence. To insert a new event in the list,

a seqcnfial search is pefformed until,the appropriate location is found.
As the simulated events ccur,.they are removed from the head of the list
and theisimulated clock is advanced to the smallest event time énd event
is executed. One of the difficultieé of this approach is its division of
the logic of an operating system into small parts,-for instance the return
éf 2 part from a machine is stated three times, one for the part; one for
machine and one for the server.

Activity is the active state of an entity where the state of the entity
is being changed. It is composed of two parits: testing‘the conditions,
perfo#ming the actions. Whenever a simulafion time is advanped the next
8tep:is défermined'by a search procedure. A cyclic scamming of activities
insures that all possibiiities are examined and necessary actions are
performed., This method will be used because of its graphic clarity and
logical appeal.”chapter II contains a brief explanation of the activity
cycle épproach and‘presents fhe activity cycle diagram of a restaurant
sysiem, IKILER.

Process eriented approach carries out the progress of an entity through
tﬁe system from its arrival until its departure. A process is a set of .
events or a collection of act1v1t1es related to an entlty. This approach
combines the run-time efficiency of event scheduling witl the modeling
effiéiency of activitj scanuing.

Digital computer is the main computing device for executing a simulation
model. In this thesis also lots of ﬁork is overcome by use of’ a digital
‘computer, UNIVAC 1108 Computer in Bogzazigi Uﬁiversity, and ACSIM, a

simulation program based on activity scanning (13). ACSIM has been designed



by applying the concepts of structured programming and using PASCAL as

the programming language. Chapter I1I di;cusses the beneficial aspects

of the structured programming, describes the structure of ACSIM and presents
the results of the simulation of IKILER.

Chapter IV describes the method for sensitivity caiculation in discrete
event dynamic Bystems represented by activity cycles. A formal view of the
appréach is given and the new routines included into ACSIM for this esti-
mation procedure are explainéd. The method is applied to IKILER and
comparatiive results of this approach and brute force a@alysis are stated
ih_the last section of the chapter.

A complete exaﬁple problem, time—ghared ccomputer éystem is studied in
Chapter V. Fifst the probiem is defined, then the system is modeled using
activity cycle.-diagrams and finally sensitiviﬁy coefficients of the total
‘simulation time with respect to durations of each activity in the system
are estimated all in one simulation run. The results are compared with
the results of brute force analysis and the level of perturbations up to
which the deterministic similarity holds are examined.

Chapter VI discusses the use and efficiency of the new approach.



II.‘MODELING DISCRETE EVENT DYNAMIC SYSTEMS

USING ACTIVITY CYCLE DIAGRAMS

The firsi task at the start of a simulation study is the choice of a
way for viewing and modeling the system of inﬁerest. In the United States
umuch of the simulation study has been based on an event-scheduling,
SIMSCRIPT, or process-interaction, GPSS{SIMULA, orientation. In contrast,
England and Australia have tended to use the activity éycle approach (14).

In- the acfivity cycle approach, the activity is the basic unit com-
pssed éf two parts: checking the conditions and performing the actions.

; Wheﬁever a simulation time is advancéd, all the activities are scanned
for possible performance. If all éonditions fof an activity are satisfied,
state-changing and time-setting instructions are executed. A cyclic
scanning of activities insures that all possibilities are examined and
all necessary actions are performed. When an activity scan is not gmployed
'as is the case in GPSS, SIMSCRIPT, and SIMULA, all system events must.be
predetermined and scheduled.
- An activity scan is efficient for highly interactive processes that
involve a fixed number of entities. Event-scheduling is efficient for
less interactive processes that iﬁvolve 1arge number of egtities. A
proceés_oriented language reduces the number of stalements a programmef'
has to Qrite, since many event subprograms can be combiﬁéd in one
process routine. Each modeling scheme éan be advantageous in some systiems
and disadvantageous in others. There are no rules for selecting one
scheme over another for a given systeﬁ. | ;

In this thesis activity scanning approach is chosen as the basis for

modeling the systems because of its logical appeal and graphic clarity.



This approach has the advantage of‘viewing complex systems with an
apparent ease of communication. Use of internal clocks for each entity,
explained in section 2.1., makes it possible to scan the activities

withoul need to use predetermined lists.

2.1, Activity Cycle Approach

. The basic elements of the activity cycle approéch are the entities,
the activities, and the queues:

i. Entities: A system is considered to be composed of entities which
are the elements whose behavior over time will be examined. In a restaurant
the entities of interest might 5e customers, servers, and tables. In a
computer system the entities might be central processing unit (CPU),
terminals, diéks, tapes, and jobs.

Entities of a sysiem may have attiributes which describe and distinguish
them. A custQmer in restairant might have a demand of two or three
servmngs, or a job in a computer system might have a request from disk
or tape, and those are the attrlbutes dlstlngulshlng them from the others.

It would be ussful to group various entltles together into classes on
some logical basis. A basis for classif%cation could be grouping the
entities whose ﬁehavior follow identical protocdls. For‘example, servérs
in a restaurant could be classified as head waiters and»waiters, first
group taking the orders from the customers and passing them to the
waiters, and the second one taking the orders from head waiters and
serving the customeis.

In an éctivity cycle, there are basically two groups depending pn
the state of the entities. "Activities'" which are the acti;; statgs of
thé entities form the first group, and "Queues" which arefthg idle

states of the entities form the second group. Each entity has an internal



clock showing the time when it will or has(become available in its
respective queue. 'The internal clock of an entity is updated when the
entity is involved in an activity.

ii. Activities; Entities come together for a certain activity to take
place. For example, customer and head waiter would be present for the
order activity to start. Adtivities are considered as the active states
of the entities where the states of the entities\are being changed. The
duration of an activity is déterminédvaqcording to a specified distribution,
and all the entitieé involved in the'activity experiences the same duration.
Customer and head waiter coming from their respective queues are activated
vhile the order is taken and their internal clocks are reset to the
completion time of the actiwvity order.

Conceptually, it is useiul'to view each active state as having an idle
state as its immediate predecessor.

iii. Queues; Queues are the idle states of the entities. Each queue
belongs to a single class of entity. An entity class may have one or more
qﬁeues in an activity cycle diagram. For example, tables in a restaurant
mighf be "in two idle states as “full"-and "eﬁptj" or: jobs in a computer

- system might be '"waiting for disk", or "waiting for CPU", or "waiting for

tape". In general, an entity in a queue is awaiting the ;vaiiability qf
the other entities in their respective queues for the succeeding activity
to start. The duration of an idle state for an entity can be zerc or
anything depending on the other entities coming from different active
states, in other words waiting time in a queue changes from an entity to
another.

_The queues and the activities form one or more closed loopg in which

the entities circulate. Many of the activities in a system would require

more than one class of entity. Therefore preceeding queues of such



activities.would‘be more than one, An activity would étart if ard only if
all £he input entities are present in their respective queues. If any of
these‘entities is not in‘its queue, the other entities are forced 1o remain
in queuve until that entity becbmes available.

When an entity is involﬁed in an activity the internal clock of the
entity is advanced to the completion time of that activity and its next
state is specified. However, this entity is actually placed in this queue
when the system clock or simulation timé is equal to its internal clock.
System clock is updated.after all possible conditions are examined and
actions are performed. It is advanced to the smallest internal clock of
the active entities. The entities with internal clock values less than
or equal to the systém clock are in their idle stétes, waiting in queues,
and the entities with internal clock greater'than or equal to the system
clock are in their active states.

Activity cycle diagrams present the complete logic for the operation
of the system and summarize the behavior patterns of the enfities in a
clear graphic form.‘In such.a diagram, activities are denoted by rectangles
the queues by circleg. gach entity class has a certain closed path which |
is distinguished by use of different directed lines.

As an illstration, consider a system may be the simplest and the mqst
common one for all of the human beings. This system,working_for the
‘functidning of a new born baby, is composed of two entities, a baby and

a mother. At the start of life a baby has basically two activities: to
sleep and to suck. Assuﬁe that the mother has only one activity, namely
to feed her baby. The activity cycle diagrams of the entities in the

system is shown in Figure 2.1., and Figure 2.2., that of baby and the

mother respectively.
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Figure 2.2. Activity Cycle for a mother

Note that the mother and the baby have a common,activity FEED. Therefore
the baby must be CRYING and the mother must be IDLE for the FEED activity
to start. The operation of this system is most easily visualized by

combining the activity cycles of the two as in Figure 2.3.

<. Vs ~
R \.

Baby

SLEEP cycle

FEED IDLE
//// < ‘Mo ther
- . 'cycle s

/ \"—‘. '/.’

Figure 2.3. Activity Cycle Diagram for the functioning of a new born baby.



Assunme thatvSLEEP and FEED durations are deterministic with 180 and 10
minutes, respgctively. The Bimulation of this simple system by use of
activity acgnning could be expained as follows. Assume that simulation
ends when the baby is fed twice. Initially, the baby is CRYING and the
mother is IDLE. The system clock and the internal clocks of the baby and
the mother are set equal to zero. Since the conditions for FEED are
satisfied, the'acfions are executed. Namely, next idle states are specified
as FULL and IDLE, the internal clocks of the entities afe advancéd to the
end of FEED, now they are both 10. The other activity SLEEP is tested but
hot started since the baby is not FULL yet. Now all the.activities are
scanned, it is time to update the system clock. The system clock is éet
to the smallest internal clock of the active entities. For this case it
becomes 10. It is time to move those entitiés.with their internal clocks
equal system clock to the specified idle states. Now baby is FULL and the
mother is IDLE again.

The activity scanning goes on until the end of simulation.'The steps of

simulation for this system is presented in Figure 2.4.

System |Internal clock Internai clock | State of | State of
Clock of BABY of MOTHER BABY MOTHER
0 0 0 CRYING IDLE
0 10 . 10 FEED FEED
10 10 10 FULL | IDLE
10 190 10 SLEEP IDLE
190 190 10 CRYING IDLE
190 200 200 FEED FEED
' 2 FULL IDLE
200 200 | 00 I

Figure 2.4. Steps of Activity Scanning
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It should be noted as an important characteristic that an activity
cycle diagram is independentvof the number of entities in the system. The
diagram in Figure 2.3, could be used for & mother and her baby, or for a -
mother and her twins, or for two baby—farmers and seven babies sucking at
feeding-bottles in a baby-farm.

An activity cycle diagram is also independent of the time required to
perform the activities. The same diagram could bevused for any entity in
a specific class. The diagram in Figure 2.3. could be used for any baby
and mother considering that it isvindependent of SLEEP and FEED durations
thch might change from baby to baby and from a mother to ahother..

To complete the diagram for simulation purposes, the number of each
type of entity and the distribution for the duration of each activity
must be added, and initial states of the entities must be specified. Then,

this complete diagram provides the basic input for ACSIM.

2.2, Activity Cycle Diagram of a Restaurant, IKILER

A restaurant’system, JKILER, is developéd as the basic sample problem
to clarify the concepts mentioned in this thesis. It will be studied step
by step and will be used for the illustrations of the third and fourth
chapters, too.

Assume that IKILER is a restaurant having 20 tables, a head waiter,
‘and 3 waiters. The afriving customeis enter the system ;f a table is
available, otherwise they leave. The interarrival times of customers are
independent identically distributed exponential random variables with
mean 10 minutes. The head waiter takes the orders from the ggstomers and
passes them to the waiters.The duration of order taking is a uniform

. random variable between 2 and 4 minutes. The duration it takes to pass

the orders to waiters is again a uniform random variable between 1 and
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3 minutes. The waiters take the orders from the head waiter and pass them
to the kitchen, when the food is ready they serve the customers.The
duration for the preparation of food, the cook duration, is é normal
random variable with mean 15 and standard deviation 3 minutes. The service
duration is a uniform random variable between 3 and 5 minutes. After |
service c0mp1gtion customers have their dinner. Dinner duration is: a
normal random variable with mean 40 and standard deviation 8 minutes.

At the end of dinner the head waiter receives the payments.The-duration
it takes for receiving the payments is a uniform randdm variable between
%3 and T minutes.

The dynamics of IKILER would be.well anderstood while obserying its
activity cycle diagram shown in Figure 2.5. The arrival process is
generated by an artificial generator, DOOR, ypich\iecomes OPEN according
to the interarrival distribution of -the customers. When the DOOR is OPEN-
and a CUSTOMER group is OUT, the activity ARRIVE starfs and the customer
enters the system, and joins the queue PAUSE waiting for the availability
of a table. If a TABLE is not available,in other words if theré‘is no
table in the idle state EMPTY, CUSTOMER leaves the system. LEAVE is an
activity with zero duration. If there is an EMPTY TABLE, the CUSTOMER is
involved in the activity SIT with a deterministic duration of one minute

together with that table. After the completion of SIT the TABLE is FULL,

and the CUSTOMER SITTING, and waiting to give the orders. ORDER activity

starts when the HEAD WAITER is IDLE and CUSTOMER is SITTING. At the end

of ORDER ‘the HEAD WAITER is IDLE again and the CUSTOMER is WAITING for

the next coming activity. ORDERPASS starts when the head waiter is IDLE:

e waiter is FREE, and customer is WAITING. After ORDERPASS a’ dummy gqueue,

INDUML ié introduced. This is to declare that ORDERPASS implies the next

activity COOK. After COOK, customer is. HUNGRY while waiting for SERVICE,



< N W
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Figure'2.5. Activity cycle Diagram of IKILER



and the SERVICE starts as soon as a WAITER is FREE. Since the SERVICE
implies the activity DINNER, again a dummy idle state INDUMZ is
introduced in between. After DINNER customers are READY to PAY, waiting
for the IDLE HEAD WAITER. When the activity PAY is completed table
~ becomes EMPTY, head waiter becomes IDLE, and customers go OUT to represent
a new group. |
Table becomes FULL as soon as the activity SIT is completed and stays

in this idle state during the activities ORDER, ORDERPASS, COOK, SERVICE,
DINNER, and PAY. Ingtead of forming such a big cyclg for the table and '
introducing dummy queues between all these activities, a single queue
FULL is created and'prqceded the activity PAY. It would be clear

that with this diagram a table would have to wait as-FULL\auring all the
activities mentioned,above and goes into idle state EMPTY after the
completion of PAY.

The elements of the activity cycle diagram could be summarized as
follows: There. are five entity classes in IKILER, namely HEAb WAITER,
WAITER, TABLE, DOOR., and CUSTOMER. The idle states of CUSTOMER are
PAUSE, SITTING, WAITING, INDﬁI\Il, HUNGRY, INDUMZ2, READY, and OUT, ‘the
idle states of TABLE are FULL and EMPTf; For the entity classeskﬂEAD
WAITER, DOOR, and WAITER there are. only single queues; IDLE, OPEN, and
FREE, respectively. The activities in the system can be listed as

ARRIVE, SIT, ORDER, ORDERPASS, COOK, SERVICE, DINNER, PAY, and LEAVE.



III. ACSIM: A SIMULATION PROGRAM

BASED ON ACTIVITY CYCLES

Although a computer is not a necessary tool for carrying out a simulation
experiment, it certainly speeds up the‘process, eliminates the computational
difficulties, and reduces thevprobaﬁility of error.

In this thesis lots of work is overcome by use of a digital computer,
UNIVAC 1108 Computer in Bogazig¢i University. ACSIM, a structured simulation
pfogram employing activity scan is used in simulation of the discrete
event dynamic systems. The programming language PASCAL has been used in
ACSIM.

This chapter includes a brief explanation of the idea of structured
progiamming, gives a summary of ACSIM structure, and presents the results

of simulation of IKILER by use of ACSIM.

3.1. Idea of Structured Ppogramming

The eérliest computer programs were no more than lists of the primitive
instructions that the computer could execute directly. Until the late
1950‘s'programming-consisted of the detailed encoding of lpng sequenceé
of ihstrﬁctions‘into numbers in binary, octal, hexa@ecimal form (15). The
programmers at this stage had t0 consider all details of the machine
inciuding its processor organization and its instruction set. As time
went by, more complicated ?rograms were written and these programs
became unmanageable. To a machine the execution of a programﬁgontaining
a few thousands instructions presented no problem. However, it was

practically impossible for a programmer to discover the principles of
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such a complicated program and even difficult to explain his or her
own progfam. The reason wés that these programs lacked structure. The
representation of a complgx program as an unstructurea, linear sequence
of commands was the most inappropriate form for the human inspector
to comprehend and to express.

lThese shortcomings led to the development of high level programming
languages which were designed not according to the limitations of
current technology but according to the habits and the capabilities
of man to express his thoughts. In the following yeérs these develop-v
ments led to an increasing inferest in the art of computer programming.

vThe presence and application of structure became the principle tool
in helping the programmer to synthesize systematically and to maintain
an overall comprehension of complicated programs. All computer programs
could be expressed in terms of four basic structures (16). These are
the sequence, the deéision, the loop, and the procedure: The sequence
is a group of inétructions executed one after the other. The decision
is a structure that enables the action of the program to be influenced
by the data. Many languagés introduce the decision sth;cture with the
word 'IF', such as:

IF a?b THEN c:=a-b
ELSE c:=b-a

ihe loop structure is used to execute an instruction or a sequence

of instructions several times. An example to one of the forms of loop

structure can be given as follows:

REPEAT
Cs=c+i

UNTIL c2cmin

e procedure enables one to replace a group of instructions by a

single instruction. Use of procedures not only makes a computer
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program shorter and easier to write but also gives a hierarchical
structure. Purthermore it allows a program to be the product of a team-
work with each procedure written by different programmers.

The programming language PASCAL uses all of these techniques of
structuring. They are incorporated in such a simPle way that PASCAL is

Very easy 1o learn and use, and also a well-written PASCAL program is

easy to understand.
The layout of a program text must match the structure of the program.

A PASCAL program is structured in levels, and the level of a statement

is indicated by indenting the statements. A simple example would

clarify these ideas.

PROGRAM addintegers;
VAR i,sum:integer;

3EGIN i:=03
sum:=0;}
REPEAT
is=itl;
sums=sgum+i
UNTIL i=503
write(sum)
END.
PASCAL programs start with the key word PROGRAM after which the name

of the program is given. VAR is the key word employed before the °

declaration of the variables used in the program. The main program is

stated between the key words BEGIN and END.

ACSIM, the simulation program used in this thesis has beep designed

considering all these beneficial aspects of structured programming

and the language PASCAL in particular.



3.2. Structure of ACSIM

ACSIM is a general purpose discrete event digifal simplation program
based on activity cycleé. Once the activity cycle diagram of a system
is initiated it becomes almost autométed to turn it into an input for
ACSIM. ACSIM is good for quick and little-detailed simulations without
need to invest much time for modeling end coding. |
Structured statements of the main program of ACSIM is given below and
the equivalent flow diagram is shown in figure 3.1,
BEGIN
jnitialize;
REPEAT

move entities;

scan activitiesy

IF none of the activities could start
THEN update time;
UNTIL the end of simulationj
report : ' r
END.
The dynamics of ACSIM would be quite clear after the refinements tq

explain the underlined statementis above;

initialize;:
create the given number of entities, activities, and queues;
) set system clockj }

for each entity

set internal clock.
. .



INITIALIZE ]

MOVE ENTITIES

SCAN ACTIVITIES

FALSE None of

the activities
started

TRUE

 UPDATE TIME

FALSE

Simulation
ended

REPORT:

~

Figure 3.1. Flow diagram of ACSIM
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move entities;

for each active entity
if internal clock equals system clock

then move it into its respective queue.

scan activitiess

for each activity
begin
check conditions; /
if all the conditions are satisfied

then perform actions

end.

update time;
advance the system clock to the smallest internal

clock of the active entities.

report:
print the system clock;.

for each activity
Print the number of times it has started;

for each queue
print the number of entities in the queue.

One more step of refinements is necessary to explain how the conditions

are tested and if satisfied which actions are taken._

perform actions:

for each entity to be activated
‘begin
take entity from its queue;

specify its next state;
if an attribute is specified then set its value

update the internal clock of the entity

end.
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check conditions:

if the number of entities in quelUe is less than requirement
then condition is not satisfied
else if no attribute is specified
then begin '
condition is satisfied;

specify the entities to be activated
end '

else begin

search for an entity with desired attfibute;

if found .
then begin
condition is satisfied;
specify the entities to be activat
end

else condition is noti satisfied
end, " '

- ACSIM allows the activity durations to be given according to a certain
probability distribution functions with integer arguments as well as
deterministic durations.

Allowable expressions to specify the durations and corresponding
intérpretations are as follows :
CON(n) : Constant integer with value n,
XPO(t) Exponentigl distribution with mean t,

UNI(a,b) : Uniform distribution beiween a and b,

NOR(m,s) : Normal distribution with mean m and standard

o

deviation s..

In any of the above distributions, activity durations are generated

so that they have integer values, ™~

The format used to convert the activity cycle diagram of a system to

an ACSIM input could easily be understood by a simple illustration since



there is an apparent correspondence between the two.

The format as applied to the diagram in Figure 2.3. is shown below:

BABYFARM: 143
FEED  BABY CRYING? momhnn IDLE?
AFTER UNI(12,18):
BABY FULL, MOTHER IDLE;
SLEEP BABY FULL?
AFTER NOR(40,6):
BABY CRYING;
BEGIN - 4 CRYING, 3 FULL, 2 IDLE,

END FEED 17.

The first line identifies the system name ana the initial seed to be
used in random number generation. Then activities are lisied one by one
seperated by semicolons. Each activity block contains the name‘of the
activity, the conditions to be satisfied for the activity to start, the
distribution for -the duration of the activity, and the actions t§ be .
taken in case tﬁe activity sfarts. Conditions are recognized by question
marks. After the keyword AFTER the disfribution is specified. Finally the
actions are stated and a comma is used as the seperator between the
actions. After all the activities are listed in this format, the initial
states of the entities are given after the key word BEGIN; and the
terminating condition of the simulation is given afier tne key word END.

tn the above example the name of the system is Babyfarm and initial
seed is 143. Initially, 4 babies are CRYING, 3 babies are TULL, and
2 baby-farmers are IDLE. The first activity is FEED. The conditions,
.availability of a CRYING baby and an IDLE mother (baby-farmer), must be
satisfied for this activity to start. FEED duration is generaied according

45 uniform distribution between 12 and 18 minutes. The actions to be taken



‘in this acfivity are to specify the next states for the entities involved
and to reset their internal clocks. The internal clocks are set to the
completion time of FEED, and next states are specified as FujL and IDLE
for the baby and the mother, respectively. The second activity ie SLEEP.
SLEEP starts as soon as a baby is FULL, and takes time according to the
normal distribution with mean 40 and standard deviation 6 minutes. After
completion of SLEEP baby is CRYING again. The simulation ends when the

17th FEED activity is completed.

Two extensions to this simple world view have beenAimplemented in

ACSIM;
1. Each entity may carry an integer attribute that is set in some

éctions and inspected in some conditions.
2. An adfivity may require more than one entity from a queue.

For example, a part in a job-shop may require two workers

to be carried outside the shop.

The program listing of ACSIM is given in Appendix ¢, and a complete

syntax diagram for the ACSIM input is given in Appendix B.

3.3, Simulation of IKILER using ACSIM

&he queueing system IKILER illustrated in Figure 2.5. is simulated

using ACSIM. Figure 3.2. shows the ACSIM input as applied to the activity

cycle diagram of IKILER. Since ORDERPASS implies COOK, COOK duration. is
jnciuded in ORDERPASS, and the queue INDUML together with activity COOK
The same idea applies in the case of SERVICE and DINNER.

is eliminated. |
These activities are combined under the name DINNER. The SERVICE duration

is considered in DINNER, and the gueue INDUM2 is eliminated. In other
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words, instead of'

SERVICE CUSTOMER HUNGRY? WAITER FREE?
AFTER UNI(3,5): CUSTOMER INDUM2, WAITER FREE;

DINNER  CUSTOMER INDUM2?
AFTER NOR(40,8): CUSTOMER READY;

a better format

DINNER. CUSTOMER HUNGRY? WAITER FREE?
AFTER UNI(3,5): WAITER FRLE,
APTER NOR(40,8): CUSTOMER READY}

is used.

Specifications of system parameiers are given in section 2.2. Initially,
4 customers are SITTING, 5 customers are WAITING, 1l tables are EMPTY ,
the head waiter is IDLE, and 3 waiters are FREE? Obviéusly 9 tables are

- FULL, occupied by -the customers in the sysiem. The door is OPEN to start

IKILER? : _ 14

ARRIVE CUSTOMER ogé?OHSSHPOGgE?‘
FYER O STOM A ’
&FT R XPO?lO)! JOOR OPFN3
5171 CUSTUMER PAUSE? TABLE EMPIY?
=1 AFTER 1t CUSTOMER SITITNG® TABLE FULL?
USTOMER REANY? TARLE FULL? HEADWAITER LULE?
AY EFTER UNT (3¢7)% CUSTOMER OUT» TARLE EVMPIYr HEADWAITER 10LE
DINNER CUSTOMER HUNGRY? WAITER FREE?

AETER NYR 20505 M eLLFBvER READ Y

- S > ' -REE tR IDLE?
ORDERPASS CUSTUMER wAITING? wATITER FREE? HEADWATTES
' : ~ HEADWAITER L1CLE
QF}ER UNT(1r3) WélttstRfEbNGEQ‘ E

R NOR(1%y3): CUSTOVER
R e v a1 S CUSTONER WalTING, HEADWALTER TDLE?
LEAVE %E?ESMST iﬁg?gisu out |
BEGIN 4 ?%IE¥§G;§E23§Tésg&§U OUT,»9 FHLL»11 EMFIY,

END PAY 60. -
Figure 3.2. ACSIM input for the simulation of IKILER

P HANES)
s i‘m‘\\lFRS“ES\ Ku‘U?F‘N?E o
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the arrival process. since this is a closed queueing model there woﬁld
be enough ﬁuﬁber of dustomerslouT, ready to enter the system at each
opening of th; debr. Simulation‘would terminate at the end of 60th PAY.
The s&stem was simulatéd with the given specifications and initial
condltlons. The system clock was 630 when the 60th pAY was completed.
The simulatlon output showing the activity counters, The siates of the

entities and the content of the gueues are presented in Figure 3.3.

TION ENDEU AT PAY 60
TlON ENPEU AEDLLOLK
Ve ERS STARTED 28 {
HAS STARTED 60 1
INNE HAS STaRTED 63 1
BRUERPAb HAS STARTED T
ORUER HAS STARTED 59 T
LEAVF HAS STARTED 0 TINES

AT ~
: P 3 DINNER ,
MER 1& 06 3 SyITING 1 WwATTING

NO DOOR IN ANY QUEUE
. Y
18 N TY 9 FULL
W
HERDWATT: 1 EATDWATTIN ANY QUEUE

t + NO-ACIIVE WATTER
WAITER 9 P&

»e
-

QUEUFS AT 630
: CHbTUNER ouT
Do OPEN
cubTUNER‘PAUSt
TABLE EVMPTY
?%bTUNER §61T1N6

c“bTUNER REAUY
HEADWATT 1DLE
CIISTOMER HUNGRY

= FREE .
gaérUNER WATTING

4 13 18 14 17 20 15 21 16 19 22 24 23 2!
25 27 28 29 6

39 40 41 42 43 44 yH 46 47 48

10 1] 45333234 35 =6 37 38

W

' s
mxCCconccc o

0808 9CBE sg OIS 000000 o0

=

3 51 92

O OENON FON -

JUNSN

~
Figure 3.3 Results of simulation of IKILER, ACSIM output
i e 3 »




IV. ESTIMATION OF PARAMETER

SENSITIVITIES USING ACSIM

As stated in the Introduction, the question "How woﬁld the syétem
output change if we repeated the experiment under exactly the same
conditions, except for small perturbations in sample values of one of
the parameters?" will be answered without having to repeat'anylexperiments
at all. Furthermore this question could be answered for all of the
system parameters in one run, while simulating the system.

The system output is the totel simulation duration. It may be a time
value specified beforehand t; terminate the simulation, or it may be tne
time réquired éo complete given ﬁumber of activations of an adtivity, the
output activity.

The system output, Ts’ is a function of the system parameters,i.e. the

activity durations.

T-'—’f(P ,.-,P ‘geesP. 9eesP ey D v--vp AR
s 1K,y J IR MKM

where p. = duration of the kth activation of activity j,
J
K. = total number of activations of activity J,
J .
M- = total number of activities in the system.

If a small perturbation is created in the k-th activation of activity

Jy Ajk’ then the system output in the perturbed system, Té, will be
given by:
Té:f(Pllav:’leyvtypak*bPJkn°':P ’..’PMKM
o)

where Ap. 3k | is the amount of perturbatlon introduced in A, jk°

The sensitivity of the system output with respect to the duration pjk
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is given by
a'-[‘ f e e A LN ] - e o e
(1) 52l N VR L N v
" . .
J pak-—‘~0 | épjk
aﬂé
Si—kls called the sensitivity of the system output to the individual
J _

duration pjk'

The sensitivity of the system output with respect to durations of all
individual activations of a particular activity j would be

éTg
- IEI’OO,K.

The resultant sensitivity of the total simulation time to the sample
oT
durations of activity j, 555, would simply be the addition of the

sensitivities with respect to individual durations. This is true for all

the activities in the system.

K.
oT J OoT
(4.2) > >

j= l s e M
apj k‘_‘:l .,I,

Hére the basic assumption is that individual_perturbations are so
small not to cause nonlinear effects in the system even when they are
applied in all the activations of a particular activity.

The efficiency of this study is due to the fact that the sensitivity
coefficients of the system output Qith respect to all thevactivityr
‘durations can be estimated in a single run. Furthérmorg,‘the CpU time
it takes to estimate M sensitivity coefficients is almost the same
with the CPy time that brute force analysis takes to estimate only one
sensitivity coefficient.

This estimation procedure is done by use of Perturbation-Propagatlion
Ana1y51s. perturbation Analysis can be carried out for a number of

performance measures of interest. In this study, the sens1t1v1ty
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coefficients of the total simulation time with respect to the durations
of some or all of the activities in discrete event dynamic systems are
analyzed.

Propagation of a perturbation refers to the way in which the change
in activity durations can propagate through the discrete event system;
affect various activities, and eventually cause a change in the total
simulation durafion. |

In section 4.1. first a descriptiive then a formél view of perturbation
analysis for systems represented by activity cycles ére presented. The
procedures included into ACSIM to estimate the sensitivity coefficients
are explained in section 4.2, The sensitivity of total simulation time
with respeét 1o the durations of the activities in IKILER are estimated
using ACSIM and comparative resulis are aiso included in the last

section of the chapter.

4.1. Sensitivity Calculation for Systems Represented

by Activity Cycles:

Suppose that a perturbatién is infroduced in some of the system
parameteis. This will cause to put on gain or loss to the entities
involved. For example, if an activity is finished one unit early then
the entities involved in this activity will be’availab1e>in'the succeeding’
gueues ohe unit early. As a result they all will have a local gain of
one unit. Such a perturbation will be eventually propagated through the
other activities or will be cancelled, namely either realized or lost
by the system. Once & perturbétion is introduced in the system its
agation to the other entities is followed via the rules yhich are

prop
celled the propagation Rules (2). They could be stated as follows:
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i. Gain of an entity is propagated either partially or as a
whole to all other entities involved in an aétivity if
this entity arvives last, namely if it is the critical
entity for this particular activation of the activity.

ii. Gain of an entity could only be affected at points in
time when an activity in which the entity is involved
occurs,

Clearly, if lqcal gains are not eliminated through the systeh this
would be referred as realization of gain for the entiie system as opposed
to the realization of this gaih‘for a single activity.

The Pérturbation Anélysis approach could be formalized as follows.
First of all it should be noted that the system without any perturbations
is called the nominal system, and the one in which the perturbations are
observéd is called the perturbed system. All quantities pertaining to the
nominal péfh are nonprimed and those peitaining 1o the periurbed path are
primed.

Assume that a perturbation is created prior to the k-th activation of

the activity J, Ajk,‘and its size is small. Gain of an entity i, E,.

19

at the start of k-th activation of this particular activity can be given

as a function Gi(Ajk) as follows:

AN .
Gi(Ajk) = Ti(Ajk) - TJ!_(AJ.k) i€ 85k
where T,(A,k) = The arrival time of Ei 1o its queue Qi Preceding
. i .
’ activity j, prior to its k-th activation in the

nominal system,

The arrival time of Ei to its queue Qi preceding

T.{(A 'k) =
J - . o -
activity j, prior to its k-th activation in the
perturbed syétem,v
Sjk = The set of all the entities involved ip Ajk

(Assuming they are invariant for both systems).
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Gi(Ajk) measures the difference in arrival of E;» i€5, prior to

Ajk between the nominal path and the perturbed path. It could be positive,

negative or zero corresponding to the cases of local gain, locai loss or
no gain, respectively.

Since an activity will start as soon as all its input entities are
available in their respeétive queues, the starting time of the k-th

activation of activity j in the nominal systen, T(Ajk)’ is given by

T(Ajk) Mex T (A

Jk)
i€s

Let E, denote the critical entity which arrives last with
T(Ajk) = Tc(Ajk) .

Since it determines the starting time of Ajk’ Ec is called thee critical

entity for this particular activation Bype -
Similarly the starting time of Ajk in the perturbed system, ?'(Ajk),
is given by '
T' (A ) = Max TI(A,)
Jk 1ES J

[N

[}

M?ﬁ ( Ti(Ajk) - Gi(Ajk) ) s
€84y
and the critical entity for Ajk in the perturbed system is Ec,vyith

T'(Ajk) = Téi(Ajk) = Tc'(Ajk) = Gcl(Ajk)'
Comparing with the nominal system it is seen that the entities,

. 3 i i ’ ) —-— ' .
E;» 1§sjk, will all have a local gain &lven by ( T(Ajk) T (Aak) )

at the end of A'k’ assuming of course that no perturbation is applied
in the duration of A, ke These final gains of all the entities involved

in A., can be written in terms of the local gains of the crltlcal
jk
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entities

(4'3) T(Ajk) - (Ajk) = Tc(Ajk) - ( Tc'(Ajk) - Gc'(Ajk) )
= Ger(ag) + ( 7.(ay,) - Tor(85) )
= GC'(Ajk) + wc'(Ajk)

where '

wc'(Ajk).z the waiting time of Ec'for‘Ajkin the nominal
system.
Consider two possibilities that could ocecur;
i. fThe critical entity remains invariant in the nominal and the
rerturbed systems. This means E6=Ec" If we consider this case in
equation 4.3, final gain becomes
T(Ajk) - (Ajk) = G, (Ajk) = Gc(Ajk) .
In other words, the critical entity forces its gain as a whole
to all fhe entifies inypl#ed.in Ajk' All the entities coﬁing with
gains Gi(Ajk)? ié-sjk would leave activity j with gaiﬁ Gc(Ajk)'
ii., The critical entity for Ajk is different in the twb systems.,
" This means Ed# E,, - In this case finai gain is
T(Ajk) - (Aj'k) = Gc,(Ajk)} wc,(Ajk) .
‘It should be noted that ‘ |
Gor (Ag) £ G (5) + W (A} £ G (Ag) -
Thus the final gain is determined by tﬁe critical entities in the ;
two systems with a Qalue between their original local gains.
The summary of this formal view is shown in Figure 4.1., assuming
that tﬁe variables are functions of a particﬁlar activation of an

activity, although not stated explicitly.

Up to now it is assumed that.Ajk itself would have no perturbation.
But there could be a smgll perturbation,ékpjk, in the duration of

this particular activation. In this case the duration of Ajk in



NOMINAL PATH PERTURBED PATH
. ‘tT -G \'T -G

e

BE T

é——'

ACTIVITY

COMPLETION
TIME
T+p=MaJ{( Tl’on’Ti’oo,Tn )+p " T' +p=h1ax( Tl-Gl"”Ti-Gi,..’Tn_Gn)+p.
=T, +p = (T,,~G,,) + P
final gain = (T + p) - (T' + p)

= Gc' + wc'

Figure 4.l. Propagation of local gains through an activity
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in the perturbed system is p \FAP 3k vwhere p sk is the duration of the
activity in the nominal system. In general, final gains of the entities

at #he end of Ajk is given by FG(Ajk),_where

FG(AJ.k)

( T(Ajk) +050) = ( (4, ) + Py +4P5 )

= To(Ag) +py = (T, o (Ag) = Goa(Agy) 4oy +0p,,)

i

Gc'(Ajk) + (Tc(Ajk) = Tc;‘(Ajk)) _Apjk

GC'(AJK) + wC'(AJk) —Ap.]k
for all Ei’ i€ Sjk'

7£>pjk is either positive or negative or zero correqunding to the
cases where the activity duration is increased or decreased oﬁ’
unchanged, respectively.

It would be clear that gain of an entity will be affected only when
it is involved in an activity.

To be successful in the estimation of the sensitivity coefficients
by use of Perturbation Propagation Analysis, the perturbations must be
so small that for each entity the sequence of aéiivities remains invariant
in both the nominal and the pefturbed system. This is called the
Deterministic Similarity(of two systems(1l). Stating it once more; the
perturbations would be small enogh not to change the order of the flow
of entities with respect to the nominal path. For example, assume that

Ay, oqoand Ay need an entity E;, from the same queue and Ajk starts
J+l,

before A.+1,1 in the nominal path. A large perturbation may cause AJ+l 1

to start earlier than Ajk’ therefore it switches E; from Ajk to Aj+1,1’

and causes local gains not predictable by the propagation analysis.




4.2. Addition of Routines into ACSIM to Estimate Parameter Sensitivities

The sensitivity of the system output with respect to the individual

durations is defined in section 4.1, as

oT AT (D)
8 - 1im 8 "3k’
apjk Apjk—->o Ap:jk

where ATS(Apjk) is the change in the total simulation duration of the

- nominal path caused by the perturbation Apjk in Ajk'

Assuming that this perturbation is small enough this sensitivity

coefficient can be written as

(4.4) 9T, _ SEery)
OP 5 Apjk

- substituting equation 4.4 into equation 4.2 the following result

is obtained.

ST, é ar(Bp )

- Ap,
OP; k=l Pix -

The perturbations Apjk is taken to be equal for each activation

J= 1""Kj' This equality results in

of an activity, _Apjk =A_p‘_j

the following simplification:

K, ,

) AT (bp.) !

2% 2 iATS(Aij) = SA : |
k=1 D

ap; Lr; b o |

[a) | i ‘ i the total simulation time of the
is deflned as t}]e ChaIlge in .

nominal system caused by the perturbations epplied in all the
o _ .
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activations of activity j with the same am;unt ofAApj.
ACSIM supplies the change in the system output with respect to the

perturbations in each activity, ‘Aqgcapj) j=1,..,M, at the end of

a gingle similation run by means of new routines. An array of local

gains for each activity is kept for each entity in the system. This

can be thought as a matrix of local gains, GAIN(i,j) , whose entries are

showing the gain of an entity i at an& time if the perturbations are

applied in the duration of activity J.

The resultant system gain at the end of simulation is given by
ATS(Apj) = GAIN(I,J) J= 1yeesM

for each of the activities in the system, vhere I is any active entity
whose internal clock is equal to the system clock at the end of

simulation.

The sensitivity coefficients of the system output with respect to

sample durations of- each activity is simply found as

DT, GAIN(I,3)

j: 1,..,I"I‘

. Y.
apa 'PJ

at the end of a single simulation run.

Since these results are valid for this particular simulation run,

this analysis is named as Sample path Analysis(ll).

ACSIM'keepé track of local gains with respect to each activity for

each entity in the gystem. Local gains are updated when the entities

are involved in an .

of local gains through an activity is to pass the gain of the critical

entity to all the other éntities jnvolved in the activity and 4o

activity. The basic rule used in ACSIM for propagation
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subtract the amount of perturbation from these gains in case there
exists a perturbation in this activation,

The critical entity is found while checking the conditions for the
start of an activity. If all the conditions are satisfied then the
entity whose internal clock eqﬁals thé system clock is the critical
entity. The dynamics of th?s estimation procedure could bé followed

in the new structure of ACSIM given in Appendix A,

4.5. Experimentation with IKILER

The approach described in this chapter was applied to IKILER
illustrated in Figure ?.5. The total simulation time was 630 minutes
when the 60th PAY activity was completed. The sensitivity of the total
simulation tim; with'respéct to the durations -of ARRIVE, ORDER, paY,
ORﬁERPASS and DINNER.was estimated, all in one run,

The perturbations in all the activities were (0.001 minute decrease
in the sample durations. ihe highest sensitivity coefficient is
observed with respect to the duration of ARRIVE. It is found to be 39.
This result was compared with that of brute force analysis. Namely,
one more simulation run was performed in which all the activations of
ARRIVE were actually decreased by 0.001 minute, and the simulation was’
terminated at the end of 60th PAY again. The system clock appeared to

be 629.961 minutes. The sensitivity coefficient was calculated as

629.961 - 630.000 _ 39 ,
- 0.001

This is the same result with the one estimated by ACSINM: Then four

i i £ d to compare the results in case of the
more simulations were periorme D

other four activities, by the same way above. All the results estimated
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by ACSIM are equal to the resulis of brute force analysis. It should be

noted that ACSIM results were taken at the end of a single simulation

run, however brute force analysis required six runs, one for the nominal

path and five more for the perturbed paths in case of ARRIVE, DINNER,

ORDER, ORDERPASS, and PAY: These results are summarized in Figure. 4.2.

A new set of five more runs were taken with perturbation values

increased to 0.0l minute, to see the effect of that much perturbations

in the estimation procedure. As a result, the sensitivity coefficients

with Tespect to the activities ORDER, ORDERPASS, DINNER and PAY still

remained the. same, but a small discrepancy was observed in case of

ARRIVE. This is due to the nonlinearity caused by .0.01 minute pertur-

bations which resulted in the changes in the paths of some entities.

The results ofrﬁhese experiments are also included in -Figure 4.2.

ACTIVITY SENSITIVITY COEFFICIENT ;
ACSIM BRUTE FORCE ANALYSIS
|~ 000 min. | 0.0l min.
ARRIVE 39 -39 30
ORDER 17 17 17
ORDERPASS 16 16 16
DINNER 0 0 0
PAY 22 22 22

Figure 4.2. Resu

1ts of sensitivity analysis in IKILER
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V. IMPLEMENTATION OF SAMPLE PATH ANALYSIS

ON A TIME-SHARED COMPUTER SYST:EM

5.1, statement of the Problem

Consider a company with a time-shared computer system consisting of
a single central processing unit(CPU), one disk drive, one tape drive,
and twelve terminals as shown in Figure 5.1.(17). The operator of each
terminal thinks for an amount of time which is an exponential random
variable with mean 75 seconds and then sends a message to the CPU. The
arriving jobs join a single queuwe in front of the CPU and are served
in first in-first out manner. .If the CPy is idle, the job immediately

begins service.

Computer

— e . o — o ——— o= = ee— — e ———

Terminals (

(~ | W

©
O

2 | | :
) & =00-0| = (a5
A . .
) : 0.20 OO -0 Tade
L
12 N O e I
k Y,

Finished Jjobs

e}

Figure 5.1. A timé-shared computer system
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Each job occupies the CPU for an amount of time which is a uniform
random variable between 1 and 2 seconds. Upon leaving the CPu, a job is
either finished, with probability 0.20, independent of the system state,
and returns to its terminal to begin another think time, or requires
data from the disk drive, with probability 0.75, or needs some data
stored on tape, with probability 0.05. After obtaining the data eifher‘
from disk or tape the job joins the queue in front of the CPU again.

If a job leaving the CPU is sent to the disk drive it may have to
Join a FIFO queue there until the disk drive is free. The service time at
the disk drive is uniformly distributed between 1 and 5 seconds. Similarly
if it is sent to tape drive it may have to.join a FIFO éueue until the
tape drive is available. The service duration of the tape drive is an
exponentialAranéom variable with mean 14 seconds. All service times and
~think times are independent, and,éll jobé are i£itially in the think
state at {heir terminals.

The goal is to estimate the sensitivity of the time required to
complete the 6-th request from the tape with respect to the service
durations of the CpU, the disk drive, the tape drive and terminal think
time.

Later, this sensitivity coefficients could be used to solve the problgm
of congestions in the computer system occuring through interactions with
secondafy storage devices, such as disks and tapes. Namely, if the
sénsitivity coefficient with respect to the duration of tape drive turns
out to be considerably high, a solution to the problem of congestion
would be to try to decrease the service time of the tape drive. This could
be maintained by rearranging the locatiohs of the stored daté,ﬂsince the

total service time of a request from a tape depends on the location

addressed by the réquest‘previously served(18).



5.2. Modeling the,Systém

The time-shared computer sysfem is modeled using activity cycles. The
activity cycle diagram of this system is shown in Figure 5.2.

The activities of the system are; thinking time at the»terminal,
processing of the job at the CPU, requesting data from disk, and requestiing
daﬁa/from tape, and these activities are named after their location as
TERMINAL, CPU, DISK,‘and TAPE, respectively. The entity classes of the
system are the‘joﬁs,_the CPU, the disk drive and the tape drive, which
are named as JOB, CPUF, DISKDRV, TAPEDRV, reépectively. Two dummy activities
DUVMDISK and DUMTAPE are used to take the jobs into the queues in frént of
the disk and tape. |

Initially all the Jjobs é:r:e in the terminal think state. At the end of

" think duration the jobs are taken from EERMINAL.into the queue WAITING,
in front of the CPU. CPU would start service if CPUF is FREE and a JOB is
WAITING. To be able to determine the flow of jobs in the system an
attribute for each job is created while leaving the CPU. Attriﬁute DUNI,
having a Discrete UNIform value between 1 and 100 is set at the end of
service at CPﬁ before'jonining.the gqueue READY. A READY JOB with an
attribute value DUNI>25 would take place.in the‘activity-DiSK, since it
is given that 75 percent of the jobs leaving CPU requests dafa from‘the ’
disk drive. After taking place in the dummy action DUMDISK, with Zzero’
duration, the job is taken into the sycceeding queue INQDISK, in front
of the activity DISK. Disk would start service if DISKDRV is IDLE and &
JOB is in INQDISK. Similarly if 20 DUNIZ 25 then the READY JOB is
first actlvated in DUMTAPE, with zero duration, then taken into the queue

in front of the tape. TAPE is activated 1f TAPEDRV is HERE and

INQTAPE

a JOB is in INQTAPE. Finally, if DUNI £ 20 it implies that the JOB is



TERMINAL

Job
Cycle

’\, Cycle
\'\,\,_? TAPE
INQTAPE
DUMDISK
204DUNI<25.
“DUNIS20

[

DISK

/

" DUNI>25

~

)

~(reon
N

Figure 5.2. Activity cycle diagram of the time-shared’computer system
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finished and the job turns back to its termJ':nal. After the activations
of either DISK or qmpE,‘ﬁhe JOB joins the queue WAITING for CPU again.
CPUF, DISKDRV, TAPEDRV would éo back to thei; idlg states FREE, IDLE,
- and HERE after each aéiiVafion of CPU, DISK and TAPE, respectively.
After explgining the dynamics of the model it would be vexry easy to
understand the input for ACSIM to esﬁimate the parameter sensitivities,

The input format is presented in Figﬁre 5.3.>

COMPUTER: | 15

CPU JOR WAITING? CPUF FREE=? _
AFTER UNT(192)% JOH REANY DUNIZUNI(1,100)¢ CPUF FREE;
JOR

READY DUNT>25?
' AFTER 0 JOH INGDIsK:

DUMTAPE  JOE READY NUNT>207?
: ‘AFTER 0% JOB TINGTAPES

DUMDISK

TAPE JOE INQTAPE? TAPEDRV HFRE? ]
AFTER XPO(18): JOB WAITTNG» TAPEDRV HERE?
DISK JOH INQDISK? DISKURV INLE?

AFTER UNI(195)! JOB WAITING» DISKDRV IDLES

TERMINAL JOR READY?
AFTER XPO(75): JOR WAITINGS

BEGIN 12 READY:l FREE» 1 IDLtll HERE »
PERTURBN DISK 1=y CPU 1~9TERNINAL 1-rTAPE 1=+ !
FIN. .

"Figure 5.3. ACSIM input for the estimation of Qa.rameter ‘sensitivities

in the time-shared computer system
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-5¢3. Experimental Results

The time-shared computer syétem was simulated using ACSIM. The
simulation ended at the end of sixth activation of tape drive. Total
simulation time was found to be 435 seconds. The gsensitivity of this
simulation time with respect to the durations of CPU, TERMINAIL, ﬁﬂPE,
and DISK were estimated while the system was being simulated.

The perturbations introduced in all the activities were 0.0l second.
It was observed that the sensitivity coefficient with:respect to the
request time from disk was really significant. Then four~more simulations
‘were performed by actually decreasing the durétions of all the activafions
for eéch activity. The results of these brute force runs were exactly
the same with the ones estimated by use of ACSIM.

Later the amount of perturbations were increased to observe the system
behavior to larger perturbationé. With perturbations of 0.02 second,
deterministic similarity between the nOminaliand the perturbed path was
still preserved, and ACSIM supplied the'exact results. But when the
perturbatiéns were increased to Q.05 second, this muqh decrease in DISK
service time caused some entities to change their paths and perturbation
propagation procedure resulted in not the exact but still a good result
for the sensitivity with respect to DISK durations. However this is not .
an unexpected result since 0.05 seconds perturbation in the duration.

.of‘CPU,sﬁoula not be considered as a small perturbation considering that

.the mean of the dlstrlbutlon for DISK durations is 3 seconds., The other

sensitivity coefflolents were still exactly the same when the perturbatlons

were increased to 0.l second.

Tt should be noted that since a linear estimation procedure s used,

the estimates of sensitivity coefficients obtained by use of ACSIM
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would be the same whatever the size of perturbation is. Howevef ACSIM
would give exact results with‘that of brute force analysis in case of
small enough perturbations. To show that ACSIM would'still give good
results in case of finite perturbations, four more simulstion runs were
performed applying 1 second perturbation in all the activities. The
estimates of ACSIM for TERMINAL and TAPE were exactly the same with that
of brute.force runs, where the estimates for CPU and DISK were‘not the
same but sufficienf to observe the level 6f significance. o

All of the experimental resultis are presented in Figuie 5.4. The
number of activations of each gctivity is also included. This would help'
to analyze the percentage of the times4whereAthe local gains are realized
as the system gain. For example, DISK started 126 timés and sensitivity
of the simulation time to the service duration of DISK was found to be
105. This means almost 83.3 per cent of the timerthe local gains produced

in DISK were realized by the system,

ACTIVITY | NUMBER SENSITIVITY COEFFICIENT
STglI;'I‘S . AcSIM | BRUTE FORCE ANALYSIS
" ‘0.01,0.02 s.]0.05 sec+ 0.1 sec.|1.0 sec.
TERMINAL 49 2 2 2 2 2
TAPE 6 1 1 1 1 1
CPU 170 6 6 6 6 9
DISK 126 105 105 95 97 59
()

Figure 5.4. Comparative results of Sample Path Analysis on the

i ' time-shared computer system.




The average CPU time it takes ACSIM to esiimate all the sensitivity
coefficients while simulating the system .was obseived to be 26 seconds.
Each simulation run in which the durations of the activities were
actually decreased by the amqunt of perturbation took 25 seconds of
CPU time in average. This means all the sensitivity coefficients were
estimated in 26 secopnds by ACSIM, and in 25+25+25+25425 = 125 seconds
by brute force analysis, the first run for the observation 6f the nominal
path and the remaining four to calculate the sensit;vity coefficients
with respect to each activity. It should be noted that ACSIM brings a

significant amount of decrease in computer time.

The ACSIM output showing the estimated coefficients is given below.

ON ENDED AT TAPE 6
ON ENDED AT CLOCK = 435
g § ARTED 170 TIMF

ARTED 27 1
HAS STARTtU\% IMES
TfPE . HAS STARTED 6 TIMES
D , QS STaRTED 126 TIMES
TERMINAL HAS STaARTED 49 TIMES

SENSTTIVITY OF CLOCK WRT PERTURBATIONS:
ArTIVITY PERTUHH?TION SENSIgIVITY

[

DuNUISK 8
?UMTAP& - 1
-1 109
PFRMINAL -1
ETT&;étb AT:435 T ARE L DISK 9 TERMINAL
' INQDISK :
2 CPUF ¢ NO ACTIVE CPUF
PEUR % $ESE
3 TAPEURV ¢
f .SKUR " NO BAg%DRV IN ANY QUEUE
4 D1 v Né D}SKDRV IN ANY QUEUF

OYEYES AT Bdgxrrine  o: s
F FREE 13
2 Sod READY o
4 Jo INQUISK 1: 5
5 JnB IKQTAPt g: . ~
6 TAPEURV HERE. 0
I :

DISKURV 10LE

Figﬁre 5.5. Estimated sensitivity coefficients, ACSIM output of

_the time-shared computer system




VI. DISCUSSION

There are many different ways in which the efficiency'of computer
simulations can be improved. Efficiency can be defined by various
measures such as the minimization of the variances of sample means,
minimization of the -time for individual computer runs, or reduction
of the number of computer runs required. This study aims to reduce
the number of computer runs required for the optimization of the
system output by a considerable amount. |

To optimize)somé performance measure in a simulation study, each
parameter is éhanged and the performance measure sensitivity with -
respect to each change is computed by actually simulating the system
after each change. This gives an estimate of the gradient vector of
fhe performance measure._After examining these coefficienté, a new
set of p;rameters is found and.checked; in this mamner the performance
measure is optimized, iteratively. The disadvantage of this method is
that for M parameters in the syéfem each step iequires M new simulations
which is very demanding. This thesis br}ngs an efficient alternative,
which has been.develobed receqtly, to this brute force simulation'
analysis. )

This approach estimating the gradient vector of the system output
in a singlé simulétion run while observing the nominal system, gives
a computatiénal_advantage of M tovl. It can deal with any queuéi?g
network, and has full accuracy in case of small enough perturbations;

Even in the case that the perturbations are not small enough to



preserve the deterministic similarity, the gradient vector estimated
by this approach gives an idea about the relative effectivenessrof
the perturbations applied in different activities,

The degree of linearity of a system affects the deterministic
similarity, and it changes from one sxstem to another. Altoough it is
npt avsubject of discussion in this s£udy, it could be addressed by
all optimization problems.

In summary, the new approach requires only one single observation
history, estimates all the sensitivity coefficients Supplied by
calculations based on perturbation propagation analysis, and.it is

vsimple enough to be implemented on any computer.
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APPENDIX A

DYNAMICS OF ACSIM



Main program;

BEGIN
initialize;
REPEAT
move entities;
8can activities;
IF none of the activities could start
THEN update time;
UNTIL the end of simulation;
report

END.

Initialize;
create the given number of entities, activities, and queues;
set system clock;
FOR each entity
BEGIN set internal clock; -
- FOR each activity
set local gain

END.

Move entities:

FOR each active entity
IF internal clock equals system clock

THEN move it into its respective queue.
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Scan activities:

T'OR each activity
BEGIN check conditions;
IF all the conditions are satisfied
THEN BEGIN

include -the amount of perturbation into the local
gain of the critical entity;

perform actions
END

END.

Update time;
advance the system clock to the smallest internal clock of the

- active entities.,

Report:
print fhe system clock;-:
FOR each activity
| print .the number of times it started;

FOR each activity

print the amount of perturbation and the sensitivity coefficiénta

FOR each queue’

print the number of entities in the queue.
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Check conditions;

IF the number of eﬁtities in gueue is less than requirement
THEN condition is not satisfied
ELSE IF no attribute is specified
THEN BEGIN

condition is satisfied;

specify the entities to be activated;

check if the critical entity is one of them

END

ELSE BEGIN

search for an entity with desired attributeg‘

IF found
TEEN BEGIN
condition is satisfied;
check if it is the critical entity
END

EISE condition is not satisfied

Perform actions;:

FOR each entity to be activated
BEGIN take entity from its queue;
specify its nextistate; 
IF an attribute is specifiea THEN set its value;
update the internal clock;
TOR eacﬂ activity
update the local gain'

END.



APPENDIX B

SYNTAX DIAGRAM FOR ACSIM
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Activity TN (

) Condition )
Perturbation o
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PERTURBN
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/ ;u}ﬁ . @
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Condition. N

Action
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)

re
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Expr
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N/

Key words: AFTER, BEGIN, END, CLOCK, PERTURBN, FIN

Terminal Symbols: -

id~

_num

rel

|

identifier (sequence of letters and digits) ~

number (sequence of digits)

b

(equals)

+ : .
opr :—:{: (assign)

func = <

[t

XPO
UNI
NOR

Y



APPENDIX C

ACSIM PROGRAM LISTING
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