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ERROR P:ERFOAMANCE OF LINE CODING 

ABSTRACT 

A tutorial overview of line coding techniques under 

two broat classiFications, neamly linear and nonlinear 

line codes is presented.A brieF discussion of several app

roaches towards symbol error probability and error perFor

mance of line coding is also given.Analysis of a simple 

model For i~tersymbol interFerence due to low-Frequency 

cutoFF channel is represented. This mod~l has been developed 

by Jakubow , Chang and ,Garcia as it is used to compute sym

bol error probability For ternary alphabetic line codes and 

it also gives a design algorithm For the ternary alphabetic 

line codes that optimizes the symbol error probability. 



1 HAT KOOLARINOA HATA BAGI~IKLIGI 

DZET 

Bu tezde , dogrusal ve dogrusal olmayan hat kod

lar1 olmak Ozere iki ana grup iginde hat kodlama teknik

leri an1at11m1~ ve bu kod1ar1n simge hata 01as111g1 Oze

rine yap1lan ara~t1rmalar k1saca Bzetlenmi~tir. Jakubow, 

_~ Chang ve Garcia taraF1ndan geli~tirilen "alt kesim Fre

kansl1 kanal, simge giri~imine ili~kin modelin" analizi 

yap11m1~t1r.Bu model Og10 abecesel hat \kodlar1n1n simge 

hata 01as111g1n1 belirleme~te ve bu 01as111g1 en iyile

yen Og10 abecesel kod tasar1m1nda kullan11maktad1r. 

v 
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CHAPTER I 

INTRODUCTION 

The purpose of a communication system is to transfer 
information from one point ·to another. This inFormation is 
represented Py an electrical signal in analog or digital form. 
Analog signals can have continuum values while digital signals 
can have only finite number of values. In digital communication, 
the input signal mey be data from a computer or may be an analog 
signal, that has been digi tized by sampling and ql,Jantization. 
Digital communication is becoming increasingly attractive 
because of growing demand f6r data communication and ~ecause 
digital communication systems have several advantages with 
respect to analog communication systems. The two main advan
tages of digital transmission are: 

1. Regenerative or digital repeaters: The signal enters 
the transmitter as waveforms which is suitable for transmitter
channel-receiver path. Channel has many different structures 
such as, wire pairs, coaxial cables, atmosphere (radio), opti
cal fibers. Each of them impose different requirements on the 
transmitter. But all of them introduce distortion to the 
transmitted signal and adds noise. In digital commuriication 
~ystems channel is broken into several devices, which the 
transmitted 'signals rec6vered and retransmitted at the bound
aries of these devices. These devices are calleq 
regenerative or digital repeaters. If the repeater spacings 
are close enough the regenareted signal will be a copy of the 
transmitted signal. 

2,. The second main advantage of digital communication 
is that the receiver has to decide as to which of finite num
b~r of possible transmitted symbols. 

The block diagram of 
is shown in 'fig 1.1 (25,26) 

a digital communication system 

The upper blocks ·of the diagram which are line encoder, 
source encoder, encrypt, channel encoder, multiplex, modulate 
frequency spread and multiple access which· realize the sourc~ tc 
transmitter transmission. The lower blocks dictates the rece
iver back to source transmission. The blocks within the dashed 
lines intially cionsisted only ·of the modulator and demodulator 
functidn~ ~amed ~DDEM. But now other signal process1ngs 
functions are incorporated within the same assembly MODEM. 
MODEM can be thought -of as. the brain of the system. The tran~-
mitter consists of a frequency up-conversion stage, a high 
power amplifier and an antenna and the receiver consists of 
low noise anplifier and down converter stage • 

. FormEt;tting:., Modulation and demodulation are essential 
steps for digital communications systems, the other processings 
steps are optional. The signal processing steps (fig 1.2) are 
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1) Source Encoding: It removes-inFormation redundancy and 
perForms analog to digital (A/D) conversion. Removing the 
redundancy can be achieved by making data rate reduction. 
~ource encoding can reduce the data rate iF the symbols 
are not equally likely or iF they are not statistically 
independent. Some common source encoding techniques are 
diFFerential pulse code modulation (OPCM), d~lta modulation 
(OM), adaptive versions of these two (AOP,,", , ADM), 
linear predictive coding (LPC) and HuFFmancoding. 

2) Encryption: It prevents unauthorized persons From 
extracting inFormation From the channel and From injecting 
False inFormation to the channel. 

3) Channel Coding? This is also known ~s error coding process. 
T.his process trasForms source bits into channel bits. Channa 
coding is partitioned into two groups,waveForm coding and 
structured sequences. WaveForm coding improves the trans- ' 
mission perFormance in an overall sense because the encoding 
produces signals with better distance properties than the 
original signal sets. Structured sequences improves perFor
mance ~y making detection and correction ~F transmission 
errors. 

4) Frequency Spreading : It is ~he spread spectr.um' techn~aues 
which allow multiple signals to occupy the same bandwidth 
transmitted without interFering with one another. 

5) Multiplexing and Multiple Access: They 
~haring of a communicatio~ resource. 

both reFer to the 

6) Synchronization : It is deFined as the alignment of time 
scales of separated periodic processes, it involves the 
estimation of time and Frequency. 

7) Line Coding: Line coding is deFined as any operation that 
transForms data sequence into another sequence. Line coding 
has 2 main properties, one is compansating For intersymbol 
interFerence (lSI) and the other one is error monitoring 
capability which provides the timing recovery at the recei
ver. These two main properties make the line codes widely 
used in digital communication systems. Several line codes 
exist each of them trying to realize the above properties 
bi increasing the signalling rate, increasing the number 
of transmitted levels, making spectral shaping, removing 
long strings zero. These codes can be grouped into two 
main blocks such as linear and nonlinear line codes. 
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Linear line codes include partial response (corre-
lative-level) codes, two phase (Frequency) modulation codes. 
In partial response coding, controlled amount of 151 is 
introduced by correlating the symbols at sampling instants 
in order to obtain spectral shaping (little amount of low 
Frequency component and nulls at + multiples) and to . 
enable transmission at Nyquist rate and even at higher 
rates. I"n th~ two phase modulation coding rE!dundancy is 
introduced by increasing signalling rate. 

In nonlinear line codes, digits of the encoded sequ
ence are grouped in characters of n consecutive digits, 
encoding being done one character at a time. This group inc~ 
ludes alphabetic and nonalphabetic codes In alphabetic codes, 
m binary bits are mapped into yL level bits by using state 
transitions and encoding rules. Nonalphabetic codes remove 
the long strings "oF zero~ by using subsitution sequences ins
tead of consecutive zeros. 

One of the goals in the design and the selection of 
line codes is minimizing the symbol error probability Pee). 
The evalution of Pee) in the presence of 151 and the noise 
is the main problem in communication systems. Also there 
is no direct analytical expression between 151 perFormance 
and pee). There are many methods For determining PCe) due 
to 151 and additive noise. But none of them allows US to 
develop code design algorithm that optimize the Pee) per
Formance. Jakubow, Chang and Garcia have developed a 151 
model (running digital sum model) which produces a code 
design algorithm For alphabetic codes which are a branch 
bF nonlinear line codes. These optimiz~ the pee) perFor
mance under their assumptions. 

This "th~sis contains the tutorial review of line 
coding techniques and analysis of the code design algorithm 
of Garcia, For 483T alphabetic code. 

In chapter 2, we present the deFinition and properti
es of line coding. Description of baseband system is given 
in ordrrr, to explain the camp ensating property of 1 ine codir'rg 
For ISr~ln chapter 3 and chapter 4 linear and nonlinear line 

codes are described. In chapter 5 some methods of evaluation 
Pee) due to 151 and additive noise are examined in chronolo
gical order. These' methods are the me'thod of Shimbo and 
Celebiler, Glave's method, moment approximation method and 
running digi~al sum :~DS) method. In chapter 6 code design 
algori thm of Garcia depending on the'running digi tal sum (ADS) 
nodel is described and this section includes a computer 
program in fortran,.~is the design of 4B-3T code with 
ADS model .. In Chapter 7 .. th"e new research _topics in 1 ine . 
coding are tried to, discuss. 



The purpose of t~isthesis is to Form a basis 
to serve a collected inFormation and to give a starting 
point For new reseerch ere as about line coding For the 
Future researchers. And also it includes the analysis and 
programing of Garcia's algorithm For one special code. 

5 

• 
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CHAPTER If 

LINE COOING 

Line cading is the encading pracedure which canverts 
data sequence into. anather sequence to. realize certain pra
perties aF the baseband transmitted signal.The device th~t 
carries aut the line cading is call the line cader and the 
autput aF the line cader (encaded sequence) is called the 

. line cade.The black diagram of a data channel scheme in 
Fig.2.1. indicates the lacatian aF the line cader in base
band digital transmissian.(27) 

Input· 
data line (~) .ouret (~) error ('\:) pulse transmitting 

, coder: r coder: coder: g .... r. filter: 
(1t4c; ) .' 

Output 
data aour:cel 

lIne 
Q.codl('r. 

er:ror AID ~ __ ~reeeiving 
decoder: ~---t filter: 

Fig. 2.1. 

elock 
recovery 

The block diagram aF 8 data channel 

ott) 

The praperties aF the transmitted signal in baseband 
digital transmissian are:(8),(9),(lO) • 

. 1. It 'must have no. DC campanent and must have a small 
amaunt aF law Frequency (LF) campanent,because aF 
LF cutaFF due to. the transFarmer caupling.IF DC ar 
LF campanents are present, they lead to. baseline 
wander.which praduces errars in threshald detec
tian.Baseline wander can be carrected with twa 
methads:One aF them uses a pulse pattern and the 
ather uses quantize Feedback tagether with DC 
restaratian.The First methad requires th~t the 
cade must be transparent so. that it must be able 
to. transmit lang sequence aF "zeras" and "anes". 
In the secand methadthe LF campanents remaved 
by the caupling netwark are replaced at the re
peater by lacal gene~atian. 

r-



2. It must have timi~g inFormation so that the 
cloc~ inFormati6n can be generated From the 
received signal or another signal (external 
clock). The second method is too expensive. 

Line codes should have th~ Following properties 
in addition to the previous properties:(B),(9),(lO) 

1. The~ must compansate For intersymbol inter
Ference (151). 

2. They must have in service error monitoring 
capabi'l i ty. 

3. Word or bit synchronization must be provided, 
iF the line code cbnsists 6F blocks of more 
than one pulse. 

, 4. It must have the property of lowering line 
or symbol rate with respect to binary in
Formation rate , because the attenuation of 
coaxial cable is proportional to the square 
root of the line signal Frequency , thus 
reduction in symbol rate is advantageous. 
A1so this problem can be solved by multilevel 
signalling. 

5. The code must have Frequent peak excursion For 
any binary input data,to provide signal level 
inFormation to control automatic gain control 
(AGe) circuits in the repeaters. 

7 

6. The code must have simple practical implementa
tion. 

The most important properties of the line codes are 
1. and 2. The First property of the line coding will be 
expanded by describing the baseband digital transmis~ 
sian. The second property i.e system monitoring and timing 
will be examined in secti6n 2.4,. 

2.1 BASEBAND DIGITAL TRANSMISSION 

In baseband system, the digital data is transmitted 
directly or with some shaping or with using encoded 
seQuences , but does not involve modulation of a sinusoidal 
carriersignSI~The block diagram of the baseband system 
is in Fig. 2.2 (19),(4) 

Input 
data Line 

coder 

Transmitt-
ing Fi 1 t.er . 

cr,anne 1 

c[w) 

ang[t-nT) 

Fig. 2.2 'Baseband system 

noise 

s."lmplt'r g 
threshold 
d.e-l:ector 

J i ne 
de
coder 
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Channel is the coaxial cabLe. Coaxial cables provide high 
transmission quality with physical structures. They do. not 
suFFer cross talk and impulse interFerence, and only the~mal 
noise exists. 

For describtion of baseband digital transmission, 
pulse amplitude modulation (PAM) system will be used. Be
cause phase and Frequency modulation methods are less 
eFFicient as compared to amplitude modulation methods. (19) 

In PAM the inFormation is encoded into the amplitude 
values at T-sec intervals. in Fig 2.2 [b n ) is the input sequence 
c;:onsisting of equiprobable binary digits., (a ) is the encpded se
auence".which pulse amplitude ~odulate~ a ~r~in of i~entically 
shaped pulse. Input symbols (an) are sequence of a narrow ~mpul
ses whose shape is denoted as g[t-nT). The number of levels of 
[a.~ is L. the spacing b~tween levels is uniform as in fig 2.3a 
Thus the allowed transmitter levels are! d, ! 3d, ! (L-l)d, 
where 2d is the distance between adjacent levels. (19) 

'3ei --- a; ---L 

d ----- !"-----

levels 

-d - - - - - - - - - - --

-3d --- - - -- ------
(a) 

(b) 

Fig. 2.3 Input symbol an at the transmitter (a) ,at the 
threshold detector (b~. 

From Fig 2.2 the output of the transmitting Filter is; 

r{·o t )= ~ an g(t-nT) (2.1) 
1'\=--

output of the receiving Filter is; 

where 

-y( t). L. a x(t-nT) + 1l ( t ) 
1'\=-00 n 

(2.2) 

'\( t ): additive noise and 

x( t).. 1 
2lT 

[W) C(W) ~ [W) e
liwt 

dw (2.3) 

-00 

transFer Function of the transmitting Fil ter. 

coax~al cable characte,ristics. 

transfer function of the receiving Filter. 
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At the sampler and threshold detector, samples are taken at K'th 
time interval can be expressed 

"" Y (KT + to).. L an x(KT + to ,nT) + f{ (KT + to) 
n=-oo 

where to is the delay in transmission thru the channel 

Le.t's ()o 

Yk = l1'f
oo

a n xk_n + '7 k. 

00 

~ L 
o n ... -tIIO 

kion 

+. ~ 
x o 

) 

(2.4) 

(2.5) 

(2.6) 

Xo Factor represents .the gain or attenuation of the signal pas

sing thru the system. 

The threshold detector can set decesion thresholds at 

0, 
+ + : 2xo d, .,. 4xo d as in Fig 2 ~ 3 b •. Then error accu .. s 

when 

From eq~ation 2.4 and 2.6 

"> x d o 

where 5(KT) is the intersymbol interFerence (lSI). 

7(KT) is the additive noise. 

.. 
(2.7) 

(2.8) 

In the design of a PAM system, the purpose is to minimize the 
combined eFFects of ISland noise in order to achieve the mimimum 
probability error. 

2.2 INTERSYM80L INTERFERENCE 

Intersymbol interrerence (lSI) is the overlappin tails 
of ot~er pulses ~dding to the particular pulse a k g(t-KT) which 
is examined at kth sampling time. lSI arises by the imperFecti
ons in the amplitude and phase characteristics of the various 
signal Frequencycom~onents.Amplitude distortion eFFects the 

. . 1 Frenue'nc'y components while phase distortion eFFects 
var~ous sl.gna -. .. . 
the transition times.Both types of dl.stortl.on cause the recel.ved 
~ignal to be a Function of earlier signal values as well as the 
transmitted values.(2.1) 
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2.2.1 Ideal Channel Impulse Response 

The ideal brick wall channel is as in Fig. 2.4 

T 

... f , 

. Fig. 2.4 Ideal brick wall channel 

T 

H (f) .. 

o 

Phase of H(f) ~ 0 

1 
If I ~ 2T 

If I ? iT 

(2.9) 

The cutoFf frequency fn = ~ (Where T is the unit symbol 
"l duration) is known as the Ny~3ist frequency. 

The impulse response of the channel (fig 2.6) h (~), 

he .;) 

Fig. 2.5 

h(t·) = F"1 [H (f)J = fOC> H( f) 
-DO 

h(t) = " sin2lTfot 
21ffn t 

nco 

= 
sin lft/T 

lTt/T 

j2.lfft 
e 

h(nT). { ~ 
no:::! 1, ... 2, ... 3 ... 

df (2.10) 

(2.11) -( 

(2. 12) 
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Fig. 2.6 Impulse response of ideal brickwall channel 

The channel input ~[t)- [fig 2.5) has an short du~ation, where 
as the output has an infinite duration. A desirable property of 
the described impulse response is that it has a zero crossing 
for integer multip~es of T . Theonetically detection of any of 
these symbols can be performed without any interference from the 
preceding or the sl.!bsequentimpul se patterns as in fig. 2.7 , 
that can bS'schieved as ISI-free_transmission [11) • 

I 

I 
I 

.. -, , 
I , 

I ' 
I 

,it<t+Z') 
I ~""':;~1Il 

Fig o 207 151 fl'rEUliL transmission of 
band,l imi te.d impulse 

2.2.2, 151 and Eye - Diagrams 

In pratice it is impossible to realize lSI-free transmis
sion.For an example of the effect of the 151, the impulse respon
se of the system is shown as in Fig. 2.8 [14). 

--~~~--------~----~~----~~--~~~t . 

Fig. 2.8 Example of impulse response 

The sample Xl interfere~ with the succeeding pulse, while 
the sample X_I interferes with the previous pulse, etc. 



Frpm equation 2.6 

1 
x o 

x -k-n 

12 

+ :J 
o 

By ignoring the noise samples and letting xo=l and assuming that 

a ~! 1 transmitted gives y n 0 

a 
o + L.a 

n n x -n 
[2.13) 

When a
o

·= + 1 , the possible values of this quantity as in Fig 2.9 

depending on positive or negative an • 

+x_l. 
+x21 

-X21 
+xl. 

+x21 
-X-1 

-X2' 
xo=l 

+x21 
+x-1 

-x2' 
-xl. 

-X-l. 
+Xq 

-xJ 
Oecesion threshold 

x -2 

I 

I 

I 

-x 

foX -n 

" 
-n 

1 limi tin 
densi ty 

min. noise 

Fig. 2.9 Distiribution of lSI [binary signal) 

g probability 
function 

margin 

The limiting distribution of the lSI as an arbitrarily 
large number of interfering samples are considered could be 
convolved with the gaussian noise distribution to evaluate th~ 
probabil i ty error.· . .. . . 

The central limit theorem applies to thl.S sl.tuatl.on the ll.ml.t 
distribution of lSI becomes gaussian, howe~er maximum amount 
of lSI in this situation is; 

D=L I x I [2.14) 
n n 

This maximum lSI will be bounded if x[*) decays faster than l/t~ 
since for any real channel im~ulse response the asymptotic. 
decay is exponential that the maximum interference in bounded 
and the ditribution can not be gaussian. 
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Filling the spaces between branches in fig 2.9, the final 
distribution becomes smooth enough to possess a probability 
density._ If each successive added interferig sample is half the 
previous sample, uniform probability density function is obtained. 
If each successive added interfering sample less than half of 
the preceding pulse no branch of the tree in fig 2.9 will meet 
any other branch of the tree. 

Let's assume the impulse response is zero for negative 
time and; 

o <r< ~ 
2 

(2.15) 

After n branches of the tree the distance between closest 

branches is 2rn. This distance is insufficient to bridge the 
gap between the branches. In this case there is no limiting 
probability density function. 

Such mathematical abstractions, do not exist in practice, 
since there must always be noise between branches. 

The distribution of 151 can be seen by using oscilloscope 
in the laboratory. Signal sych as V (t) as in fig 2.10 is fed 
to the vertical nput of the oscil~oscope and the symbol clock 
is fed to the external trigger of it. The resulting oscilloscope 
display is known as "eye pattern". The horizantal.time base is 
set approximate~y' equal to the symbol duration. 

squence [Bandlimited y-
oscliloscope 

genera't!.-
Data channEll .-or lnput 

0 
-~ 

symbol clock Triggerinput 

Fig. 2.10 Connection of the oscilloscope for the 
eye pattern 

Let'S examine the eye patterns for two binary·waveforms.In 
fig.2.l1a undistorted and in fig 2.11ba distorted waveform is 
shown. 

sampling time 

Fig. 2.11 (a) 
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(b) 

I 
I . 
I 

Fig. 2.11 Binary signals and corresponding eye patterns 
(aJ undistorted (b) distorted 

14 

time 

--~O;---~----~--~~--~T~------~--~~----------~t 

(a) 

Amplitude 

(b) 

Amplitude 

--~~--~~--~-----4~---+----~~--~-----¥~~------~ t o 

(c) 

Fig. 2.12 Eye patterns for amplitude modulated systems 

(a) Binary system 
(b) Overlapping three segments 
(c) Overlapping many received waveforms 
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In u.ndistorded waveForm when all T-sec segments of yet) are su
perimposed, the "open" eye pattern results as in Fig2.1la 
Vertical line thru the center shows the superposition of all 
received sampled values. When the sampling time properly adjust
ed all sample~values are lor. las iii Fig 2.11a. an Fig2.11b the 
waveForm is distorted by eFFects of lSI and noise. The eye·pat
tern For this waveForm, yet) does not pass thru the proper values 
... land -1 and eye is partially closed. Detection is obviously 
diFFicult, the distribution of the received sample values can be 
observed along the indicated vertical sampling time (14) 

Eye patterns provide a great deal of inFormation about the 
perFormance characteristics of a data system. It is a w~ll knowrn 
method of monitorng the quality of the received signal. Fig 2.12 
illustrates the formation of an eye pattern as the number of over-
lapping waveForms and fig 2.13 shows the idealized eye pat-
terns. (21) 

Amplitude 

(a) 

eye openning eye width 

sensi vi tyto 
timing error 

I I 

~ 
Distortion a 
zero crossin 

sampling 
point 

(b) 

l="ig.2.13 Idealized eye patterns (a) undistorted (b) distorted 

From fig 2.12 and 2.13, it is seen that eye pattern is the 
separation of the received signals into one of several levels 
which are cau~ed by overlapping, at the sampling instants. 
The parameters of the eye pattern are as follows: 

1. Eye opening 

2. Noise margin 

It is the separation of the nearest received 
signals which represent different signal le
vels at the sampling instant. Nois~ and dis
tortion in the signal cause v~rying of th~ 
si~nal levels at the sampling 1nstant, the eye 
opening will .decrease as in fi~ 2.13b. 

·It is the shortest distance from an eye boun
dary to the midpoint between ideal received 
signal levels at the sampling instant. It 
represents the smallest amount of additional 
noise to a received signa~ .that leads the 
wrong decesion . 



16 

3. Timing jitter Itis the variation in the zero crossing of 
the eye signal pattern that is when it does 
not cross the horizantal zero line at exact 
integer mul tipl es of the symbol clock. The 
deviation From the nominal crossing point 
isknown as pea~ to peak data transition 
jitter, J .This jitter has an eFFect on 
the symbo~Ptiming recovery. 

4. Sensivity to timing error is revealed by the rate of closure 
of the eye as the sampling instant is varied. 

5. Assymmetries in the eye pattern are caused by the nonlineari
ties in the transmission channel. (14) 

2.3 lSI-FREE TR~NSMISSIDN 

lSI-free transmission can be ~chieved in two ways; 

l~ With pulse shaping (ex. raised cosine channel) 
2. With changing code structure (line coding) 

2.3.1 Pulse Shaping for lSI-free Transmission 

Let's remember the equation 2.6 
Dli> 

Yk .. akxO-t-L anxk_n ""~k 
11:-00 

~ 
lSI 

~yquist Criterion I. (27) 

lSI wciuld be nonexistent if the terms f6r xk_ k+n would 
be zero. This could be accomplished if the samples o?'g(t), spacec 
at T seconds, are all zero except for x ~ 1 which is the center of o . 
th~ pulse. The requirement forequally spaced zero crossing can t 
formulated as: 

9(kTJ=i ~ 
k=D 

(2.16) 

k;J!D 

Hence if 9(t) were to be, sampled uniformly one would have 
00 

get) • L~(t-kT)=";5(t) (2.17) 

k=-oo 
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In the Frequency domain this expression becomes 

that is 

00 

G (F) lj( L i d (t- ~ ) = 1 
k--oo 

(2.18) 

1 00 k 
T Lx(F- T )= 1 (2.19) 

k=-oo 

Many transFer Functions that have the 'odd symmetry condition 
around F = 1 satisFy the First Nyquist criterion, 

T 

For example 

p(t)= sin nlT/T 
n 1T/T 

,. (2.20) 

Fig 2.14a indicates the waveForm satisFying Nyquist criterion I. 

NYquist Criterion II. (27) 

The second criterion calls For zero distortion at th~ 
pulse edges, at t T/2 From center. It can be Formulated as; 

) 

1/2 k-O,l 
g(2k ~ IT)= 0 (2.21) 

k;z!O,l 

Expressed as a sampling process one has: 

00 

~ ~ 2k-l 1 "'" T 1 <" T g( t)· LOC:t--2- T) = 2 c:) (t- 2) +2 ,,(t -t- 2) (2.22) 
~-~ . 

This means that the halF amplitude pulse ~idth exactly equals 
the pulse to' pulse sRacini and there are additional zero 
crossings at t ,.! +T, - {-T, .•. ie pulses will have zero 

crossings halFway between the pulse centers whenever there is 
a change in po~arity as in Fig 2.14b •. 
The equation 2.22 in the.Freq~ency domain, 

00 k' 
G(F)*Ii ~(F- T)e-JWT/2=cosw~ 

k=-oo 
(2.23) 

iF both criteria Nyquist I and Nyquist n are to be met then, 

(2.24) 

and in Frequency domain; 

_ wT 
1 + cos. 2"" (2.25) 
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Thus 

. wT 
G(F) = 1 + cos 2""" (2.26J 

Then the raised cosine Filter has a special importance For 
the purpose of data communications. In practice a class of 
raised cosine filters are used, 

T 

G(fJ= IfJ 1 
- - +RJ 2T r 

1 
Ifl ~ 2T - f 

2--R< I fl< 2- T A 2T r 2T r (2.27) 

o 1 
If I >2Ti·f3 (2.28J 

Where T is the bit interval and 
time domain becomes 

1 
0< j3 < 2f pul se shape in 

get) = cos21Tj3 t 
1- (4f3t)2 

sin lTt/T 
nt/T 

Raised cosine filter will be explained later. 

Fig 1.14b shows a waveform satisfying Nyquist criterion n 

(a) 

Fig. 2.14 A wave form satisfying Nyquist criterion 
I (a) and I'-lyquist criterion n (b) 

(2.29) 
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First criterion serves to open the eye wider in vertical direc
tion the second.attempts to open it horizantally. 

Nyquist Criterion llI. (27) 

The third criterion states that For distortionless trans
mission the area under the system response g[t) 9uring an inter
val T should be proportional to the signal value. The constra
ints on the system response g[t) are, 
Constraint 1: (28) 

2k + 1 T 

2k~lJ 
--T 

2 

. {l 
g[t)dt- 0 

k= 0 
(2.29) 

k~ 0 

This implies that t~e areas under the tail pulses are equal, so 
that they cancel each other.(in Fi~.2.14a dashed areas) 

Expressing 2.29 in terms of G(F) 

where 

x(w) = G(w) sin wT/2 
wT/2 

k=O 

k;tO 

Constraint 2: The sampled system response is 

00 

Tx(t) I '?} (t-kT)= ~ (t) 
k",-oo 

where x(t) is the ·impulse response of x[w) 
From the both .constraints 2.29 and 2.32 the constraint on 
x(w) are 

00 

(2.30) 

(2.31) 

(2.32) 

~x(w- ~)= 1 (2.33) 
k=-oo 

Thus, For G(w) satisFy Nyquist third criterion, x(w) should 
satisFy Nyquist first criterion, From 2.31 we see that G[w) is 
given by any x(w) that satisFies 2.33 multiplied 

by W T/2 Function (Such as raised cosine characteristics). 
Sin W T/2 . 

Fig 2.15 shows the spectrum satisFying Nyquist criterion 
I. and DI. 



1'" , .... 

I 

.. 
/ I 

// 
"_/ I 

--..-. I 

Cb) 

Fig., 2.15 Spectrum satisFying Nyquist rCa) and 
Nyquist I and D(b) 

Raised Cosine Channel : (11) 

20 

It is also called Nyquist channel and we know the raised 
cosine characteristics From eq. 2.27 

1 
o<~< 2T 

T 

'2 rr 1 
G(fJ=Tcos'2Jff( IFI - 2T -t-/3) 

o 

1 IFI/' - - R 
~ 2T r 

IFI)....!... + R 
2T r 

and From eq.2.28 the impulse ~esponse is 

. sin 5t/T 
nt T 
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The raised cosine Filter has a bandwidth up to 100 % larger 
~han the Nyquist bandwidth. Nyquist n conditions are exactly 

satisFied (zero· crossings at t=±~ T, + ~ T) For ~~.~ , 
2 - 2 - C:I 

that is 100 % raised cosine Filt~r For R <...!... the Filter . r 2T 
bandwidth becomes smaller by Foregoing the extra zero crossings 
at the odd mUltiples of T/2 • (Fig. 2.16) 

G(F) 

Figo 2.16 Spectra of raised 
cosine channel 

It is known that iF G[F) and its First N-l derivatives 
are continous and the N th deri vati ve is discontinous, \g[ *)1 
decays asympto~ically as tlN+l . For ~=O it decays slowly 
and timing errors wi 11 occlu~.- For larger value of f3, it 
decays rapidly and does ~ cause large amount of lSI (For ~= 

(Fig 2.17) 

Fig. 2.17 Impulse response of raised 
cosine channel 

-f. 

1 
2T) 

Fig 2.18 illustrates the eye diagrams For diFFerent volues of ~. 
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2.3.2 Changing Code Structure 

Changing code structure process is the line coding, We 
know that lSI appears as a result of nonlinearities of the 
amplitude and phase characteristics of the channels. The eFFect of 
151 can-be compansated' by using cod~d sequences.This is done in 
three ways in line coding. . 

1. By introducing control~ amount of 151 to produce desi
rable power spectrum (Partial Response codes) 

2. By increasing signalling rate (two phase frequency 
modulation codes alphabetic codes 

3. By using some parameters such as running digital sum 
(ROSJ which represents the net accumulation of tails 
at each symbol insta~t. . 

These are will be investigated in detail in chapter 3 and 4 

~ ERROR MONITORING CAPABILITY AND TIMING RECOVERY OF LINE CODES 

In line codes,timing signal can be derived From the encoded 
gnal at the receiver end. Timing recovery will be achieved by en
ring suFFicient number of tr~nsi~ions to occur in the lin~ ~ignal 
pecially as long zeros or ones .occur in input data. Trans~t~ons 
e ca~sed by correle~ion betwe~n digits in partial response codes. 
ese transi tions ma~I:.1Pbasibly :lead .,to v iolations and violations are 
e one of the methods For error detecting and monitoring. For example 
polar or Alternate-Mark Inversion (AMI] code; data state "zero" is 
coded and the other state "one"s are encoded as pulses alternate 
polarity such as + -,+ -. +0 - ~ •••••• CTable 2.1J 

For nonalphabetic codes i.e B6ZS and HOB3 code uses the 
liolations to remove the strings of zeros thus improve timing 
~ecovery at the receiver end. HOB3 code use~ ~ of the' se-' 
luences 000-, 000+, -00-, +00+ instead of four string zeros 
~ith the choice depending on the polarity of both the previous 
Julse and last pattern ,violation (Table 2.1J. B6ZS code uses the 
;quence'OVBOBV (where B represents a pulse opposite polarity an 
, represents a pattern violationJ instead of six consecutive 
:eros. The squence OVBOVB can be 0+-0+- or 0-+0-+ depending on 
:he polarity of the last pulse. 

TABLE 2.1 

Binary data 

AMI 

B6ZS 

HD83 

Violation~ bf AMI, B6ZS, BdB3 code 

1011000000100001 

+0-+000000-0000+ 

+0- +p+-.?+;....~-OOOO+ 

subsititution sequence 

+0 - +QQQ:t 0 O<::.UP.Q.- + 
subsititutibn seouence 
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When alphabetic codes are used, timing inFormation maybe 
extracted From the encoded signal since the maximum number of 
successive symbols of the same level is a Fixed number (this is 
the OSV). Error monitoring For alphabetic codes will be possible 
by tracking the allowable ADS range (where OSV~AOS - ADS. J. . max m~n 

These results will be we~l understood when chapter ~ and 
Chapter 4 are read. 

The Conclusion : Error detecting capability comes From 
the code structures that are able to timhgrecovery From the 
encoded signal at the receiver. So observable errors are 
detected and monitored during system operation. Additional 
error detecting bits are not required. 

2.5 CLASSIFICATION OF LINE CODES 

Line codes can be divided into two classes. 

1. Linear Line codes: Encoded seouences are derived from 
input.data by using Linear mathematical relations. 

These are 
/ 

i) Binary signal 

ii) Partial respon~e (correlative level) codes 

iii) Two phase (frequency) modulation codes 

2. Nonlinear line codes: Encoded squence can not be 
derived from input data by using Linear mathematical relations. 

These are 

. ) 
.~ Alphabetic codes 

ii) Nonalphabetic codes 
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CHAPTER ill 

LINEAR LINE CODES 

A line code is said to be linear iF it can be derived 
From input data (binary message) by linear operations.Linear 
codes include~ 

1. Binary coding 

2. Partial response (correlative-level) signalling or 
coding (PRS) 

3. Two p~ase (Frequencv] modulation codin~ 

The most well known linear line code is the partial 
responce (correlative-level) code that is also called li
near pseudoternary code which is based on three level pulse 
amplitude modulation.The linear pseudo ternary codes are 
derived From input data:(6) 

K 
a n = Lbn_khk (3.1) 

k=o . 

Where an are the encoded bits, bn are the input (binary) 
bits and (hk) are the coeFFicients that deFine the code 
generator. Then the coded time waveForm. 

K 00 

S(t)= L L bn_khk g (t-nT) (3.2) 
k-O n=-oo 

Where get) is the shape of the pu~se.By using, 

00 K 
S(t)= L b m L hk get-em -I- k)T) 

M:-oo k:O 

(3.3) 

Thus linear pseudoternary code is a particular case of binary 
code in which the signal element So(t) can be replaced by, 

(3.4) 

Where Sl(t) is the sequence.oF impulses: 

. K 

Sl(t)= L hk d(t-nk) 
k~O 

(3.5) 

It is seen that linear psuedo coding is' equivalent to a 
Filtering operation and that the Frequency response of the 
equivalent Filter is given by the Fourier transForm of Sl(t), 

~ -jwkT 
Sl (w)= L hk e 

k-o 

(3.6) 
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.It is necessary that there be at least two hk ~ 0 and 
that they should be equal or opposite polarity,if there are 
only two hks. . 

Binary and two phase [frequency) modulation codes are 
derived from input binary data by direct mapping. 

In some linear line c~des precoding gives a certain 
decoding advantage ,for error monitoring. These teChniques 
and CC1I"=1Cep't redundancy of th~ code will appear several times 
in the sequel so that it is convenient to discuss them at 
the begining of the chapter. 

Precoding: Precoding is transforming the basic data 
sequence into another sequence with the same number of levels. 
Precoding does not alter the statistics of the data sequence 
so that after precoding the encoded symbols are still equally 
likely and statistically independent.Let's"examine the precoding 
operation by using the example of simple binary precoder in 
Fig. 3.1 

D 

( ~ ) 

output 

P~g 3.1 S~mp1e blnary" precoder 

o Unit delay 
0" Modulo 2 adder [EX-OR) for binary system 

Modulo m adder [EX~OR) m-ary system 

The precoded sequence [bnJ 
of input data sequence and 
by a single period • 

is obtained by modulb 2 addition 
the sequence (bnJ which is d~layed 

The above techniques is in fact the differential encoding 
method, gi ven a binary da.ta sequence consists of transtions 
corresponding to the ones and no transtions for zero. Non
Return-Zero-Level [NRZ-L) or Non-Return-Zero-Invarse [NRZ~I) 
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waveForms are known as binary waveForms because . 1 repre~ents 
mark and 0 represents space. Their preco.ded version is 
indentical to the Non-Return-to Zero-Mark (NRZ-M) while 1 
represents change in amplitude, lO·_ represents no change in 
amplitude.Binary data and pre coded data are illustrated 
in Fig. '3 • 2 • (10) 

b:Lnary 
data 

HRZ-L 

NRZ· ... M 

pre coded 
data 

I I' 

'0 I l' 0: l' 0 I 

, 
011 

I 
I 
I 

U I 

I 
I 
I 
I 

, , 

l~ ...--i· ..--1 r-u 
I , I I 

o 1 1 0 o o 1 0 

, , 
l' 01 0 , 

1 

, , 
I 
I 

, 
I 

, , , 
I 

1 1 

Fig. 3.2 NRZ-L,NRZ-M representation of 
binary data 

I 
o 

Redundancy in iine codes: Consider the baseband 
digital system as in Fig 3.3. 

1nput J 1 J l J J -: joutpa .. 
ary da ta 1E1lcOderJt--~1 R.genera tor _.---- rSgenet"a to.&.:I11--t:°oder ~ > 
1'8" . Bl.Jl b'Mlj;a- da.-multilevel ----., NS 

signal at rate B ~ ." rate B.-'l.Il 
Fig. 3.3 Block diagram of baseband digital transmission 

~ 

input data. is in binary Form and the signal to be transmitted 
over the line has~l levels which is greater than 2.Bin is the 
rate at which binary data is Fed to the encoder,B l is the 
rate at which the multilevel (L Levels) inFormation is trans
mitted.The redundancy in inFormatiori rate is given by,(lO) 

(3.8) 



and the redundacy percantage with respect to the binary 
input is: 
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r= 
Bl lo92L:B in 

Bin 
.100 (3.9) 

3.1 BINARY COOING 

The simplest type of the line codes. Input binary signal 
is encoded in binary Form again. There is no redundancy.But 
the Following two requirements must be satisFied.(IO) 

1. The binary signal must ensure the necessary 
transitions such that timing inFormation can 
be recovered From received signal. 

2. The DC or low Frequency (LF) component must be 
Filtered or spectrally shaped beFore the trans
mission. 

3.2 PARTIAL RESPONSE ~ORRELATIVE-LEVEL) COOING 

In the Nyquist theorems,ISI can b~ eliminated at 
the sampling instants. (See Chapter 2,2.3.1) Thus Nyquist 
designed the impulse response get) that eliminates lSI 
at the sampling instants.He showed thet the minimum 
bandwidth without lSI i~ R/2 HZ.ln order to transmit 
R symbols/second. The equivalent channel (raised cosine 
channel) and corresponding pulse shape as in Fig 3.4 

~(:t) 

1 .... _-.. 
........ ... , 

t 
(a) 

Fig. 3.4 Raised cosine channel (a) and corresponding 
impulse response (b) 

It is seen that get) has a long tail which passes thru 
zero at other sampling points. When the transmitted symbols 
are independent and the noise uncorrelated at the sampling 
instant, then each symbol can be recovered without overlapping 
with the previous symbol of the waveForm. Such s9sytems are 



called zero-memory systems.Nyquist found that if G(f) has 
,smoother transi tio~ at the spectral band edge, there will 
be no ISI.For this purpose, the pratical filters require 
more ban~width that the Nyquist bandwidth of A/2 H~.One 
common f11ter shape is the raised cosine filter with 100 
percent excess bandwidth with twice the Nyquist bandwidth 
(as in fig 3.4 a dotted line).Is given by,(22) 
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G(f) = .2A 
{

cos2 (TIf) If I (. A 
(3.10) 

a Iff> A 

And the theoretical maximum value of the symbol rate is 2 
symbols/S/H~ but 1 symbol/S/H? ~ ~~ed with Nyquist II. 

In summary the key assumption in the Nyquist criteria 
is that the transmitted amplitudes be selected inde~endently 
by designing ideal'raised cosine filter (excess bandwidth 
range from 15 to 100 percent).But it is impossible to have 
a precise relationship between cut off frequency of the' 
ideal filter. Thus', the Nyquist rate with Nyquist type 
zero memory system can not be achieved in practice. During 
early 1960's Or. A.Lender discovered the correlative trans
mission method.He achieved the symbol rate2W Symbols/second 
with ·bandwidth W Hz by correlating the transmitted amplitudes 
and changing the detection procedure. Then Kretzmer achived 
the teoretical maximum value of the symbol rate 2 symbols/sec./HZ 
by using perturbation-tolerant filters. . 

In correlative coded systems a controlled amount of 
lSI is introduced in order to simplify the filter desing 
and to enable transmission at Nyquist rate and even higher 
rates. The transmission channel does not respond fully with~n 
one symbol interval at the sampling instants,but only responds 
partially.That is' each sampled impulse response extends over 
more than one interval thus causing the amplitude levels to 
be corre~ated in the transmitted signal. The properties 
(correlative level) coding (PAS) are listed as the following: 
(17) . 

1. For a given number of input data levels,the number 
of transmitted signal levels are increased, this 
le.ads to higher required SNA for a given error rate. 

2. It provid~s the shaping of the power spectral density 
into a convenient format for transmission/for instance 
by placing nulls in the frequency response. Spectral 
shaping can make the system less sensitive to timing 
errors. This allows practical PAS systems to transmit 
at Nyquist rate and even higher rates.ln addition 
PAS spectrum might be chosen to complement nonideal 
charactriestics in order to reduce the "residual 
undesired lSI. 
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3. PRS Format has the advantage For error monitoring 
with the violations in the code.Owing to correlation 
between digits,correlative pulse trains have 
distinctive patterns. (22) 

A block diagram of PRS transmitter is illustrated in 
Fig 3.5 (9) 

mult11evel 

pre coded 
aequeDoe 

(~/l'(D) >_'" 
da'ta. 8.qUfQl~. -.. • 

Pre coder 

Fig. 3.,5 PAS transmitter 

PR enooded 
88q1Mllca 

PRS 'to. ll.n. 

Where F (D) Is the PA encoder transFer Function (as, in 
equation 3 .15) 

(3.11) 

Where the coeFFicients hk are integers which may be positive 
and negative ,0 is the unit delay Function.By choosing an 
appropriate Functi~n F(D) the spectral shaping is achieved. 

Since the levels in the transmitted PAS are correlated 
a decoding error at the receiver can yield additional errors 
by propaga~ion.To'avoid this error propagation,the input data 
sequence is converted into another sequence by the precoder 
whose transfer function 

1 
P(D) = (F(D) )mod m ( 3.12) 

-Which is the inverse over mod m of PRS encoder transFer 
FUnction F(D). 

Some commonly used PRS line codes are duobinary,modiFied 
duobinary,bipolar o~ Alternate-Mark~Inversion (AMI) Code, 
biternary,polibinary,twinned bil;lary,multileved bipolar,dicode, 
higher order bipolar. 

3.2.1 DUOBINAAY CODE 

Binary data is transFormed into a three level signal, 
each of the three resulting levels is associated with the 
existing binary digit and precoding bits. The three signalling 
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,levels of a duobinary signal are numbered as [-2,0,2). 

Consider a binary input train consisting of "one"'s 
and "zero"s represented by o[t) and-(i[t) as in Fig 3.6 at 
A.The cascamoF a simple one-tap transversal Filter Hl[F) 
with Nyquiet rectangular Filter G(F).(12) 

,r ________ --~A~----------~\ 

lCt).2C08 It 

I 
\ I 
''II ,,/ .... -

,. ........ 
, ' . ' , , " , 

.(r) 

~ ...... -
\ 

I 
Fig 3.6 Block diagra~ of duobinary system 

The output at B is 

hl (t) - ~(t)-t- ~ (t-T) 

elsewhere 

(3.13) 

with the appropriate sign.Hl[F) is the Fourier transForm of 
the hl[t) ; ~ 

Hl[F) = "F(hl[t)]= j['S[tl+ 'S[t-T)] e-j21TFtdt [3.14) 
-00 

- 1 -to e-j2TTfT or 

2coslTfT 

The overall tr"ans;f'ar function in fig. 3.6 is H[fl; 

H(f) = Hl[f) G[f) 

H ( f l = T (1 ... e - j 2 1f fT) 

IH(f)' = IHI (f) G(f)1 

{

2T cos lffT 

tH( f)I = 
o 

1 
f (2T 

1 
f '>2T" 

(3.15) 

(3.16) 

t!3.17) 

(3.18) 
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The shape or H(r) as in rig 3.7 

+-~~------------~ 

Fig 3.7 Overall transrer runction of duobinary 

The impulse response or the H(f) is h(t); 

h(t) = F-1 [H(f)] = oJ~(l .. e- j2 lIrT) e-j21fft df 

h(t) - sin lft/T sin 1T (t-T)/T 
lTt/T ... If(t-T)/T (3.19) 

<Hence ror every input at A, the output at C is h(t) with an 
apprbpria:e polarity (fig 3;6) since the bit interval is T 
seconds, there will be overlap or lSI between digits. Then. 
at the sampling instant there will be'three distinct ampli
tude levels (-2,0,~2) as shown in fig 3.8. It is assumed 
that the input at A consists or two successive "one"s repre
sented by delta function 6(t) followed by 3(t-T). The output 
at C by assuming no delay in the system is h(t) followed 
by h(t-T) as in fig 3.8 clearly both h(t) and h(t-T) consists 
of .two sine pulses numbered land 2 for h(t) and 3 and 4 for 
h(t-T). Their sum at sampling point T is ~2. For the binary 
input 00 the waverorm will be similar to fig 3.8 but with ne
gative polarity and their sum a~T will be -2. For binary in
put 01 ~nd 10 their sum at T will be zero. Thus the duobinary 
waveform has one of the following three amplitudes at samp
ling instants (-2,0,~2). However the bandwidth is still the 
Nyquist bandwidth. 

Now Letfs consider the case or a duobinary pulse used in ~on
juction with binary PAM. The received signal at the sampl~ng 

'instant in the absence of noise is, Fig 3.9 (23) 

n.l ,2, •••• (3.20) 

Wh r (A) is the set or amplitude values of the transmitted 
e e Q.. 1 1 Bn' has the 

pulses w1th each An tak1ng the values of ,- " 1 f 
. 1 If A is the decoded symbo rom three possl.ble va ues.. n-l. '. the receiv-

the (n-l)st sampling interval, 1ts erfect on 8 n , .. 
ed signal in the nth sampling interval can be ~11m1nated by 
subtraction thus allowing An to be decoded. Th1s process 
can be repeated sequentially. 
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1 2 

h(t) 

t 
I I 

0 ,! }r 
I I 

I 
I • I 

IS .. I I 

:Ct-k) 
t 

Fig. 3.8 Impulse patterns in duobinary system 

Error propagation can be avoided by precoding the data 
at the transmitter instead of eliminating the lSI by subtrac
tion at the receiver. The p~ecoding operation is as follow~: 
Let On be the data sequence which consists of zeros and ones. 
From data sequence (On) precoded sequence (Pn) is generated~ 

Pn .. On 9 Pn~l n_ 1,2, •••••• (3.21) 

Where the symbol e is modulo-2 subtraction, for multilevel 
input it will be·mod.m subtraction. The transmitted pulse 
x(~) in n th sampling interval; 

-x(f) 

x(l) 

if 

if. 

The transmitted signal amplitude (An) that modulates duobi
nary pulse x(l) is obtained from the sequence(Pn) which 
converts b.inary (0,1) signals to bipolar (t 1) signa15. 

Then the received signal (Bn) from equation 3.20; 

since 

Then Bn 
On= ""2 to; 1 

mod 2 

mod 2 

(3.22) 

(3.23) 

(3.24) 

(3.25) 
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The operation described above is given in table 3.1 
In the pre'sence of the noise,the received signal having 
the Form of Bn • Vn is compared with two thresholds 
-1 and +1. The data squence On is obtained according to 
the rule: 

°n= {: 
-1 < B + V < 1 n n 

IBn +- Vn I ~1 

TABLE 3.1 Binary signals in du:cbinary 

Data 
On Seouence 

1 1 1 0 1 0 

Precoded 
Pn 0 1 0 1 '1 0 0 Seauence 

Transmitted 
An ... 1 1 -1 1 1 -1 -1 Sequence 

Received 
B 0 0 0 2 o -2 Sequence n 

Decoded 
On 1 1 1 0 1 0 Sequence 

I 
Pre coder 

D ~ sec. 

Fig. 3.9 Duobinary encoder 

coding scheme 

0, 

0 

-1 

-2 

0 

1 0 0' 0 

1 1 1 1 

·1 1 1 1 

0 2 2 2 

1 0 0 0 

obinary 
0l1''f'era1011 
Iter 

Duobinary encoder transfer Function FCD) can be 
written as From equations 3.11 and 3.20; 

F(D) = 1 + 0 -')-
-j2lTfT H(F)=T(l + e ) (3.26) 

And precoder transfer Function P(D) from 3.12 and 3.21: 

P(D] - ( 
1 (3.27] 

1 + 0 
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F(D) expression yields nulls at odd multiples of Nyquist 
fre~uency in the spectral density characteristics of the 
e~coded squence. Let's find the spectral density of duo
b1nary system. 

G (F) = H(F) HLF)= \H(F)\ 2 
h - . 

From equation 3.26 

I H ( F) I 2 = T (I + e - j 2lT FT) T ( I + e - j 2lT FT )., 

I H(F) 12 - 2T2 cos2 lfFT 

Nulls at Fal/2T , 3/2T , ..... . as in Fig. 3. I D 

Fig 3.10 Normaiized spectral density of duobinary 

(3.~8) 

(3.29) 

The application of duabinary coding is more or less restric
ted by high values of the signal spectrum at low frequencies 
although it is used in Fre~uency modulated systems. 

3.2.2 MqdiFied Duobinary Code (Partial Response Class 4 
Code) 

In this case; 

HI(f) = 1_ej4lTfT (3.30 ) 

hI (t) = S"(t)~b(t-2T) (3.31) 

lHl (F)l = 2sin21fft (3.32) 
1 

G(f), = T For F~ 2T (3.33) 

1 
I {

2T sin2UFt for f , 2T 
IH(f)\ =IH1(F) G(f) = 

" 0 elsewhere 
(3.3'l 

And the impulse.response of modiFied duobinary system is 

sin ~t)T sin K(t-2T)/T 
h(t) =. lft!T -" If(t-2T)!T 

(3.35] 
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And (Fig 3.11 ) 

B - A - A. 2 n- 2,3, ••••• [3.36) n - n n-

P = 0 (f) P 
n-2 mod 2 n=~, 3., ••••• [3.37) n n 

A = 2P 
n-l [3.38J n 

B = 2 (P Pn _2 J (3.39J n n-. 

Since 
0 = P 

n n e P n-2 (3.40) 

0 
Bn mod 2 (3.41] = 2" n 

The operation described above is given in table 3.2 
when additive noise is present, the received signal at the 
sampling instant can be expressed as Bn'~ V • For this case 
the decesion variable Bn + Vn is compared wTth the thresholds 
-1 and +1 and data squence is obtained according to the rule. 

if 

if 

Preooder 
Modl.tl.ed B =A -A 
duobl.narv con_~~~~-2 
VerSl.Oll :fl.lter 

Aft~2 

D 2T sec. 

Fig. 3.11 Modified duobinary encoder 

TABLE 3.2 Binary signals in modified duabinary scheme 

Data D 1 1 1 0 1 0 0 1 0 0 0 
Se9uence n 

Precoded P 0 0' 1 1 0 1 1 1 1 D 1 0 1 
Sequence n 

Transmitted 
Se9uence A -1-1 1 1 -1 1 1 1 1 -1 1 -1 1 

n 

Received 
B 2 2 -2 0 2 0 0 -2 0 0 0 

Se9uence n 

Decoded 0 1 1 +1 '0 1 0 0 +1 0 D 0 

Se9uence n 
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F~r.modified duobinary case the transfer function of 
the mod~f~ed duobinary encoder is, 

F [D) = 1_02 = (1 + 0) (l - 0 ) (3.42) 

and the precoder is, 

P(D)=( 1 
-1-_"';'0-2-) mod2 (3.43) 

F(O) is zero at D=~l (O=e-j2~fT)i.e at f=O,1/2T,1/T,3/2T, ••• 
F(O) implies that nulls exist at zero frequency and integral 
multiple~of Nyquist frequency. The spectral density is 

(3.44) 

~{t).IH(:t)1 2 

I 

--~~~~r---+---+----t 
o 1/2'! .1/'1 

Fig 3.12 spectral density of modified duobinary system 

3.2.3 Polibinary Code 

This code is the multilevel .transmission with duobinary c 
modified duobinary code. The transmission of one of M 
equally spaced' levels (M=2k , k number of digits) at the 
Nyquist rate gives 2M-l equally spaced levels at each samp
ling instant. The (2M -1) level signal is mapped by the 
receiver back into M- level signal. The input data sequence On 
§9nsists of elements from the alphabet of the M levels 
0; 1 ,2, • • •• M-l. (23) 

At this case for multilevelduobinary code 

P - 0 e P 1 n n n-

A _ 2P - (M-:-l) 
n n 

mod M 

8 = 2 (P ~ P 1 - (M-l) ) n n n-

o - ~ • (M-l) mod M 
n- 2 

f . the received signal noise is In the presence a no~se 
t of the acc~ptable signal levels quantized to the neares 

and the rule given above is used on the Quantized values 
to obtain the data sequence (On)· 

(3.46 

(3.47 

(3.4E 
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For modified duobinary case, 

(3.49) 

Dn= P n'- P n-2 (Mod M) (3.50) 

(Mod M) (3.51) 

if the source output is coded using Gray code, that an error 
in an ~djacent level of the received signal results in onlY. 
a single binary digit error. Table 3.3 and 3.4 shows two 
examples of four level signalling operation. 

TABLE 3.3 Four level signal transmission with duobinary 

Data 
0 a a 1 3 1 2 0 3 3 Se:9uenct3 n 

Precoded 
P fl- 0 a L 2 3 3 1 2 1 

-!5~uelJge n 

Transmitted
A 

S~quenqe n -3-3 -3 -1 1 3 3 -1 1 -1 

Received 
Bn -6 -6 -4 a 4 6 2 0 a Sequence 

Decoded 
0 0 a 1 3 1 2 0 3 3 

S~uenQe n 

TABLE 3.4 Fourlevel signal transmission with modified duobinar~ 

Data 
SSj::Juence 0 a a 1 3 1 2 a 3 3 

n 

Precoded P a a a 1 3 2 1 2 a 1 2 
S8J:fuence n 

. Transmi ttedA . _ -3 -3 -3 -1 3 1 -1 1 -3 -1 1 
S~uence. n 

Received B a 2 6 2 -4 0 -2 -2 4 
S8C1uence n 

Decoded 0 a 0 1 3 1 2 0 3 3 
Seguence n 

3.2.4 Bipolar or Alternate Mark invesion (AMI) Code 

This'is a widely used method of line coding which can. be 

described as follows: (lOT 
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1. Binary input zero is uncoded and is represented 
by a space or absence of a pulse 

2. Binary input one is represented by a mark which 
alternate in polarity. 

In this code the transfer fuction of the encoder is, 

F[OJ = 1-0 (3.52) 

F[OJ is zero Cit f=O,l/T, ... 
~nd the precoder transfer fu~ction is, 

1 
p(OJ = [ 1-0 J mod2 (3.53J 

The block diagram of the system as in fig. 3.13 and 
the operation is as in table 3.5 

B 
4 D T --" , sec. -~nary Arl. thm.' 

l. npu't Adder 
... ..., 

Fig. 3.13 Block diagram of AMI encoder 

TABLE 3.5 Binary signal with bipolar or AMI code 

Binary 1 0 0 1 1 1 0 1 1 0 0 
input 

Bipolar 
1 D" 0 -1 1 

Output -1 0 1 -1 0 0 

The spectral density of this code is (fig 3.14) 

Gh(f) = IH(fJ/ 2 = 4T 2 sin2nfT (3.54 ) 

The nulls exist at zero frequency and integral multiple of 
Nyquist frenuency 

Fig. 3.14 Spectral density. of AMI code 
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It possespes several characteristics that are desirable 
in baseband transmission. It has no DC component and contains 
only small amount of LF components. Timing information can be 
easily recovered from the received signal by simple full-wave 
rectification followed by a narrow bandpass filter or a phase 
locked loop. Errors in the received-signal can also be detec
ted and monitored without reference to the transmitted infor
mation using the pulse polarity alternation (violation) rules. 
Non-precoded version of this coqe is twinned binary and dico
de. (9) 

3.2.5 Twinned Binary Code 

The block diagram of the system as in fig 3.15 and 
operation as in table 3.6 (9.8) 

Bl.nary 
l.nput 
sequence 

-'n '1 
L TseCeJ - Arl.thDletl.c 

+ Adder-

--
bl.nned 
bl.nary 
outpu", 

Fig. 3.15 Block diagram of twinned binary encoder 

TABLE 3.6 Binary signals with twinned binary signals 

Binary 
input 

Twinned 
binary 
output 

100 1 

1 -1 0 1 

1 1 0 

o 0-1 

1 1 o 

1 0-1 

It is seen that from table 2.5 positive (negative) pulse is 
gererated at every positive (negative) going transition in 
binary data. Twinned binary can be therefore thought of as 
a digitally differentiated version of binary input. Thus to 
decode it, on simply requires a digital inttgrator. 

The transfer function of the twinned binary encoder is 

FeD) = 1-0 HeF) = T(1_e-j2UfT) (3.55) 

Then the spectral density is the same with bipolar see 
fig 3.14. This oode has no DC component and clock re~overy 
can be easily derived. But it suffers error propagat10n. 
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3.2.6 Dicode 

Pulses indicate transitions in digital. formation, 
the pulses alternate in polarity for sucsessive transitions. 
Signal has no DC component and the ·spectrum is identical to 
bipolar encoding. The transfer function of the encoder as 
in eq':-lation 3.55. Table 3.7 illustrates thdr:9P.eration of this 
system. (9.S) . 

TABLE 3.7 Binary signals with dicode signals 

Binary 
.input data 

dicode 

a a 11 a 1"10 1 

1· a -1 a 1 -1 1 0-1 

3.2.7 Biternary Code 

Biternary transmission technique is a method where~y 
two separate NAZ pulse trains, one of which is delayed by 
one half a bit period, are added to form the bitermary signal; 
the· results being a doubling of the bit rate with an increase 
in the required transmission bandwidth. The waveforms are 
shown in fig 3.16. The resulting wave is a three level signal. 
(9!JS) 

Detection entails sampling the biternary signal at 
half the bit -period intervals (every T/2 seconds). I~d~vidual 
samples of the biternary signal related to the two or1g1nal 
signal, Fl(tJ, F l (t-T/2) follow; 

Fl F t 
F· 

1 
(t-T/2) 

a -1 a 

a a 1 

1 a a 

1 ,.i 1 

d t t " of a zero in t.he biterThe obvious resulting from e ec ~on 
1 d b inFormation that is nary signal can be reso ve y uS1ng 

avaible from a previous sample. 
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Polar NRZ 

t 

PolFlr NRZ 
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B1ternary 

t 

:> 

3.2.8 Interleaved or High-order Bipolar Code 

Block diagram of the system as in Fig 3.17. As it is 
seen seperating the even and odd bits of binary data and 
encoding these squences seperately into bipolar Format and 
the output is summation of two bipolar codes. The main advan
tage of this interleaving process is the creation of a spect
ral zero at the Nyquist Frequency, same ~s modiFied duobinary.· 
But the distortion of the interleaved signal due to coupling 
networks is twice as much as that of the non-interleaved 
seouence. 



binary 
input. 

\ 
I \ 
I .\ 
I \ 
I \ 
I 
J 

even bit 
bipolar 
encoder 

add bit 
bipolar 
encoder 
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interleaved 
bipolar code 

Figy 3.17 Block diagram of interleaved bipolar encoder 

TABLE 3.8 Binary signals with interleaved bipolar signals 

Binary 
input 

Interleaved 
bipolar 
output 

~ 0 0 1 1 1 0 1 1 0 

1 0 0 1 -1 -1 0 1 1 0 

3.2.9 Multilevel Bipolar Code 

IF an m-level data.ss;lquence is fed into the encoder in 
fig 3.13 with modulo madder, m-ary bipolar signals will 
result. Again the multilevel pulses alternate in polarity. 
Generalized version of these codes, is the multilevel Feedback 
balanced codes. [10) 

3.2.10 Multilevel Feedback Balanced Code 

In multilevel bipolar codes, the pulses alternate in 
polarity and the number of levels is unchanged. 
In the Feedback balanced codes, the number of levels L.of the 
output$ream : need not .. be the the same as that of the m~ary 
input data. In addition the polarity of the output pulses is 
controlled by a negative feedback of the code running digital 
sump This sum is in efFect kept within certain bounds and the 
code is said to be balanced. An example of a quaternary five
level encoder i~ illustrated in Fig 3.18. [10) 
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01 

. . t binary 
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level· 
dedector integrator 

Fig. 3.18 Quaternary five-level encoder 

3.2.11 Generalized PAS System 
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___ ... 5-1evel 
Feedback 

a 1 lin cad 
code 

(17)We know that From equation 3.11 PAS syst.em poly-
nomial is 

WhereN is the smallest number of contigous samples that span 
all the nonzero samples. For a given input symbol XK, the 
output squence YK is given by 

y(O)= x(O) F(O) (3.56) 

Where 

and (3.57J 

The (XkJ Will be assumed to be independe~m-ary symbols taking 
on the equally likely values -(m-l),-(m-3),(m-3), (m-l). , . 

Fig 3.19 shows the method of generating PAS system Func~ 
tion H(W). The system consists of a tapped delay line with 
coeFFicients (h

k
) in cascade with the Frequency response G(W) 

Where 

F(w) = F(OJl o (. T) . =e>.:p -Jw 
(3.58: 



or 

F(w) = ~ hke-jwkT 
\:wO 
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(3.59) 

Mos~ of the desirable properties of PAS systems can 
be stated.1n t 7rms of the impulse ,response h(t), many are 
the best 111um1nated by frequency domain h(t) has the 
sample values (h ) if d 1·· ( ., . f. .. k an on y 1f G W) satisfies Nyquist's 
1rst cr1ter10n Lsee chapter 2.3.1) that is 

00 

~G(w-2~k ) = T 
k",-oo . 

(3.60) 

g(kTJ ={: (3,61) 

k )(k (t-kT) 

input 

r~ ___________ F~~~w_) __________ ~ 

data 

\ 
V 

_\ ~(w) 

, sc;:3mpler 
'> Yk 
output 

Fig. 3.19 General partial-response system model 

The design of. PAS is e~uivalent to ~he problem of 
selecting the coefficients in discrete time filter in fig 
3.19 to achieve a desirable spectral shaping. The spectral 
shaping can be achieved in two ways, one is designing the 
pulse F;hape the other is correlation properties of the 

output sequence (YkJ. Since 

(3.62) 



The autocorrelation function fQr (Yk); 

N-1. ~1. 
!2I(m)=" h h E(xk x ) 

L n e -n k 1" m-l 
l-o n-O .-

When the input s...... .. . 
~Ulen",e ~s zero mean and white 

E( x x ). - '"' k-n k+m-l - 0 m .. n-l 

Where we have used the normalization 

Then 

E ( x2 ) = 1 n 

(3.63) 

(3.64) 

(3.65) 

(3.66) 

m=O,tl, ••• ~(N-l) (3.67) 

The corresponding power spectrum density, 

0(f) ::~ !2I(m) e.- j21fFmt (3.68) 
m=-(H-1) 

0(f) :: lthm e-j21fFmtj2 

1'11."'0 

(3.69) 

PA System Polynomial: 

A. System Bandwidth: (17) 
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For maximizing the data rate in the available band
width, PAS are designed to occupy the minimum bandwidth, 
without undesired 151. Such that H(w)=O For 1~7~/T . 

. For minimum bandw~dth system 

GCWJ={: 
elsewhere 

Corresponding system impulse response is 

N--I. 

h(t) = L hk 

k=O 

sin-¥-Ct-kT) 

~ (t-kT) 

(3.70) 

(3.71) 

For an example using the system polynomial (l~O) as in duo
binary code which are insui table for minimum bandwidth systems, 
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B. Spectral. null at w-TI/T.(17) 

The total signal energy in the tails of h(t) can be 
reduced for minimum bandwidth systems by making H(W) conti
noUs. For this F(W) must have a zero at ~/T (Where G(w) has 
a discontinuity) for H(W) to be continous u The condition for 
the ,continuity of H(W) and its derivatives are as follows 

Preposition 1: The first (K-l) derivatives 0t a mini
mum bandwidth F(W) are continous iff F(o) has (1.0) as a 
factor. 

If H(o) has more than one zero at 0=-1, the roll-off 
near W.TI/T becomes less sharp,then the design of a filter 
will be easier. If F(o) has a large multiplicity of (1+0) 
factors, the error performence tends to be degraded due to 
the increase in the number of output levels. The sensitivity 
to timing offsets also suffers because more controlled amount 
of lSI terms are introduced. 

C. Spectral null at w=o (17) 

(1-0) factor of the H(o) is achieved the spectral null 
at W=O. Multiple zeros at 0-1 causes more gradual roll-off the 
frequency components just above dc which may be desirable. 

o.The number of output Levels: (17) 

For m-ary input with M nonzero pulse samples will 
lead the mM output levels in PRS system. The number of output 
levels L lies in.the range 

H 
M(m-l) +l~L{m (3.72) 

With the f·actors (l!o), the number of output levels is redu
ced. 

Several PRS, systems are shown in Table 3.9 
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TABLE 3.9 Several PRS systems (17) 
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3.3 TWO PHASE (or FREQUENCY) MODULATION COOING 

In this class or line coding, transmission redun
dancy is introduced by using a signalling ra~e equal to 
twice the input binary data rate. Jhe line signal is DC rree 
and contains a large number or transitions rrom which tim
ing' inrormation can be recovered. (9) 

Biphase, diphase, pulsadoublet, two level AMI cla~sl, 
WALl, WALZ, 90 carrier diphase, pulse position modulation, 
(PPM), Manchester code are some or this class codes. 

3.3.1 Diphase Code 

It is derived-by allocating respectively two comple
mentary phases. To represent the two states in binery data. 
to be transmitted. The two basic elements are in rig 3.20 a 
and the resulting signal which is known diphase or biphase-l 
in rig 3.20 b. 

Ir the binary data is rirst precoded and then trans
mitted as abov,e, precoded diphase is obtained asin rig.3~Db. 
Thelatter signal is also known as biphase-M or rrequency 
doubling coding or conditioned diphase or two level AMI-class 
IT(coding. A common alternative description or precoded diphase 
is that there is always a signal transition in the middle or 
each symbol period and additional transition at the beginning 
where there is binary zero in the original data ~~quence 

0, 1 

If 
(a) 

Binary data ' 

Diphase or 
biphase .. L 

precoded 
squence 

Biphase-M 

1 a loa 1 1 1 a o 

l' 1 000 101 1 

(b) 

Fig. 3.20 Basic elements or diphase (a) and waverorm or 
diphase and biphase-M codes (b) 
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Both diphase and precoded diphase, sometimes collec-
"tively known as Manchester codes, and also can be interpre
ted as Walsh-Type, (WAL-l) modulations of a NAZ binary sequen
ce and of precoded version. Power spectral density is, 
(fig 3,22) 

G(f) = A2T [sin lTfT/2 12 sin2 lTf T/2 
1TfT/2 oJ (3.73) 

Where A is one half of the peak to peak amp,litude. 

In summary these type of codes can be described in terms 
of transitions or as a form of modulation either phase rever
sal modulation or binary sauenceshift modulation or ampl itul";' 
de modulation with carrier 'frequency equal to the data rate. 

'3'.3.2 90° Carrier Oiphase 

It shifts the transitions in the original diphase by 
90°. The resultant I ine signal can be interpreted as Wal sh
Type-2 (WAL-2) modulation of a NAZ binary Squence. The wave
forms are shown in fig 3.21 The power epectral ~ensity is 
(Fig.3.) 

2 
G(f) • 4A2T [sin IT f T/2 ] sin4 TTf T/4 

, lffT/2 (3.74) 

This code has a self equalizing property in cable transmission 
when coherent detection is used. 

1 

Binary data, 
• 

Oiphasa 

WAL-2 I I 
... --'"' 
I"' ... 

Fig. 3.21 Waveforms of diphase 
and WAL-2 
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FigG 3.22 Power spectral densitieQ of WAL-l and WAL-2 

3 0 3.3 Modified Two Phase Modulation Code 

~ 

/ 

fT 

They are linear combinations of diphase and PAS and a 
timing component and they mayor may not involve an increase 
in transmitted levels. Two level AMI class-I coding, pulse 
doublet coding, pulse position coding are some of these codes. 

3.3.4 Two Level A~I Class-I Code 

A linear combination of a bipolar or MH full-width sig
nal, a diphase signal and a timing component at binary data 

,rate. This signal is used for digital fibre optic communication 
systems. (Fig.3.23) 

3.3.5 Pulse Doublet Code 

Encoding procedure consists of , transmitting a pair of 
contigous half-width pulses of opposite. polarities for every 
binary one in the data squence while binary zeros are not 
encoded. For modified pulse doublet coding binary one is enco
ded into pulse doublets and zero is uncoded. The polarity of 
doublets is controlled by both the altrnate-mark-inversion 
rule and the even-odd time slot rule. A simpler explanation 
of this code is as follows: the encoded signal can be regarded 
as the result of.8 doubleside band modulation with supPr:'e5sed 
carrier of an/AMI signal. The carrier frequency is half the 
bit rate and its phase is shifted by a symbol period relative 
to AMI signal. (fig.3.23) 

3.3.6 Intertren Pulse Position Code 

,G is combination of a 9D·carr{er diphase and a timing 
compofl;rlc at twice the binary data r:-ate. (fig.3.23) 
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Linear line codes are divided into three basic groups. 

1. Binary coding: Binary input is transmitted in binary 
form. 

2. Partial-Response (cor~elativel-level) signalling 
(RRS) or coding: It is based on spectral shaping by 
introducing controlled amount of 151. . 

3. Two phase (or frequency) modulation coding: ~t is based 
on the increase in signalling rate. 

In some'of the linear line codes precodingoperation 1s 
used. The purpose of the precoding is taking the advantage on 
error monitoring by reducing the decision threshold levels. 
The block diagram of the linear line codes is in fig 3.24~ And 
the waveforms of several linear line codes given a binary in 
put data is shown iri fig 3.25 and tAhle 3.10. 
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TABLE 3.10 Some PRS codes 

Binary data 
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CHAPTER IV 

NONLINEAR LINE CODES 

The encoded s~9uences produced by nonlinear cades can 
nat be completely derived From the input data sequence by 
means oFa linear relationship. Digits of the encoded sequenc~ 
are grouped in "characters" of n consecutive digits, encoding 
being dane one character at a time. For example in ternary 
cod~s iF a ternary ch~racte~ is n digis lang, there are 3n 
possiblecharacter combinations. For coding procedure binary 
data is divided into Frames of m bits each; to each binary 
character Frame there corresp~nds one or .several possible 
ternary character. combinations. 

Redundancy in the line coded signal is in the Farm of 
either an increase in the number of transmitted levels or 
an increase in the signalling rate or bandwidth combination 
of these twa, just like in the case of linear cades. Nonlinear 
line cades can be divided ~nto twa main catagories: 

1. Alphabetic cades 

2. Nonalphabetic cades 

BeFore describing the above twa classes, it will be 
convenient to give a number of deFinitions about nonlinear 
line cades. We will illustrate. these deFinitions by meaqp 
of several examples. 

Definition 1 : Running digital sum (RDS): 
Running digital sum at time n is defined as 

(4.1) 

~here a is the encoded sequence and RDS (0) 
is the initial terminal state of the encoder. 

Example 1: Let's assume the encoded sequenqe 
at terminal state ST= I For three bit ternary 
oode is 

+0- (a1=+1,a2=0,a3 =-1) then, 

RDS1=ST+a1 = 1+1=2 

RDS2=ST+t.ai - 1+1+0=2 

RDS3=sT+~lai = 1+1+0 -1=1 
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Definition 2 . Aliowable 'states (S): are the set of values 
(States) that ADS can assume. 

Definition 3 

Definition 4 

Example 2: For terminal states ST~l and ST~O 
the. ternary encode~ squences are 

for ST.=l 

+0-

ADS
1

_2 

_ADS2 =2 

ADS3=l 

ADS! c 

ADS2= 

ADS3= 

-1 

-2 

... 3 

Allowable states are (-1, -2, -3, 1, 2] 

Terminal state (ST): the state which the enco
ded sequ~nce occupies at the end of an enco~~d 
codeword. It is a subset of allowable states. 

Example 3: From example 2 for the first 
codeword S = ADS3 =1, for the second 

T . 
codeword ST= ADS3~-3 • 
Alphabet C(S): ST has an alphabet C(S) 
which is consisting of 2m encoded cQdewords. 
m is the number of binary digits. 

Example 4: Let's assume t~e case mc2, and enco
ded sequence is 2 ternary bits word. 

input binary Encoded data 
data for 

ST=l ST=-2 
alphabet.C(l) alphabet CC-2) 

D· 0 0 + 0 + 

0 1 0 + 0 

1 0 0 D + 

1 1 + + 

Alphabet C(l). and cE-2) consist of 22=. 4 ternary 
code words such as forC(l),O+,-O,O-,++. 
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DeFinition 5·: Encoding rUle e(S): Encoding is a state depen
dent conversion From input binary sequences to 
encoded sequences and it is excuted by a set 
of encoding rules that depend on th~ state of 
the transmitted sequence at the time of enco
ding. (4), (3). 

DeFinition 6 

Example 5: 

Input binat;y Encoded data 
data For - .For 

ST=l ST=-l 

0 0 0 0 0 0 .. -
0 0 0 1 + "'T 0 ·0 + + 

IF the First input data is 0000 ~hen 0001 and 
the initial terminal state is ST=l then the 
encoded sequences will be 

inp'ut 
data 

encoded· 
squence 

o 0 0 0 

0--

000 1 o 0 0 0 

0++ 0-+ 

• 
At state ST-l, 0000 binary word corresponds O~
ternary wo~d. At the end of this ternary word, 
ADS3--1, then the second binary word is encpsed 
to ternary word at state ST--l which is 0+ ... At 
the end·oF this ternary word ADS3=1, then the 
·third binary word will be encoded to correspond
ing ternary word at state ST-l. 

Digital sum variation (OSV): IF the set of 
allowable states (S) of a line coder is Finite, 
the line coder produces the sequences which 
have a Finite digital sum variation (DSV). The 
DSV is equal to the diFFerence between maximum 
.value of allowable states (S) and minimum value 
of allowable states (S) i.e, 

OSV = S max - S . 
m~n 

or 

OSV = ADS - ADS . max m~n 

(4.2) 

Also maximum number of consecutive equal pola
rity pulses is equal to·theDSV. 

Example 6: The OSV of the code in example 2 is 

OSV= ADS ADS. = 2-(~1)=a. So the max m~n 
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maximum number of consecutive like polarity 
pulees must be two such as 

input data 

encoded squence 

000 0 

o to to 
~ 

2 positive 
pulses 

000 1 1 0 0 0 

o .. - 0 - 0 
~ .. __ J 

2 negative pulses 

The physical meaning of the 05V is proportional 
to peak to peak value of low frequency (LF) 
distortion (2), For example if ~he 05V is 2, 
there are 2 consecutive positiveor negative 
pulses, 50 the frequency spectrum will be as 
a OC like behaviour, 

Balanced codes : If a codeword "a" is in the 
alphabet corresponding to some state (5) it is 
possible to use "-a" for the state (5 - (5-5 . )) 

max m~n 

Example 7: 

a: 0 .... in 5=1 and 5 .. 2 max 

-a: 0-- in 5=2 5 
min .. 1 

Balanced codes generate sequences a power 
spectrum containing anull at dc an also int~ger 
mUltiples of liT, The balanced property simpli
fies the decoding procedure, since the code is 
completely specified once half of the alphabets 
have been selected, (4) 

Definition B : Line coder operation for alpabetic codes: In the 
terminal Iii v the coder accepts M binary digits and 
encodes them into codewords consistings of N 
digits by using the alphabet c(s) and encoding 
rule e(s). It takes the AD5 thru allowable states 
and finally ending af?ar N digits at the termi
nal state S', st = S + ai • For the next block of 
M binary dig~ts the w'ole encoding-process will 
be repeated. (4) . 

Definition 9 Terminal state stationary probabilities: These 
values can be found by modelling the encoding 
procedure "a~ a Markov process (4), (3), that is, 

P. rr P (4.3) - --where pi's are the terminal state stationary 
probabi 1 i ties, . 

!::(P(5l ),P(52 ),.··,P(5n);or (4.4) 

. .. . ...... , Pn) 

where 51' 52 , ••• 5n are the terminal states. 

~ is the transition matrix of the terminal 
'§tate process, it is called state transition 
probability matrix (5TPM).It is defined as, 

1\ = 117{ . . /1 = ~J 
(4.5) 
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(4.5) 

The STPM can be easily Found by 

". . ·-2-M 
~J- Iti.j 

, 
[4.6) 

where M is the number of the binary input 
digits, nij is the-number of inputwords which 
cause the encoder to change From terminal state 
i to j. It will be illustrated latter. 

Definition lO:EFFiciency (E) : EFFiciency of a code is deFi
ned to be the ratio of the average bits per 
symbol of the coded signal stream to that of 
the random (uncoded) signal stream. It is 
Formulated as, 

(4.7) 

where M= number of digits of binary input 
N: number of digits of encoded sequence 
K= number of levels of encoded sequence 
L: number of levels of input sequence 

(For·binary input L:2) 

DeFinition 11: State independent decodable (SID): Encoding 
i procedure depends on the states of the sequence 

occupie' at the end of a codeword (From the 
previous deFinitions) In decoding procedu:re, 
additional circuits are necessary to track the 
sequence state For. state dependent decoding. 
Thus, state independent decoding may oFten be 
necessary. Decoding independently of the state 
is possible iF and only iF one binary word "b" 
corresponds to each codeword "ar"in c[s).That 
is the state dependent mapping of (b) into a 
must have a unique inverse. Given a group of 
terminal states (STi)' i;l, ••. n and their 
associated alphabets c(si),it is desirable to 
determine whether it is possible to code so 
that decoding independent of i. The Following 
two necessary and suFFicient conditions must 

-Condition 1 

Condition 2 

be satisFied, For the above: 

A suFFicient but not necessary, condition For 
the existence of an assignment of binary words 
to the members of c(si), i:l,2, ••• n so that 
decoding is independent of is that any integers 
u, v ·such that ~~«, "4"'-

Q £. '- l ~ .. ) () c.l ~I/ ). ~ Q r '" c.. l S", ... I) 
r 

That a binary word "b" has been assigned to 
"a " in the alphcbet c(s ). Then it is possible 
torgive "a " the same bi~ary assignment in r . 
c(s 1) •••.• c(s ). (13) 

U+. v 

A necessary and suFFicient condition For the 
possibility of assigning binary wo~ds to the 
members of c(s.) i:l,2, .•. ~ so that decoding 
is . independeni of i is that Fer l~u~v,x~n and 
For each a E c(s )nc(sx1 iF a ¢ c(s ) then some 

r u r· . v . 
. other word a p ~ c(sv) must be ass~gned to ar~n 

u tk alphabet.ButiFa;p,arEc(sm) where l~m<'n. 
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State dependent decoding is precJ~ded. (13) 

Let the binary words be b b b' band 
states are 1;2,3,4 and the al~h~be~~ ~(l) 

C~ 2), C(3) ,c(4) ,and the set of alphabets ~s 
1n following. 

<::(1), C(2) C(3) C(4) 
b l a l a 2 a l a 2 

b2 ~3 a
4 

8 4 8
4 

b
3 as a

7 a 8 · as 

b
4 

a
6 a 6 a 9 aID 

This is the state independent decodable code 
structure. Because binary w~rd blcorresponds 

words. a l and a
2

• 

O)-b l .. a l E: c( ~)n 

b1 .... a l ¢ c(2) 

b
1 
.. a

2
€ 0(2) 

c(3), b
l
-? a

2
Ci:c(2) 

b 1 .. a 2¢c(l) 

n c(4) 

a 1.a2f. d( 4 ) 

®- b
2 

.... a
3 

E: c( 1) 

b 2 .... a4 £c(2) n c(4) 

,b2~a4 € c( 3) 

a 4 ' a 3 ; c( 1) 

a
4

,a
3

;'c(2) 

a4 ,a3 ¢c(3) 

b1 .. alE:c(1) 

ac.Flt c(4) - '" 

4.1 ALPHABETIC CODES 

An alphabetic code is defined as one in which XK-level digits 
are. converted intoyL level digits using alphabe~ c(s) and 
encoding rul~ e(s). Such a code is deno~ed as an XK-yL cod_, 
although this notation is not always adopted. 

For the conversion to be possible, the following relationship 
must be satisfied. 

K
X

" L
Y 

or 

x :$ y lo9kL (4.8) 

In most cases, the input data ,is binary, i.e K:2 then 

(4.9) 

And the ratio of symbol (line) rate'to the input rate is 
(Fig 3.) 

(4.10) 



63 

Conversion of in put - data into individual blocks or 
word~ need to be framed or synchronized at the receiving 
term~nal before the information can be correctly recovered. 
Synchronization is achieved by monitoring the various 
built-in properties of the code. such as ADS, state transiti
ons, violations etc. 

We can summarize the alphabetic codes into two blocks. 

1. Binary alphabetic codes 

2. Multilevel alphabetic codes. 
a) without rate increase. 
b) with rate increase. 

4.1.1 Binary Alphabetic Codes 

In binary alphabetic codes binary data is converted 
into another binary squence. Zero-disparity, unitdispari~y, 
Neu, Harvey and 25-3B codes are examples of the binary 
alphabetic codes. 

i) Zero disparity cod~ 

Codewords are 2n bi t words which must contain n "ones" 
and n "zeros". for keeping t:edundancy to a low level, n must 
be large. _ 

-ii) Unit disparity code 

Codewords are. digi t -groups in which number of "ones" 
differs by only one from the number of "zeros". • 

iii) Neu code 
Binary is first converted into a ternary stream 

using an appropriate conversion procedure (ex.3 binary to 
2 ternary, 3B-2T) the resultant squence is then translated 
back into binary using one of the rules given in table 4.1. 

TABLE 4.1 Neu code translation 

Ternary symbol A-code B-code 

+ 1 01 10 
0 00 00 and 11 alternating 

- 1 10 01 

The B code is balanced code, number of zeros equal 
to the number of ones. Error monitoring can also be carried 
out using the alternation rule in the translation. Inter
med iate binary to ternary cbnvecaioCl: yi elds increase in 
signalling rate. (For 38-2T, signalling rate is 4/3) 

iv) Harvey code 

The generation of this code is similar to Neu codes 
Binary-ternary-binary translation is used by using rules giVE 
in table 4.2. 



TABLE 4.2 Harvey code translation 

Ternary symbol 

+ 1 
.0 

- 1 

Binaryword 

1000 
1100 
1110 
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Each codeword can be identified by the location of the one 
to zero transi tio.n. Large amount of redundancy is introduced but 
signalling rate is high. For example for the intermediate 3B-2T 
conversion signalling rate is 6/3. 

v) 28-38 code 
This class of coding is where 2 binary digits are converted 

into 3 binary digits by using a set of rules. 

4.1.2 Multilevel Alphabetic Codes 

Binary input data is converted into multilevel ~equences . 

. 1) Mul tilevel alphabetic codes without rate increase 
One such code is Pair-Selected-Ternary [PST). The PST code 

translation is shown in table 4.3. It consists of two alphabets 
[c Cs))as mode A and mode B which alternate each time 01 or 10 is 
detected in the bi nary / input stream ....... ,-- J 00 ternary pairs are not 
used and they can provide framing information and alternation 
property gives the error monitoring capability. (8) [Signalling 
rate is 2/2 = 1, thus no rate increase) 

TABLE 4.3 PST code translation 

Binary word 

00 
01 
10 
11 

Example A 

Ternary words 
\-lode A Mode B 

- -t- - + 
0 -t- a -
+ 0 - a 
+ - + -

Binary input 00 10 10 
Ternary output -+ -t:QJ -0: 

ModeA :ModeB: 

11 01 
+- 0+: 
ModeA ! .Mode B 

When the probab il i ties of occurence of "ones" and "zeros" di ff er, 
a modified PST is prefered in.Table 4.4. 

TABLE 4.4 Modified PST code translation 

Binary word Ternary word 
Mode A Mode B 

pO 0..- -0 

Oi -+ -+ 
10 +- +-
11 +0 0-

Modes alternate after each 00 or 01. 
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2] Multilevel alphabetic codes with rate increase 
There exist unlimited number of codes which belong to this 

1 ass for a given number of 1 evel s L in the required coded signal, such 
code-constructed provided that the coridition in 4.8 is Satisfied 

o tre 6ufficient redundancy is introduced.Ternary alphabetic codes, 
742, V~43, 3B-2Q, 6B-301 codes are some of ~he~ 

i) Ternary alphabetic codes 

Ternary alphabetic line codes are translated M binary inpu~ 
,igits into N ternary channel symbols by using encoding rules that 
lepend on the state of the encoder.-7hese codes are described as 
iB-NT codes. Number of levels of ternary digits are three as +1,0,-1. 
hen the information capacity of a ternary channel is 1092 3=~.58 

Ii ts /symbol, so these codes can potentially increase the data rate 
Iy up to 5 percent over straight binary signalling. 

MS43, 4B-3T, Fomot type of ternary alphabetic codes will 
Ie explained in the fol16wing pragraphs. 

MS43 Code 

Four binary digits are translated into three ternary digits. 
he translation-is shown in table 4.5 [2] 

TABLE 4.5 MS43 Code 

Binary word Ternary words 
ST=l ST=2 or3 ST: 4 

0000 -rt--t- -+- -+-
QOOI ++0 ~O- ~O-

0010 ;t;p+ 0-0 0-0 
0011 0 ... -00 -00 
0100 +-+ +-f-
0101 0-+ 0- : 0-+ 
0110 -0+ -+0 -0+ 
0111 DO ... DO ... --0 
1000 0 ... 0 0 ... 0 -0-
1001 +00 +00 0--
1010 -+0 -+0 -+0 
1011 +-0 +-0 +-0 
1100 ... 0- ... 0- +0-
1101 0 ... - 0+- 0+-
1110 -++ - .. + --+ 
1111 f-+- +-- +--

MS43 ternary words are grouped into three alphabets [c[s]] 
:orresponding to ST=1,2 or3,4. The procedure for finding the allowable 

3tates [s] is indicated in Table 4.6 as in example 2.0ne can easily see 
that at the end of a ternary word, the ROS is equal to the one of the 

terminal states. 
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TABLE 4.6 Allowable states of MS43 code 

Binary word Ternary word 
S ;1 ST=2or3 ST: 4 

AO~l AoS2AoS
3 AoS

1
AoS

2
AoS

3 ADS 1 AoS2AoS 3 
DODO 2 3 4 121 232· 3 4 3 
0001 2 3 3 221 332 4 4 3 
0010 2 2 3 2 1 1 322 4 3 3 
0011 1 2 3 1 1 1 222 3 3 3 
0100 2 1 2 3 2 3 434 3 2 1 
0101 1 0 1 2 1 2 323 4 3 4 
0110 0 0 1 1 2 2 233 3 3 4 
0111 1 1 2 2 2 3 334 3 2 2 
1000 1 2 2 2 3 3 344 3 3 2 
1001 2 2 2 3 3 3 444 4 3 2 
1010 0 1 1 1 2 2 233 3 4 4 
1011 2 1 1 3 2 2 433 5 4 4 
1100 2 2 1 3 3 2 443 5 5 4 
1101 1 2 1 2 3 2 343 4 5 4 
1110 0 1 2 1 2 3 234 3 2 3 
1111 2 3 2 ! 2 1 432 5 4 3 

The allowable states [5) that the ADS can assume is 

S:[0,1,2,3,4,5) for this code. And The OSV is 

DSV = S·""Q,r. -S"'ir\. = 5-0:5 

Terminal state diagram of MS43 code is in Fig 4.1 Let's 
show the co~putation of this diagram by looking the alphabet for 
ST:l, from table 4.6. !h.ere are six words that end with ADS::J:l ther 

the number of transitions that do not lead the change in state is 
.n

1l
:6.There are six words that end with AoS

3
:2, then the number of 

transitions from ST:l to ST:2 are 6 [n12:6).There are three words 

that end with AoSJ:3, then the number of transitions from ST:1 to 

ST::t3 are 3 [n
13

:3]. There is one. word that ends with AoS 3=4, then 

number of transitions from ST=l to ST=4 is 1 Cn 14=1). 

Finding 

6 

Fig.4.l State transition diagram of MS43 code 
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t~e term~nal.state transition probabilities will be easier by using 
d1agram 1n f1g 4.1. Thus state transitio~ probability matrix(STPM) 
is 

1 [~ 
6 3 

~1 1f:~ . 6 5 
5 6 
3 6 

Where n .. 
n:.= -2:...:! = 

'J M 2 

n .. 
1J (ex. 

.16 

(4. ] I) 

n 
IT -~- 6 , 
ii-16 -16 

Then the terminal state stationary probabilities can be 
found by using equation 4.3 

.P1£ =f' 

-t: i:i Pi:! 

48-3T Code 

} (4.12) 

In this code four binary digits are converted into three 
ternary digits as shown in table 4.7. Six binary words are converted 
directly into balanced or zero disparity ternary words. The 
remaining ten are translated into ternary words of +1,+2.+3 digital 

sums. These ternary words a~e grouped into two alphabets according 
to 'the polarity of the digital sums. Mode A is used for RDS:-l,-2,-3 
and mode B is used for RDS;0,1,2. Mode alternation can provide error 
monitoring and synchronizing the received sequence. 

TABLE 4.7 4B-3T code 

Binary words 

0000 
0001 
0010 
0011 
0100 
0101 
0110 
0111 
1000 
1001 
1010 
1011 
1100 
1101 
1110 
1111 

From the same 

Ternctry words 
ST;-1,-2,-3 ST: 0 ,1,2 

D. + 0-+ 
-+ 0 -+0 
-0 + -O-t 
fo- .. -.-
Ot- ... 0--
Ot- 0 0-0 
00 + 00-
-t- 1- +--
Ot- - 0 .. -
+- 0 +-0_ 
+0 - ... 0-
... 0 0 -00 
-to .... -0-
-t+ 0 --0 
..... - --+ 
.+ +. 

procedure as in MS43 



Allowable states: s: (-4,-3,-2,-1,0,1,2,3) 

DSV: S .-S.: 3-[-4): 7 
max m~n 
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There must be 7 consecutive like polarity pulses if 
the initial state s:-3 and the encoded ternary word is -OT, again 
in the same state and let's assume the corresponding ternary word 
is 0+ +, now it is at state s:-l, and let's assume encoded ternary 
word is + + T, so it is at state S~2, again Let's assume encoded 
ternary word is +-- then -0+ 0++ +++ +--

7 po~itive pul~e~ 

6 

1 

1 
1 1 

6 
6 

3 3 • 
6 3 3 

. 1 

6 
. Fig.4.2 State transition diagram of 4B3T code 

anp STPM and terminal state stationary probabilities 

are 6 6 3· 1 0 0 f;= ~= 1/30 
1 0 6 6 3 1 0 n=I6 

0 0 6 6 3 1 ~: Fa= 4/30 
1 3 6 ·6 0 0 
0 1 3 6 6 0 f.= Poe 10/30 
0 0 1 3 6 6 

Another 48-3T code is "Alternate-Mode 48-3T" code. 
In this code mode is changed when nonzero di~it~l 7u~s, othe~w~se 
. . uneltered The OSV of this code 1S ~nf1n1ty. Inf1n1tely 
~t rema1ns· . ' 
many consecutive same polarity pu1sses w~ll be poss1ble. 
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Fomot code 

Fomot [Four mode ternary)code is the short word version 
of 4B-3T code. The structure of the code is shown in table 4.8~For 
ADS= 1,2,3,4 there are Four alphabets. 

TABLE 4.8 Fomot code 

binary word . Ternary words 
ST:l ST: 2 ST:3 ST~4 

0000 - ++ -00 -++ -00 
0001 +0 -+0 -+0 - ... 0 
0010 + -0 +-0 +-0 .. -0 
0011 + .00 +-- +00 +--
0100 - 0 ... -D. -0 ... -0 .... 
0101 + ...... -+- T+- -.-
0110 .. 0+ +0 ... -0- -0-
0111 + 0- .. 0- +0- ...0-
1000 0 ++ q ... + --0 --0 
1001 0 ... 0 0-0 0+0 0-0 
1010 + -+ +-+ +-... 
1011 ... +0 ... +0 0-- 0--
1100 0 0 ... --+ 00 .... --+ 
1101 0 +- 0+- 0 ... - 0 ... -
1110 0 ,..+ 0-.... 0-+ 0-+ 
1111 ..... +- 00- ..... - 00-

Allowable 5 atas 5:(0,1,2,3,4,5) 
-

DSV::: S~aX'-Smih: 5-0c5 

• 

6 

Fgg. 4.3 state transition diagram FDMDT code 



The 5TPM and terminal 

1T = .2:.. 
6 

16 6 

3 

1 

state 

6 3 

6 1 

1 6 

3 6 
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stationary probabilities are 

1 

3 

6 Pl=P2=P3~P4- ~ 
6 

Other ternary alphabetic codes such as6B-4T, 10B-7T can be 
produced. 

iiJ L742 code 

In this transmission scheme, block of Four binary digits ! 
are converted into words of 2-seven level symbols grouped into 
three alphabets as in table 4.9 (10) 

TABLE 4.9 L742 code 

Binary word Encoded wars 

5 T=1 or 2· 5 T=3 or 4 

0000 3 -3 -1 1 
0001 3 0 -2 1 
0010 0 1 0 1 
0011 2 a 2 0 
0100 a 2 a 2 
0101 3 1 -2 2 
0110 1 1 1 1 
0111 1 0 1 0 
load 3 -2 -1 ·0 
1001 3 -1 ':'2 0 
1010 2 -2 2 -2 
1011 2 -1 2 -1 
1100. 0 3 -1 -1 
1101 2 2 0 -1 
1110 1 3 0 -2 
1111 1 -1 1 -1 

Allowable state· : 5- (1,2,3,4,5,6,7) 
D5V _ 

5 - 5 = 7-10:.6 max min 

iii) VL43 Code (Variable Length Code) 

5 T-5 

-1 
-2 
-1 
-3 
-2 
-2 
.0 
-3 
.-1 
-2 
-3 
-3 
-1 

0 
0 

-3 

or 

1 
1 
3 
1 

-2 
.2 

-3 • 
2 
0 
0 
1 
0 

-1 
-1 
-2 

3 

6 

i 
i 

. I 

This is the variable length alphabetic code. It attempts' 
to increase Fixed length state-dependent code eFFiciency by: I 

increasing the word length. In this code there are three alp- i 
habets with 5T:A05= 5 1 ,52 ,53 • The alphabet c(52 ) contains only i 

words of length three. c(5
1

) and c(53 ) each contains 16 words of 
length six (each carriying 8 bits) and 15 words of length threJ 
(Table 4.10),(13) Thus First 4 binary digits are converted intd 
3 ternary digits and second 8 binary digits are converted into I 
6 ternary digits. The algorithm For VL43 code can be summarized 
as follows. 



1) 
2) 
3) 

Compute ADS 
Examine the hext 4 b" L k " 1tS 

00 1n the table For 3 d" " 
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corresponding to th 4· 1~1t ternary codeword 

IF 
ese b1ts and th d" " 

no codeword is Found " e 191tal sum. 
examined to 8 and look F1ncreas~ the number of bits 

4) 

word. - or a sU1table 6 bits ternary 

5) A~cord the selected word and b1ts. go back to 1 for next 

TABLE 4.10 VL43 Code Book (13) 

. :\il,h'lhrt rur "\~lrr f.:t.nlf' 
U;!'.ary r.'llIi\":tl,·nt. ·---···ii::· ---- -j--". -- - •. _ .. - --"-________ ..... _____ . ""c.,~~i II··(~:I ! II' .,,'- _ .. 

(\111\0 -, -- -.. -- - \.t, .• -- - .. - •• c:.\~(l.t. --- .. _-'o!J!~ 
0111'1 ' + - I- ! ., -I- I 
111110 \ 'I 1 
II I IIi) 'l-l-11 II H} 
1111.10 .11111 .1. ---

0011 IIIJ.t ni,+ 
nim 0+- ,I: .. +1)_ -/11·· 
\lUll .1. ·-1-11 . 
10111 "'11-
1100 -".... (I·-II 

.) -. .. - -- ~. 

IJIIll -.f) 1 1111 ' - ~I 

-+--
·-Il--
+--
-J-!--
4·11-
II/I
II-I) 

I lIll _.,..!! --": It 
lOll -1,Li-'- II !- -(1-

11111 11-- .;. n·-· I- 0-· 
1111 • i-- .!-::-- '11-·-

_______ .. __ ._ ... .;.;- .. ~. r -1111 
C::~.S!Y·--·--- ,. -_ ... _. --. ,---' --. 
e:-'O'"I " ~t.~~)··---· 

Uinnr'." 1':'I:.i-. ah.nL ) II !: ___ ._II_I''''I_~_I ___ .. ___ II' 'J" 1-· .____ _~_ m~r~ .,~~·.a~~~~~ ___ .-\Iph .. l~t 
111111111111111 --:"'--1--1-: 1111111111111111 --')'------. 
III~I\IIII'II + + ' I - -- - - ---
I!' ~ IlOOJII I -= -= -- (-;,-0 -1'1 11I:llit}!,'}I:llllil) I + -- +.:.. .. .:.. 
01 JIIII I 

IItll . ( +- ... - -1'1-
"'"J - ...,... - +1111 I 1}01 (I I) I • 

(1
1"1111' " I III l I\'JU+--
• hJ 1'-~--III1+ I 1II1111}I noo '.:-+-.-0 

1'11111111/11 1 + I 0111) illllJ1 : +++=~-"I I 1101111
11

1111 I .:.----+0+ 
on'11HlOI I --.;---++0 I n;llIlJll\Cll ,--- ~J_f) 
Of")II111i'1 OllOO\OOI +- +0(1-
(I/lIIIII1

U
I 1--'-.-+11-1- OIlIIlJ.I(l1I1 +-+11-') -"--0++ 011:1111111'0 ":.--+--'-,' 

01ll'llll111 Ilflll + 
0("1:11111 Il_I.III!'-.=.;...+_I-;-_ ',_ (;11111'(11111 ! IIf

l

llt--I' 
IJ'J',lllltl ." Ollllllil III ! 11111\- --

. . 11.11'11'.11101 I' ~- - - + -.. -
(u.".,llllll'I-+7-'01l I IIrtfl'l 11 \I I 1 ____ .1. .•• , 

1)011111111 .J... j + I _ ,-T -, nUnOOII! 1+-+11 .--
1.1111111111 (Iflll I + I ____, 111111111111 1 +.-+-,~\ 

, I' I 
---______ 1 _____ • __ ' ____ • _____ •• ___ ~------

• 

For example if 110000010000 is to be coded when state is 
s2 the first 4 bits are encoded as --+, after which the state is 
51. The next 8 bits are encoded into a 6 bits word, - T - T -T 

VL43 codes combine the .advantages of short and long wor.d 
lengths. It uses minimum number of possible words instead of many 

number of words in fixed length codes. 
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i·v) 38-2Q Code 

In this code three binary bits are converted into words 
of two Four-level symbol . 1 4 ( s as 1n tab e .11 10) There are two 
alphabets and the modes alternate when-the First two input data bits 
are both zeros or bot~ ones. 

TABLE·4.11 -3B-2Q Code 

Binary word 

000 
001 
010 
011 
100 
101 
110 
111 

Encoded words 
Mode A Mode B 

-3.,.~1 
-1., -3 
-1, 1 
-3, 3 
1,-1 
3,-3 

-3, 1 
1,-3 

3, 1 
1., 3 

.-1, 1 
-3, 3 
1,-1 
3,-3 
3,-1 

-1, 3 

The OSV= 9 is quite large and the LF distortion is 
expected to be high. 

~] 6B-30I Code 

In this code blocks of six binary digits are translated 

-, 

. into words of three Five level symbols grouped into two alphabets. 
Mode alternation is controlled by the running digital sum at the end 
of the quinary (5 level) word. 

4.2 NONALPAABETrC.'·COOEiS:-

These codes derived From basic bipolar encoding algorithm. 
We know that in the bipolar code, zero binary is transmitted uncoded. 
Long sequences of zeros are not desirable as no timing inFormation 
can be derived. One such approach is using PST or modiFied psir 
selected ternary For removing long strings of zeros. The other 
methods are similar in that they substitute For sequences of 
consecutive zeros some chosen non-zero pattern. These methods are 
realized by the nonalphabetic codes. Nonalphabetic codes can be 
explained into two groups as in alphabetic codes 

-' . 
1. Binary nonalphabetic codes 

2. Multilevel .nonalphabetic codes 

4.2.1 Binary Nonalphabetic Codes 

Polarity pulse coding, Miller code are the codes in this 
group • 

. -I) i) Polar i ty Pul se Code 

One takes n-bit data block and transmits it either 
unchanged or with the bits inverted, as en (n+l) bit word so as to 
reduce the running digital sum since the beginning of the trans
mission. The extra digit, that is pol~rity digit, indicates whether 
or not the original data has been inverted. The othe neme of this 
code is Carter cod~. 
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if) Miller code or Delay modulation (OM) 

.. This code is a variation of the diphase or biphase-L code. 
A trans1~10n f~om one level to the other is placed at the midpoint 
,?f the b1t per10d when the binary data contains a 1It one". No transition 
1S used for a "zero" unless it is followed by another "zero" r in , 
which. case the transition is placed at the end of the bit pe:iod of 
the f1rst "zero". Fig 4.4 (6) indicates the relation between diphase 
and delay modulation. 

0 
Binary input 

1 0 I 0 0 I 1 
I 

1 0 0 1 0 1 1 U 

~ r0- t- r-t- t- .- r- r--l- t- r0- t-- r- r-h 

Oiphase 
~ ~ -I-" "- .-- ..... -- ... --~ .... - - -- I 

.... ~ r- r-
OM 

.... I-

Fig.4.4 Oipl:1aae am;! delay modulation 
• 

4.2.2 Multilevel Nonalphabeti6 Codes 

Time polarity control, filled bipolar or AMI, feedback 
balanced codes are some of these codes. 

1. Time polarity control code (TPC) 

This code is not derived from the bipolar code. In this 
transmission, time.slots are labelled alternatively positive and 
negative. Pulses occuring in the negatively labelled slots are 
transmitted with a negative polarity or viceversa. Zeros are sent out 
unaltered. LF and DC components are produced. Generation of TPC and 
wavaform in Fig 4.5 a and b.(lO) 

Binary input . 

_____ ~~ One-stage 
counter Clock 

Fig 4.5 

(a) 

TPC 
Output 
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Half-width , 

l- t- .... .... l- I- r-
Binary input 

..... 
7 

~ I-
--, 

~ --
Half-width 

TPe 

" ;" Output 

I- .... .... 

Fig.4.5 GeneratHm of TPe(a) and TPe waveform (b) 

2. Filled bipolar or AMI code 

Spaces are denoted as "zero", positive and negative pulses 
generated using the bipolar encoding rules are denoted mB "B" pulses. 
On the other hand pulses (whether inserted or inverted from the 
original sequence that violate, are denoted as "V" pulses. A "V" 
pulse has the same polarity of the preceding pulse. B6ZS, high density' 
bipolar (HOB), compatible high density bipolar (CHDB), uniformed ~. 
bipolar' code, transparent interleaved bipolar (TlB) code are the 
codes of filled bipolar codes group. 

i) B6Z1 code 

Wi th this code the encoded se~uence is obtained from the 
original bipolar stream upon substituting following pattern for any 
strings of six consecutive zeros. (10) (9) 

BOVBOV 

Alternatively OVBOVB can also be used depending of the 
polarity of the previous pulse and last pattern violation. Removing 
the consecutive zeros increases the DSV from 1 to 3. ( OSV of the 
bipolar code is one) 

Other bipolar. with n zero substitution codes can also be 
derived, in fig 4.6 block diagram of a BnZS encoder is illustrated. 
Bipolar stream is unchanged, except where the number of consecuti,ve 
zeros exceed (n-l). At the decoder substituting sequences are removed 
B6ZS code is shown in fig 4.8. 



Bipoler Pulses 
If'. 

Un ipolar input Unipolar to n-zero 
bipolar extrac'1ing and BnZ~ Outp 

./ encoder .... , substituting ""7 

ut 

circuit 

Fig.4.6 Block diagram of BnZS code 

ii) Uniformed bipolar code 

In this code, sequences of consecutive bipolar pulses 
are also substituted, in' addition to consecutive zeros. The BOVOBOOV 

seque8ces are used for eight consecutive zeros and BOOVBOOV sequences 
are used for eight consecutive bipolar pulses. If timing content of 
bipolar stream is low, the fillins format tends to increase it, 
viceversa. The pulses are therefore uniformly distributed. 

iii) High density bipolar (HOB) and Compatible high density 
bipolar (CHOB) code 

These codes have all_common characteristics~their digital 
sum variations are identical and equal to two, 1rrespectjve of the 
1 ength of the substituted zero squence. 

A H08 code of order n (n~2 ) denoted as H08n, is one in 
which (n ~ 1) consecutive zeros are replaced by ~ne of the following 

seauences depending on keeping of the number qf 8 pulses between the 
consecutive V puls~s odd. (10) (9) 

8000 .... V 
or 

,0000 .... V , , 
n+ 1 digits 

The remaining pulses are in the original unipolar stream. 
If the filling sequences are 

00 .•... 080V 
or ,ooqo ;~:; DOV , 

n + l' digits 

the codes ,are called compatible HD8n (CHD8n). The block diagram of 
the encoders of these two codes ere in fig 4.7 and waveforms in 
fig 4.8 

n-Zero 
Unipolar input ,extracting and 

substi tuting 

HDBn or CHDBn 
out ut 

Fig.4.7 Block diagram of HDBn or CHDBn encoder 
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ivJ Transparent interleaved bipolar (TIBJ code 

. A TIB code of order n is derived from two ternary 
subsequences : (lOJ 

1. Each subsequence normally follows bipolar encoding 
rule. 

2. When (n+l] consecutive zeros are found in the resulting ~ 
squence, they are -~illed by the following pattern 

,00 .... OOXXVV, 
n+ 1 digi ts 

x denotes either a zero or a bipolar pul se chosen 
such that the number of B puls~s between successive V pulses. is add. 

3. The two V pulses in the same filling pattern have 
opposite polarity. 

The waveform of TIB code is in fig 4.8 

3. Feedback balanced codes 

balanced codes, one 
I 

There are two types of feedback 
involving redundancy in the number of symbols or digits and the othe~ 
in the number of amplitude levels. . 

The first scheme is the multilevel. version of the 
polarity pulse coding The second cheme involves an increase in the 
number of possible levels for each digit or symbol. This redundancy 
is then used to minimize the LF components by controlling the 
polarity of some of the output pulses by negative feedback. 

4.3 SUMMARY OF NONLINEAR LINE CODES 

Nonlinear line codes are derived from input data 
sequence that the digi ts:Jf the encoded squence are grouped in : 
characters of n consecutive digits, encoding being done one charactet, 
at a time. Thus there is not a linear relationship between input 
and encoded sequences. These codes are divided into two main parts. 

1. Alhabetic codes : ~ binary input digits are converted 
into' the multilevel symbols, such as'N ternary. Encoding procedure 
is state-dependent and states are determined by the RDS. Synchroniza! 
tion and timing recovery is achieved by the property of the state . 
transitions, RDS, DSV and violations. 

2. Nonalphabetic codes: These codes are derived for the 
purpose of removing the long string zeros. They used some sequence 
patterns with violation rule instead of consecutive zeros, so the 
timing recovery and error detecting will be easier. 

The block diagram of the nonlinear line codes is shown 
in fig4.9 
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~.4 COMPARISON OF VARIOUS CODES 

4.4.1 Comparison of var10US codes without rate increase 

The results of this comparison are outlined in table 
~.12 (10) All of the codes in the table have three levels and inFor
nation redundancy is 10923:1.58 (58%] -

TABLE 4.12 Comparison of various codes without rate 
increase 

4 HD82 , CHD82 
8ipolar PST 83Zs HD83 86Zs CHD85 

Max.no of 3 3 3 3 3 3 
level 

R edundancy% 58 ,58 58 58 58 58 

DSV 1 3 2 2 '3 2 

Normalized 1 1.25 1.57 1.02 1.28 0.98 
timing content 
Normalized 1 1.50 1.21 1.10 1.06 1.02 
average power 
Max.no of 0.0 2 2 3 5 5 
consecutive 

zeros 

Normalized timing content is the magnitude of the spectral 
density at half line rate. Normalized average power of a code or 
its pulse density is the mean value of the spectral density tSlat is 
evaluated over the, whol e range of the continqus spectrum. 

8ipolar code is the most well known code. It has lowest 
possible value of DSV::l, but it has'disadvantage is that zeros are 
uncoded thereFore timing inFormation can not be derived when long 
strings of zeros are present. 

The PST codes introduces the Following problems. 

1. 8inary input is encoded into words of two symbols, 
these words. 

2. More power is needed asin Fig 4.12 (lO).The PST code 
uses 50 % more power than the bipolar code so this leads increase 
in lSI For some transmission channels. But PST timing content is 
great,er' than bipolar timing content by 0 .25 Factcir • 

The extraction of zeros is much better achiev~d by adopting 
the 86Zs code. On the other hand HD82, CHD82, B3Zs are Favourable 
For both timing and distortion indices. ' 

LF distortion: DSV is used as a measure For the peak to 
peak value of the LF distortion. All LF distortion leads to a 
degradation of the noise margin. The average-power of the'destructive 
LF-distortion of the some codes is calculated as in table 4.13 
(Fig 4.10) (2) 
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TABLE 4.13 Average power of destructive LF distortion of 
som'e codes. 

Code 

AMI 

HDB3 

B6Zs 

LF distortion 

1 q 
~ 

2 2 
P q( I-t-2qT 34 J 
(2-q4J Cl-q J 

q Cl_q5-:-2Pq5J 

4(ol_q6 J 

Where q= I-p probability of binary zeros 

p probability of binary ones 

LF distortion 

0.1 0.2 

Fig.4.1D LF distortion 
0.9 p 

lSI power Factor (cross talk factor) i~ defined For n-level 
digital signal as(2J 

n 2 
CPF:: L. (n-iJ Pn - i 

;= f n-l 

(4.17) 

where Pn-iis the probability of transition between pulses 
which diFfer (n-iJ levels in amplitude. In ternary transmission, the 
worst transitions are + -, - +. The transition TO, ~, -0 and 0-
contr ibute only one fourth as much 151 power. Thus the' 151 power 
becomes 

CPF= _l_P l + P2 from equat::ion 4.17. Table 4.14 gives the 
4 

CPF for some codes. (Fig 4.11J 



TABLE 4.14 crosstalk power factor of some codes 

Code CPF 

AMI 1 P (l~p) 

HDB3 

B6Zs 

0.2 

0.25 

~ 

5 p(2-t-2p-t-q ) 
4 4 ,2 (2 -q ) ( 1 -q ) 

6 p(l+p ~5q ) 
6 2 (l-q ) 

0.2 
Fig.4~·11 

0.4 0.6 0.8 
lSI factor (CPF')' 

P 

4.4.2 Comparison of codes with rate increase 
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.. 

The most interesting codes with rate increase are the 
alphabetic codes with exception of PST. Various parameters of these 
codes can be.seen from table 4.15 (10) and power s~ectrums is i~ 
fig 4.13 (10) 
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HOl:.l2 
CHOB2 
B3ZS 

86lS 
. ----
~~-------

\ HDB3 

/---~ 
CHD85 

\ 

" " , 
IJlPOU\R 
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Fig.4.12 Power spectrum comparlson of varlOUS codes wltnout 

rate lncrease for svmmetric random binarv data 
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TABLE 4.15 Comparison of various alphabetic codes 

PST 4B3T 4B-3T MS43 VL43 3B-20 L742 
(Alternate 

mode) 

No of levels: ,', '.3 3' 3 3 3 3 3 

Bits/word 2 4 4 4 4 or 8 3 4 

Symbol/word 2 3 3 3 3 or 6 2 2 

Inputrate/ 1 1.33 1.33 1.33 1.33 .,ll5 2 
linerate 
Redundancy % 58 18.8 18.8 18.8 18.8 ·33.3 40.5 

OSV 3 ~ 7 5 4 9 6 

Normalized 
timing content 1.25 0.80 '0.76 0.84 0.94 

Normalized 
'average power 1.5 1.31 1.36 1.26 1.20 

No.oF alphabets 2 2 2 3 5 2 3 

Max .no.oF, 2 4 4 4 5 0 2 • 
consecutive 

zeros 

Max.no of cons. 2 5 6 6 2 2 
pulses of same 

pol. 

There exists little diFFerence between the above codes. The 
MS43 code has better perFormance indices than 48-3T. It utilizes 
less' average power For a given symmetric rndom binary data(Fig 4.14) 
(101 It has lower DSV, so it has lower distortion (Fig 4.15)(10). On 
the other hand 48-3T code has only two alphabets as against three For 
MS43. 
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CHAP'l'ER V 

EVALUA'l'ION OF PROBABILI'l'Y OF ERROR IN THE PRESENCE OF ISlAND ADD1'1'IVE 

NOISE 

The main purpose, for designing and selecting the line codes is 

to min imize the symbol probability of error, P{ e). 'l'his PUt pose pL'e-

sen ts the determination of 0r ror probabili ty (P{ e» in the prL'SL'IlCl:' cf 

lSI and additive noise that is a major problem in digital c01l\\lIunicdtion 

systems. Several methods have been proposed to evaluate the probability 

cf error due to lSI and. noise JNe will try to explain inshortly ~orm some 

cf these methods in chronological order, detailed derivation of this 

~ethods in references. 

~·.l 'rHE METHOD OF THE SHIMBO AND CELEBILER 

In recent years Shimbo and Celebiler have developed a method to 

compute the P(e} due to lSI for binary signals. They have considered 

;:he binary baseband system. Their main assumptions are that the symbols 

cn data stream are mutually independent and the additive noise is gaus

:. lan noise with, zero mean and var iance b... indpendent of the (Ck) ~ we 

'·.oow that the output of the sampler in binary baseband system is asin 

equation 2.2 
pO 

y [CZ') - aox['t;:) +.?: akx['Z)-nT) n ["0) [5.1 ) 

They assumed that k.jD 

ak :: {+1 
-1 

with probability 1/2 

[5.2) 

with probability 1/2 

'1'he middle term in (5.1) is lSI and the last term in (5.1) lS the addi

tive gaussian noise. The receiver decides that 

a = 1 if Y (CC) is positive 
0 

a = 1 if y(CZ) is negative 0 
A decision error occurs if y(C[) is positive while a =-1 or vice versa. 0 

if the following notations are used 

1<: -..0 

>:'''0 I 

ISI=E (CZ')= 2 anx (t-n'I') ( 5 . 3 ) 

and 

ISI+noise=g(l)+n(~) (5.4) 



Then the Pee) in decision can be written as 

p(e)= ~ [pr(Z(7)+n('t»x(~)Lo=_' J 
and 

+Pr l Z("'1. )+n('t) < -x(,) lJ 
+ n ("l) ~ x( "'( )] J p(e)= ~ [1- pr[-x(l)'~ B(l) 

if 

Q ( e) = ~r L -,x ( L) ~ B (OC ) +n ("'C) ~ x (O()JJ 
Then 

AlSO 

p(e)~ Pr Llg(L)+n(-c..)\ > x(On] 
Q( e):~ Pr (JB( "l.)+n(l..) I < x('tD 
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(5.S) 

(S.6) 

(S.7) 

(S.8) 

(5.9) 

(5.l0) 

They obtained the Pee) given by (S.9) by using Gram-charlier 

expansion (24). The result is that the Pee) dueto additive gaussian· 
2.... -9).. l IJ noise of power b':;' bn -l- ~ x... where ~= I x(l-:kT) plus the lSI power 

that 'is not gaussian. If lSI power ~x~ is smaller than the noise 
4 

2-

power ~ thenthe sum term.issmall and the series converges very fast or 

viceversa. 

They examined their methods by using finite number of interferinl 

pulses. First they took 10 interfering pulses (five on each side of the 

main pulse), they had. seen that the results were the same as the exac£ 

values of Pee), then they increased the interfering. pulses such as 49 

pulses, they observed no change in Pee). 

Ho and yeh derived this same results for multilevel signals with 

the same assumption that the symbols in data stream are mutually inde

pendent. For most baseband data transmission systems in which' line co

ding is used that produces a correlated data stream. For such a data 

signal the evaluation of Pee) becomes even more difficult. 

Glave tried to derive a generaL upper bound on the Pee) due to 

lSI for correlated data signals •. (14) 

S • 2 THE METHQID OF GLA VE 

Glave considered .the system as in fig S.l 
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Fig.5.1 The baseband system 

Wekn·.ow the. t again from 2. 2 

Y ( « ) = a 0 x (l) + ~ x (OC - kT ) + n (or ) 

if a sequence (a"~) represents an in dependent binary seq~ence 

(ak =- 1)· then the probability of error will be as in Shirnbo and ,Cele

biler 

(5.11) 

Let's consider a code with·· corelated symbols· such as bipolar 

and PST· codes. For the bipolar code, the probability distribution 

for each' ~ is 

Pr t ~=11 = Pr ~ ~=-11 1 = 4 
1 (5.12) 

= '2 

For a fixed k the preceding symbol and succeeding symbol are each 

correlate~ with the symbol ~ is 1 

t 
n=l 

and 

R(n)= E i ~ ~+n-.~ = -0 4 
nl'l 

(5.13) 

in the PST code asin table 4.3 

Pr. t~=l]·= Pr 1~= -1 3 
= 8 

Pr. t ~=o 1 = i (5.14) 

. , -3/8 
R (n) . = E 1 ~ ~ +n I = ~ 

. L 0 

n=l 

n>l 

For either of these ternary codes pee) can be expressed as 

P{e)= jpr[g('!)+n{oc.»x(~)/21 ao=-lJ pr[ao=-lJ + 



+ Pr [1'~(l)+n("t)I? x(oc..)/2 I ao=~ Pr [ao=aJ + 

+ Pr [z(er)+n(l') <-x(CZ)/2 \ ao= -lJ(:r ao=-~ 

An upper bound on this probability Can be obtained; as 

P{e)~pr[\Z{l) +n (cr.) \~ x«) / 21 

90 

(5.16) 

(5.17) 

The peak value of lSI can-be bounded by some constant A. For 

the independent binary code ...... 

.0 

A=.z I x('L -kT) I 
-00 

(5.18) 

For the correlated codes the above value A can be used or a bound 

on the peak value of lSI is derived by using knowledge of the 

structure of the code and the pulse response x(t). With this 

. knowledge, there appears the following:~ question~ what is the distri 

"bution for random variable g that maximizes the Pr [lg+nl~KJ (5.19) 

Subject to the constraints 

i) 191~A 

ii) E~z21 < ~2. 
iii) n""N (0) 6

2
n) 

, 

if this distribution can be found the resulting value of 

Pr [lg+n1"?"K] will provide an upper bound on the Pee) due to lSI. 

(14) G1ave found that the bound on Pr [H~ +nl~1<J is~ with the 

condition 

where 

(K-A) ~ 3~ ·n 

1 
Q(x)= = -

.".. {2-u 

(5.20) 

( 5.21) 

2 
e- y /2 dy (5.22) 
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(K-A) is the eye openning, that the condition in (5.20) requires the 

effective eye openning be almost two sta~dart deviations. 

These bounds have a general validity but they often turn but 

to be quite loose. cariolaro and Rupolin developed the moment appro

xima"t>.ion method for· correlated digital signals depending on the 

assumption that correlated symbol~ are produced by a general finite 

sequential. machine. 

5.3 THE MQMENT APPROXIMATION METH08 

Generation of·correlated signals are show in Fig 5.2 

Fig.5.2 Generation 

Encoder 
(Finite-state 
sequential 
machine) 

digital signals 

1 
Digital 
Modulator 

Correlated 
data stream 

1 
Correlated 
digital 
signal 

The (i)tltput of the encoder (M./N encoder) is correlated data 

stream which·is correlated in dependence on themquential-machine 

laws and the sour.ce·· probabilities. The correlated data stream is 

converted into. a digital signal by a PAM modulator. 

Representation of correlated digital signals: 

1. Ai and Ao be respectively /\ary and I'\ary alp:habebs 

2.Sequential machine which is the (M', N) encoder is described as: 

Where 

(in p~t set of source words) 

(output set of codewords) 

(state set) 

g: transition function 

h:· output function 

(5.23) 
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This definitions are valid for alphabetic line codes. They 

found Pee) ~~)using the conditiona~ moments of lSI where the conti

dition is (a =l)=(symbol 1 has been transmitted) 1 EA • (a (v) means o 0 0 

the wth digits of a codeword) '. 
. 0 

From previous two methods, the Pee) is 

P(e)~)r [ls+nl'>K] 

Now 
'. (v) 

P(e)= Pr Lls+nl>K \ao =lJ 
and . 

(5.24) 

F Z+n (K /1) = J Fn (K- ~ ) dF S (111 ) ( 5.25) 

range S 

Where Fz+n(K/l) is the conditional distribution of (g+n). 

(density function of (g+n» 

And this distribution can be described in terms of conditional 

lSI moments Rh (1.~) • 
-<:I 

Fg+n(K/l )= -t=o (_l)h Fn (h) (k) Rh (1) 
hi 

(5.26) 

where 

Rh ( 1) = J ~.h dF S (~ II ) (5.27) 

If we summarize the above methods. All of the three methods 

are used the same following assumption Additive noise is gaussian 

noise with zero mean and variance 6
2 ,and are connected at the same 

. n·. 
point' that finding the P (e) = Pr ( I B+N I;> K) and the distribution 

function (density function) of the (S+n) Fg+n (.). Shimbo and celebiler 

tried to derive these for bi~ary signals with assumption t~at the . 

symbols of the in put. data is not correlated. Glave developed a 

methot for correlated signals but not complicated. Moment approximati-

on method is used the correlated digital signals 

by a general finite state sequential machine and 

pee) in terms of conditional moments of lSI with 

which are produced 

it determinf~}the 

condition (a =1). 
o 
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Celebiler's and Glave's methods consider an Lt interfering 

sample approximation to the real system .impulse response. Large value 

of L t is needed to represent the real systems. When Lt is large, the 

calculations will be difficult and complex. In moment approximation 

method Large number of interferes are used while a~oiding the computa

tional complexity. In this method, J.t is assumed that lSI goes thru a 

finite length of L conseCijtive codewords, thus including Lt=LN-l inter

fering terms (Where N is the encoded word'length.) 

In 1982 Jakubow, Qhang and Garcia developed a model for finding 

Pee) du~ to lSI and additive noise. This model is also called RDS model. 

(4) , 

5.4 RDS METHOD, 

We know that Pee) written as for ternary codes, 

P(e)= Pr«(B+n) <-1/2 \+) 

Pr (CBxr.n) », 1 / 2 \ - ) 
1 

Pr( \B+n 17"2 \ 0) 
I 

P(+)+ 

P(-)+ 

P(O) 

From the balanced' property implies that P(+)=p{-) 

and 

P«(B+n»1/2 \ -)= 

P«(B+n) ),1/2 0)= 

Then 

P«Z+n)<-1/2 \ +) 

P«(B+n)<-1/2 \ 0) 

P{e)=2 P«(B+n)<'~1/21+) P(+)+2 p«(B+n)<-1/210).p{a) 

and r J pee)= P(+) 5 Q 2;r FB (II+)dI + 
. ,angeS [1 n 1 FS r -+1 

P{o) 2 (I 0) dI Q Gn 
~angeB. 

(5.28) 

(5.29) 

(5.30) 

(5.31) 

This method is based on the assumption that the overall channel 

consists of a raised cosine characteristics x(f) in tandem with t~o 

single pole transformers. The transfer function of the transformer 

network is 

(5.32") 
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Then the overall channel transfer function is. 

G' (f)= x(f)X'(f) 

where x(f) = G~(f) C(f)· GT(f) (see section 1.1) 

The 
_ 1 

pulse sample can be found by DFT, g' (RT) for values of 0·,}3<2T and 
fc 1 Fc= (f ) 0.1 < Fc < 1 (where f= T ). In all cases the pulse shapes have 

similar features: lSI sample prior to the main sample is very small and 

taking the shape of very sbwly decaying tail. Pee) can be found very ac-· 

curate for all values of channel parameters and for all codes. 

The raised cosine channel takes the shape of long decaying tail 

that follows the main sample. As the tail length increases, the RDS can 

be used as an estimator of the distortion because it represents the 

net accumulation of tails at each symbol instant~ The model is that 

lSI induced bY·(i symbol consisting of a infinite duration constant· 

amplitude tail of polarity opposite of the symbol •. (Fig 5.3) 

9 I (t) 

- t 

Fig.5.3 Impulse response of RDS model 

DSV of the code is finite and take only the discrete values. 

Distr ibution of lSI will be symmetric a bout zerp from the balanced 

property of the code. Then the set of allowable states (S) must be 

S= (0, ~, ••••• tDSV/2) when DVS is even 

S= (~ 1/2, •.•• + ,DSV /2) when DSV is odd 
(5.34) 

Depending on this model, the actual value of lSI associated with 

states is, 

g (s)= -s.h 

where h is the ampli.tude of the tail. 

Then the density function of the lSI is 

(5.35) 
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1 (-1,0,+1) (5.36) 

and 
l+g (s) 

Q(.-.2---"'C;;-n--)'(P( +) P( s/+ )+P(o)P( s/o) ) (5.37) 

5.4.1 Comparisons of P(e) calculations~ependingon moment-approximation 

and RDS method 

Bipolar, MS43 and '8B6T codes are used to test the methods,. For 

design of Fc~0,5 percent RDS model deviates from the moment approxi

mation model by less than 0,2 dB at p(e)=lO-lO, Fig 5.4 shows the cur

ves for RDS model at Fc=0,5. The deviation from the moment method 

increases with the increase in cutoff frequency Fc. Because inOf.ement 
\-

in Fc causes the rate of decay of the tail to increase. This making 

the RDS model less valid. In Fig 4.5 the di.fference between RDS and 

moment method are shown at Fc=0.7, Itis seen that deviation is worst 

at high SNR. 

In general RDS model is an accurate meth~and useful for 

calcula~ing P(e) when Fc' ~0.5 percent (by usi~g'5.37) And the moment 

approximation-""method for values· OI Fc >'6.5 percent. 
lO-~ 

10-1L-~~~---'--~--~------~ 
15 17 19 21 23 25. 27 2S 

SNA(dB) 
.Fig 5.4 Performance of codes in RDS .mQdel 

A: Bipolar B:8B6T C:MS43 (4) 
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10-10~ ____ ~~-, ____ ~-+~~--~ 
1p ~. 19 21 23 25 27 

Fig 5.5 Performance of codes 

A: 8B6T(RDS) B:8B6T (moment) 

C: MS43 (RDS) B:MS43 (moment) (4) 



CHAPTER VI 

CODE DESIGN ALGORITHM BASEO ON RDS MODEL 

RDS model allows us to develope new code design 
algorithms that optimize the pee) perFormance. 

6.1 CODE DESIGN CRITERIA 

Pee) perFormance depends on the lSI perFormance 
we must set up the criteria 'that measure the lSI per
Formance.DSV can be related to the lSI perFormance i.e. 
lSI can be controlled by making DSV as small as possible, 
but it Fails as an indicator of Pee) perFormence because 
bipolar code has the DSV= 1 that is less than the DSV of 
PST code which is three. 

Power spectral density of the transmitted sequence 
is another indicator of the lSI perFormance, 'b~ceuse rms 
LSI is related analyti cally to the power spectral den
sity , in particular low Freouency (LF) component.The po
wer spectral density is diFFicult to compute since it in
volves computing autocorrelation Function of transmitted 
sequence: 

In RDS model ISI is modelled as (4) 

Z= -s.h (6.1) 

where s is the state,h is the tail amplitude. 

Then the variance of the RDS will be proportional 

to the mean lSI power. 

6.1.1 Var(S) (4) 

From (6.).) 

E{z2}=h2var(S) (6.2) 
where 

var(S)= = E{~ ts~} 
.1=1. J 

because EtSj}= 0 j=l, •••. N From the balanced 
property. 
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Where N is the encoded word lenght and Sj is the RDS 
at time j. 

By assuming on the initial terminal state So and 
then each code word traces a speciFic trajectory of states 
we obtain, 

VarCS)=L poCe,,) E r ~ ts~ so=so} 
Sdf ST 1 J.l 

=L PoCso) [pr(a/so)[~ r(So~ ta .)2J' 
SoE:.ST a~ cl..s.) ,3=1' ):1 J , 



where Po(s) terminal stat~ stationar¥ probabit~jies,M is 
the number of input data bits.a.=(ajLIJ •.•• a. ) is the 
encoded jth code word in c(s).rl we use the ~ollowing 
substitutions 
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. 1 N . 2 
/",,(a/s)- N L (s+ ~ ci

j
) (6.5) 

. t=1 J=1 

we can also write the encoded word (a) cost ~a/s) as 
1 N' 2 

Av(a/s)=-ruL RDSt (6.6) 
t=1 

and the alphabet cost (c(s)) is 
. 

1\ '"" -M/\ /\v (C(s))= L. 2 /\.,,(a/s) 
a£C(s) 

(6.7) 

then 

Var(S) = L Po(s) ?\,,(C(s» (6.8) 
s € s . 

T 
The second approach is adding the level inFormation 

of the transmitted sequence. This occurs when a nonzero' 
~~an~mitted signa~ encounter~·the ILSr of the polarity. 

6.1.2 Varo(s) (4) 

where 

where 

where 

It is the ~ame as (6.8) 

varo(s)=~of~ (C(s)) 
S£-5T 

t-l 
ROS t _ l :so+~ a j 

. . J=O 

where ao=O and So is the state of the encoder and 

(6.9) 

(6.10) 

(6.11) 

(6.12) 
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£; +b RDSt_1~ 0 a at _ 
F(a

t
,RDS

t
_

1
)= t ,.0 , 

(6.13) 
• 6 + ba St_1:(O 

at 0 t,+ , 

where Om,n is kronecker delta Function. 

where RDSt _1 (St_l) be the state at time (t-l) and the 
symbol at is transmitted at time t.Then the lSI will 
add destructively to at iF at is zero or iF at is opposite 
polarity than RDSt_l.Flat,RDSt_l) is an indicator Func
tion For destructive lSI. 
Example: Finding procedure of var(S) and varD(S) of 
4B-3T code which is given in table 6.1 . 

a) Var(S):From table 4.3 
N-3,M=4 

Po (-3)=Po (2)o:: 1 
30 

PO(-2)=Po (1)= 4 
30 

P o (-l)=Po (O)= 
10 
30 

and From equation 6.6 
3 

~Ja/s)= 1 L: RDS2 
3 t -l t 

TABLE 6.1 ternary word cost (A\T(a/s) ) of 4B-3T code 

input data/ST '-3 -2 -1 0 1 2 

0000 34/3 17/3 6/3 . 1/3 2/3 9/3 

0001 34/3 17/3 6/3 1/3 2/3 9/3 

-0010 41/3 22/3 9/3 2/3 1/3 6/3 

0011 17/3 6/3 1/3 2/3 1/3 6/3 

0100 14/3 5/3 2/3 5/3 2/3 5/3 

0101 17/3 6/3 1/3 2/3 1/3 6/3 

0110 22/3 9/3 2/3 1/3 2/3 9/3 

0111 29/3 14/3 5/3 2/3 5/3 14/3 

1000 22/3 9/3 2/3 1/3 6/3 17/3 

1001 22/3 9/3 2/3 1/3 6/3 17/3 

1010 17/3 6/3 1/3 2/3 9/3 22/3 

1011 12/3 3/3 0/3 3/3 0/3 3/3 

1100 9/3 2/3 1/3 6/3 1/3 2/3 

1101 6/3 1/3 2/3 9/3 2/3 1/3 

1110 9/3 2/3 1/3 6/3 1/3 2/3 

1111 .. -' 5/3 2/3. 5/3 14/3 5/3 .2/3 



and 

~ (C(s))= 2-M~ ~,,(a/s) 
~ a C(s) 

A v (C ( -:a ) ): 31 0 • --L. = 6. 4 5 8 3 
3 16 

',\,(C(~2)):13o ._1_: 2.7083 
3 16 

Au (C(-l)):~. _1_ = 0.9583 
3 16 

'\ ' 58 1 
Au (C(o)) = -. - = 1.2083 

3 16 

. 46 1 . 
~u (C(l)) ~ -. - ::' 0.9583 

3 16 

~vtC(2))= 130 • -1-= 2.7083 
3 16, . 

and 

var(s) = I Pots) "\1' (C.{s)) 
. :~ 

100 

.: ....1-.6.4583 + 4 
30 30 

2.7083 + 10 0 95'83 10 1.2083 + 30'· ... 30 

+~ 0.9583 +....1- 2.7083 
30 . 30 

var(s) = 1.5196 

b)' Varnes) 

AD (a / s) = ..1..... 
3 

_16 
A(C(s))= 2 

1) 

i 
t:l 

.-



Var(s)= L P o(s) "D(C(s)) 
;.;. s.~sT 

TABLE 6.2 ternary word' 

in[2ut 5 dataL T -3 -2 
-.. 

0000 25/3 . 13/3 

0001 25/3 13/3 

0010 32/3 18/3 

0011 18/3 8/3 

. :_0100 22/3 9/3 

0101 22/3 , 9/3 

0110 27/3 12/3 

0111 25/3 13/3 

1000 18/3 8/3 

1001 22/3 8/3 

1010 13/3 5/3 

1011 17/3 6/3 

1100 17/3 6/3 

1101 14/3 ' 5/3 

1110 13/3 5/3 

1111 .13/3 5/3 

~D (~~.-3) ) = 323 _1_ -. 
3 16 

'A (C(-2)) = 143 . 1 
D 3 1'6 

'AD (C (-1) ) . = ..M.... .'_1_ 
3 16 

A (C(O)) = 23 . .....L 
D 3 IB 

~D(C(l)) - ..M.... . .....L 

3 16 

~D (C (2) ) = 143 1 

3 16 

101 

;,;. .j 

cost (AD (a/s) )of 4B-3T code 

-1 0 1 2 

5/3 '0 . 9J/3 2/3 

5/3 0 2/3 8/3 

8/3 1/3 . 1/3 5/3 

2/3 0 2/3 8/3 
, 

2/3 1/3 2/3 9/3 

2/3 1/3 2/3 9/3 

3/3 0 3/3 12/3 

5/3 1/3 5/3 13/3 

2/3 1/3 5/3 13/3 

2/3 1/3 5/3 13/3 

1/3 2/3 8/3 18/3 

1/3 2/3 1/3 6/3 

1/3 2/3 1/3 6/3 

2/3 5/3 2/3 5/3 

1/3 1/3 1/3 5/3 

2/3 5/3 2/3 5/3 
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. va rO s ) = 1 . 308 

The above example indicates that var(s) <: var(s). This 
. D 

result is obvious because des~ructive 151 power and the P(e) tended 

to be greater for Var(s) crite~ion. 

Another measure of the line codes lSI performance is the 

symbol error probability. 

6.1.3 Symbol error probability (4) 

It is possible to compute the conditional probability of error for a 

given symbsl and givenRDS. 

where 

IUhere 

P(e) = L Po ( s ) 

eFslY 

Z. 
a£C(s) 

N 

').. (C( s)) 
p 

2-M A (8/S) 
p 

A (a/s) 
p = 1. ~ P(S,8,tO 

·t.'JL 

(6.14) 

I. (6.15) 

(6.16) 

\lIhere P (s, a, t) is the conditional probability of e::ror in the t th 

symbo~ ~n a given an initial values of RDS. 

= 1 Q"[1/2 + R

6

D

n

St - 1.h J' ( £ 8 + b
8 

. ) + 
P(S,8,t) 2: t,+ t,O 

1/2 + RDSt _1·h· ] b) 
1 q Lb. 8 + 8

t 
0 

+ 2 t,- , 
6n 

(6.17) 

The design criterion requires the tail amplitude h,:and SNR 

be specified. 
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'6.2 THE CODE DESIGN ALGORITHM 

This algorithm involves the spesiFication of 
code words or alphabetC(s) For each of the terminal 
states s of the code which is a given classMBNT code, 
so that,the cost is minimized.Cost is var(S) as in (6.8) 

Cost=var(S) =C Po(s) "JC( s)) 
. sesT 

where From [6.7) 

Algorithm is computed into two steps. These 
steps are: 
Step 1: For each terminal state s,order the set of 
codeword allowed For use in state s,than choose lovest 
cast 2M codewords,call this alphabet C(l)(s) and Find 
the set of terminal state stationary probabilities 
p£l)[s). 
Step 2: Total average cost (6.8) can be reduced by 
increasing the terminal state stationary probabilities. 
Increase these probabilities then test the reduction 
in average cos~.This is done as Follows:For each ter
minal state s,examine the allowable codewords that are 
not in C(l)(s).IF a codeword leads to a state which 
has ~ low AJa/s) ,it is then exchanged with a codeword 
in CLIJ(s) has higher 'AvCa/s) .Then the resulting code 
measure is computed iF the measure is reduced , choose 
the new code. This procedure is repeated untill all 
possible exchanges have been t~ed. 

6.2.1 Results of Algorithms 

Table 6.3 shows the perFormance oFthe best 
code (which is Found by the deFined algorithm) Found 
For each three criteria (var(S),varD(S),P(e)).For 
the Pee) criterion three values of tail amplitude h 
were tested.The measurements are taken at a value of 
SNR a 23dB.The results indicated that: 
1. Codes. designed according to varD(S) and pee) cri
teria yielded codes with very similar perFormance in 
destructive lSI powerJprobability of error and power 
spectral density. 
2. Codes designed according to var(S) tended to 
diFFer From those using varD(S) and pee) criteria; 
the destructive lSI power and the probability of 
error tended to be greater For var(S) criterion. 
However var(S) yielded the codes with the lowest po
wer content at low Frequencies. 



For a DSV less than 3 there was no difference in 
the spectra; forDSV greater than 3 the spectra of the 
var(S] codes .were lower~.However good pee] performance 
implies little destructive and high constructive lSI. 

TABLE 6.3. Performance of optimized codes (4,TableI) 

PC·) PC.) PC.) ) • Tt:RMINAL CODE YARD") CLAld efFICIENCY DIV Y~R'.) F.=0.1'11o F.·0.5'11o F.-l.Il'11o ITATla 
\ 11.=0-1'110 0.=0.5'110 a.uO-''IIo ('C~I) 

"'r 76.7'110 2 .4623 .1. 1.11&10-\2 .. S3a10-11 
UGa10" 3(1, 

. "4T 7 ..... :I .11121 .1876 1.24&10-12 Uh10-ID 2.8,.,0 -, 4(1) 

8801' ""'110 4 .Mlll .220:1 1.2l1li10 -\2 1.1I2a10 -II 2.Cllial0 .. 3(1) 

4831" 14.1'1!o 5 ;11411 .:1412' '.""0 -u -41' 4.1OII1P-1I .. ,Ja,0 4(4) 

lBIT . 18.3'110 I 1.0050 .3t54 1.72al0-a 
1.01&10" S:Ual0" 4(4, 

1 .... '0-
12 -i 

5.45&10-a 
108n 1CL1'11o 5 1.10lIl .4571 1. ... ,0 4(4) 

3. Chien (5) has found ,the efFiciency (E) is related to 
the number of allowable states or allowable ADS states. 
This relation is 

Log2'Amax 
Log2K E = (6.18) 

where ~max is the maximum·eigen value of the state 
transition matrix and K is the 'level of the code.The 
coding re~uirement is represented by the constraint put 
upon the ADS of the coded signal streamaThus the effi
ciency is related. to the limits of ADS (fig.6.1). 

Since efficiency determines the required trans
mission bandwit~ (see 6.21) .The sel·ected code classes in 
table 6.1 depends on the relation between efficiency and 
allowable states. 

1.0r---~~~~==~~~~~~~ __ ~ 
J.J -':';-"'5 -43--- -------ap-proxi"mate-

» 0.9 
u 
'r: 
Gl 0.8 

·ri 
u 
'ri OD 7 
4-
4-
Gl 0.6 
Dl 
(' 

.ri 0.5 
.jJ 
·ri 
E 0.4 
·ri .. 
r-I 
~ 0.3 

Ii.! 

0.2 

0.1 

J ' theoretic.1 
~L/ VL 43 
.~ .... -.,;~ 

@ PST SNZS 

" , SP 

• 

D~~-T~~~~~~~~~~~ ___ 
3 

n,number of allowable ADS states 
Fig. 6.1' L~miting efficiency vs allowable states 

ternary alphabet (naM~M- ~1,M~and M- are 
the upper bound of allowable .tatea (AOS~. 
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Another comparison was made by using three criteria, 
the SNA required to achi~ve an error of PCe)_lO-lO and 
a~1/4T, Fc=O,"S percent channel was computedolt was Found 
that codes diFFer verI little SNA,these results indicated 
that : 

1. All three criteria ten~ed to choose the same 
codewords. 

2. DSV may be a good indicator of Pee) perFormanc"e, 
because the results showed that all the DSV S codes had 
very similar SNA values. 

In order to tesL this conjecture they modiF{ed the 
design algorithm that the high~st cost 2-M codewords were 
selected For each alphd::Jet. The results are in table 6.4 it 
can be seen that SNA values For best codes diFFers only 
slightly From the SNA values For bad codes. Then the aues
tion appears , when is DSV a good indicator of PCe) perFor~ 
mance.They conjecture that When a code class is close to 
DSV-efficiency curve Cfig "6.l).DSV is a good indicator of 
PCe) performance becaus6 high efFiciency implies that there 
are fever choices in the selection of good codewords. 

TABLE 6.4 SNA range for code class 

[) -10 F =O.S Percent,P e =10 c 

Code SNR SNR 
class best code bad code Difffilrence 

6B5T 22.89 23.04 0.15 
5B4T 23.21 23.32 0.11 

8B6T 23 24.06 1.06 

4B3T 24.35 24.50 0.15 

7B5T 24.26 24.67 -0.41 

10B7T 24.39, 24.73 0.34 

The design" and a selection of a code involves other 
criteria in addition to PCe) perFormance. The transmitted 
signal must contain timing Framing and in-service monitoring 
functions. 

An important class of codes that has been achieved 
in high capadityPCM systems in Europe is 4B3T class.And 
standartcodes are the MS43 and the Jessop waters [BA4B3T) 
code. Since BB6T has the .same eFficiency as the 483T code ' 
so it can be compared with 4B3T code.A comparison between 
these codes are shown in Fig.6.2 for desired P[e)=lO-lO. 
The curveD show tha"t 483T code is better than the BA 4B3T 
code and MS43 corle.The SA 4B~T cod~ has DSV~7 than the Pee) 
perFormance is poorert!'klf"l MS43 and 4B3T codes. The BB6T 
code has a E~mnller DSv' ::.ind mLlch larg]er of choices for si31ect-' 
ing codewords. 



106 

45 BR4B3T I 

42 

39 

36 

t"""I 

m 33 "0 
L-I 

II: 1) 
~ JO 

27 

24 

21 
0.0 .2 0.4 O.S .0.8 1.0 

NORMALizEO FREq~ENCY-fc/f[%) 

Fig. 6.2 4B3T cod~Ocompa~ison 
. P[e)=lO-l ,Ba l/4T 

6.3 COOE CLASS COMPARISON 

In the previous section,codes were choosen according 
to the P[e) performance. There 1s no clear way which .code . 
class is optimum for a desired information since the trans
mission bandwith will differ according to the efficiency of 
the code.Consider on MBNT code on a raised cosine channel 
with parameter ~. 

The bandwith is 

where Rb is the baud rate and 

N 
Rb = M Ai [6.20) 

where Ri is the information rate in bit/sec since for 
ternary codes efficiency is 

-Then 

Bw (6.21) 
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Thus For a given inFormation rate, the bandwith For 
transmission is invesly proportional to the eFFiciency of 
code. The diFFerent symbol rates and bandwith requirements 
imply diFFerent levels of noise at the decision threshold. 
So making comparisons between codes at the same SNR invalid. 
The design objective is to Find the necessary signal level 
at the transmitter to achieve a desired error rate at the 
receiver given the constraints of the physical channel.Fig 
6.2 and-Fig.6.3 shows the compari~ons between above codes 
depending on signal level gain and symbol error probability 
P[eJ For T4 link and European link.Signal level gain is 
deFined as the diFFerence in SNR between code 1 and code 2. 
Such as 

Signal level gain=SNR l ,2=SNR l -SNR 2 [6.22J 

The additive noise is white. The power spectral density is 

[6.23J 

where K and T are Boltzmann's constant and the absolute 
temperature.The noise is shaped and ampliFied by the 
receiver Filter GR[FJ.The noise power at the decision 
node is given by 

G
2 

= 2KT Q1 GR [FJ
2

dF [6.24J 
n o_e..... 

where Q is the noise Figure of equalizing ampliFier and 
Bw is the badwith of GR[FJ. 
The equation 6.22 becomes B 

w2 12 
t;;2 _ {GR2[FJ dF 

SNR 1,2= 20 10g.10 [6 1 J -10 10glO BW
I 

2 

i GRI [FJ I dF 

The codes should be compared to a common reFerence 
point.This is an arbitrary choice ;in this comparison the 
bipola~ code is selected as reFerence where Ri= Rb on 
channel B = 0 and BW2=Ri/2 For these links For Fc<0.5 and 
0.6 percent the 10B7T code is optimum and eFFiciency con
sideration dominate.For F > 0~5 and 0.6 less eFFicient 
BB6T code is optimum.The ~oreeFFicient codes [4B3T,7B5T, 
10B7TJ do poorly at controlling dc wonder at high cut oFF 
Frequencies where as the less eFFicient codes [PST,6B5T, 
5B4TJ do much better in all cases the bipolar and PST codes 
out perForme. 

[6.25J 
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6.4 FORTRAN PROGRAM 

Fig. 6.4 
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l 
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0.6 0.8 0 
Frequency, Fc/F 

Code class comparison: 
European link?(e)=lO-lO 
B=1/4T' 

This program involves the optimization of 4B3T alpha
betic code with the deFined algorithm of RDS model in var(S) 
criteria. The result of this program will be compared with 
values given in table 6.3.From table 6.3, 

.. 
Givens: number of terminal states.4 

number of code books (alphabets)=4 
DSV=5 

Fro~ 5.33 iF B~~ is odd , the allowable states (s) are 
S=±~ , •• o.~ ~ • Then 

(6.26) 

Terminal states will be Four of the allowable states. 
Then the combinations of terminal states can be as in table 
6.5 • The marked combination is possible, because it is 
impossible to Find 16 three lenght ternary words that causes 
the state: transition.(rn table 6.6 y~u can see the combina
tions of three lenght ternary words) Let's take the comb ina-. . \ 

tion; 

'-2,5 -1,5 -0,5 0,5 

From state -2,5 to -1,5 need word sum= +1 
From state -2,5 to -0,5 need word sum= ~2 



from state -2,5 to 0,5 need word sum= +3 

for word sum= +l,there are 6 combinations of 3 lenght 
ternary word, for word sum= +2 there are 3 combinations, 
for word sum- +3 there is 1 combination. Total ere 10 
combinations.But there are 16 words and the constraint 
is that there is one to one correspondence between bi-
nary word to ternary word. 

TABLE 6.5 Combinations of _terminal states for 4B3T 

-2,5 -1,5 -0,5 0,5 

-2,5 -1,5 -0,5 1,5 

-2,5 -1,5- -0,5 2,5 

-2,5 -1,5 -0,5 1,5 

-2,5 -1,5 -0,5 2,5 

-2,5 -1,5 1,5 2,5 

-2,5 -0,5 0,5 1,5 

-2,5 -0,5 0,5 2,5 

-2,5 0,5 1,5 2,5 

r -1,5 -0,5 0,5 1,5 

-1,5 -0,5- 0,5 2,5 

-1,5 -0,5 1,5 2,5 

~1, 5 0,5 1',5 2,5 

-0,5 0,5 1,5 2,5 

Ternary bits are (0 ,+1 , -1] • There are 26 combinations 
except (000] word for three lenght ternary words. 

TABLE 6.6 Possible three-lenght ternary words 

ternary word digital sum 

0+-
- 0-+ 

+0-
-0+ 
-+0 
+-0 

00+ 
0+0 
+00 
-t+-
-4-+ 
-t-+ 
o -+"'" 
-to -t 

-t-tO 

"'"++ 
00-
0-0 
-00 

o 

1 

} 2 
_______ . 3 

1 
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ternary word digital sum 

-+-,' f -1 - -;. , 

'+--

~~=} -2 
_-0 

The possible codewords For terminal states -1.5,-0.5 , 
0.5,1.5 are as, in table 6.7 • 

TABLE ~.7 Possible codewords terminal states 

(-1.5,-0.5,0.5,1.5) 

Input data /5-
T 

-1.5 -0.5 0,5 1.5 

0+- 0+- O+-- 0+-

0-+ 0-+ 0-+ O-r 

.p0- .. -0 .p-O ... -0 

-0 ... -0+ -0+ -O+-

- ... 0 -TO -+-0 -+0 

+-0 +-0 +-0 ... -0 

00+ 00- 00+ 00-

+00 .00 +00 -00 

,,0+0 - 0 ... 0 ,0+0 '0-0 

+..j.- --+ +-+- --+ 

+-+ -+- +-+ -;--

- .. + +-- -++ T--

++0 00..j. 00- --0 

0++ 04-0 0-0 0--

+'0+ +00 -00 -0-

+++ +-+- --+ 
+-.p -+-

'-++ +--

004-+ 0--

.. +0 --0 

+0+ -0-
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Operation is not necessary For the alphabet c(-1.5) 
and c(1.5) because 16 possible codewords exist.For the 
alphabets c(-0.5) and (0.5) 16 codewords will be selected 
out of 21 codewords. 

Data: 1. Terminal States 

S(1) = -1.5 

S(2) = -:-0.5 

S(3) = 0.5 

S(4) = 1.5 

2. Codewords A(1,J,K), 1=1,4 

3. M = 4 
N .. 3 

Steps of ithe program: 

Step 1: Finding codeword costs~(a/s) , which 
3 v 

.is 

",,[a/s) = ~ LROsi 
. i=l 

where 

RDS i = s + ~ at 
T:t 

where s is the terminal state 
of the codeword 

Step 2: For alphabet c(-0.5), c(0.5),the codeword costs 
are ordered From smaller value to larger value. 
And accept the First 16 of them 

Step 3: Find the alphabet cost which is 

-A(c(s)) =~ 2-M ".):a'/s) 
. atc.l~) 

Step 4: Find the state transition probability matrix 
(n) which. parameters of it as 

1 
7tij = 16 n· . 

~J 
where 

n .. is the number of transitions From state 
~J 

i to'j. This m~trix is symmetric. 

Step 5: Evaluate the terminal state stationary proba
bilities From 

P1\ .. "". P 
-"'~J 

tp. = 1 
i=I ~ 
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The procedure . for evaluation of probabilities: 

"-
Let's 

nll n12 n13 n14 

n21 n
22 n23 n24 

11 
n24 · n23 n

22 
n21 

n14 n n12 nIl 13 

and 

( PI P2 P3 P~ [ n }~l P2 P3 P4] 

Then 

PI nIl -t P2 n21 -t P3 n24 + P4' n14 -== PI 

PI n12 + P2 n22 + P3 n23 + P4 n13 ::'P2 

PI n13 + P2 n23 + P3 n22 + P4 nJ.2 ::.. P3 

PI n14 + P2 n24 T P3 n21 -\- P4 nIl :=. P 
4 

and 

that is 

by putting PI into first equation then 

. . 

(tjli -1) (1-P2-P3-P4) + P2 n21 + ,P 3 n24 -r P4' n14 = 0 

P2 (n21-nll 1)+ P3(n24-nll l)~ P4(n14-nll 1) = (I-nIl) 
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~ . 
; 

Then 

D (n 21_nll l) (n 24-nll l) (n14_nll l) Pl 1-n 
11 

h12 n22_1 n23 n13 P2 D 

n13 n23 
n

22
_

1 n12 P3 D 

n14 n24 n21 (nll-l) P4 D 

it can be write as 

A .E = tl 

P:K-M' 
(6.27J 

Steg 6: Find the cost var(s} w'hich is 

. Var(s) = 2. p (s] ')JC(s]] 

SeS T 
Steg T: For alphabets c(-D.5) and C(D.·5} choose the 17 thl 

codeword for 16 th codeword, and repeat the setps 1-6 and compare tt 

costs, if the second cost is less than first one, selec,t this 

codeiord (17 tH) lf it is not choose the 18 th~ codeword for 16th 

codeword and repeat this process. 



FLOW CHART OF PROGRAM 

read SCI) 

A( I ,...I ,K) 

Find codeword 

costs ('A(a/s) 

order the codewords 
From smaller to larger
alphabet cost For 
alphabets C(-O.5) and 
C(O.5),select First 16 
words. 

Find alphabet cost 

(C(s)) 

Makes the 
possible 
exchanges with 
codewords 

Write the 
codewords 

YES 
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< 

write the 



. ,:t·,·:"."",<c.c~,~'~"-'--C-"~='==~~"~".-~~~~',o7~~:'~""'·--, " ------.-.. ---.----. 
,. ... ...... 

0121100 - . --'DIMENSIOW A(4, 21', 3)' S (4), SUM(10) ,B00, 25;5 >, MA ( 10;'10) ".ee,_ .. --. --
._ '.0121200 ~::'\:;~~L~S_!li:;,:E'<11Z1' 25,5), AfCOST<.10, 25r,CBCOSTC1I21) ,1"(1O, 10U . 

, ,-- - 0030121 =~=o'_=_'~_$'= DE[( 1121r; PROB (10) -, VAR(50 r, NA (2,21, 3)',V( 25; 5 r, Z (25 
012140121 '. DATA NA/0,0,0,0,1,1,-1,-1,-1,-1,1,1;0,0,1,-1,0,0,1,-1,' 

~'.:. 00500- ~- .. ;-." $. t",-'1,-l',l, 1,121,"0,121, 1, 1, 1, 1~0, 1,0,-1,(2),0,0,'"1,0, 1, ~ "--
1210600. '.,': .. ..-.: .,$,'.\,1, 1,-1, -1 ,gI, 0, Ill, O, 1,1, .... 1 J -1, 0., 121,.0, O, 1, ~1, 1,-1, -1 t 1, 
012170121"'-"'- --"""='-', $'" f~::;;';1','r;'0, l' d,0, 13;'1, 1\0,';i1', 121;'1 ~ 12I,1~ 0,'1; 121, ° j"':"1,~1, ~.:!... --" 

. 0121800., : , .. ' $1, 1 , -1 , -1 , 1 , 1 , 0, 0, 0, 0, 1 , -1 , 0,0, 121, 121, -1, 1, 1, :-1, .. ' 
····009QH2I··~··~-::·-:-·-:··:·$·· 1,-1,0,1,1,0,-1,0,1,-1,0,1,0,1,0,1,0,0,QJ,1"/"' - (l-~ 

i2~~;,:~~~::;;}j;:,=;'\:;1\~t~~;:~~}~:;§1Jl.t~{::~L~:i0Jih.!?'~~~!~h~",,'t!._"£;;~':d.';.;;<'i~~t::j~;~~L:.i;';)l~,:~.:;'::ji.~;~:.,,_:,-,,-. 
:0111210:-:,;,: ,:::'<f.DO 62 J=1, 16' . 

,c,.-.·" 01200 ':.'," ':;':"'-:':''::''DO; 63 .(=1,3' " , ... 

~ih::~~::.~i.,h~~~:lC;;;2L~8~ttN~~:f.k£ftl.t~tlJ~11!:~J2L~;~;::::,~:I::;':~;~'l~2fL,"~,i~;;,~;,~,~:,~:",:'j .. ~~" 

. :~~:~ '_.~~2~5 J=1, 21 .. ,.' ,. ' 

,1-,/:~~::_0;~65~Z;;"fl;~:'~~I~~,-~7!F~OAT(NA(I:'-J;'K)i)',-,:,,::·:;o:.~,,:,,"::<:,,;':L~::L::,.:~>, 
".01900 ,>65'~:"·.· CONTINUE. 

UC:'0200121 : .. 3',',.".:"""::',:', BM=FLOAT(!1). -:-
" 0210111""" ." ... • DN-FLOAT<N) 

~L:c:': 0211121 'l2-<:tfjFiNriI'NG-~HE~VAR (S P BY'" CHOOS i NG' FIRST' 16 MIN .COST CODEWORDS . FOR' S=-0; 5 
.13220121 .... " .. CALL ECCOST .(SUM,B,S,A,E,APCOST,CBCOST,BM,DN) 

.. -.. _ .. -.. : 02300::' ".-." ~.~-:-~-~, .;;c __ ,, __ CALL HCCOST (SUM, B, S, A, E, APCOST, CBCOST, BM, DN)" 

' .. ;12I240QJ~ .. '>: •.•. : .. CALL PROBE (MA,B,S,P,PROB,BM) . '. ' ... " , .. 
"''''':'~250121·':'''''·''-"~:::-;''·':'='''':'-''CALL "VARIAN:(VR,PROB-y'CBCOST ,VAR, 16)"'-' , ... '--,., .. : . --. ,.,.:: , 
'~0260121 . ". ,·WRITE(2,75)«(A(I,J,K),K=1,3),I=1,2),J=1,16),(CBCOST<I> 
.::. 121270121$" ·',1=1, 4)~ (PROB( 1),1=1,4), VAR<"16), . .. 

,02800:75 '. ...: FORMAT<l,5X, 16(3F3. 0,3X, 3F3. O,1, 5X >, 9E16. 5) 
',"': 121281 QJ ""':·C::REPL.:ACI NG'THE 16'M IN~:"COST'CODEWORDS -WITH THEREMA INING 5CODEWORDS . 
, 02900, ..... ,KA=16 . 

;; ... ·:·"·03000"'j··:"·.:.·:j,C~'.:'-""--N=f-:'--·':C ' , -- ., 

l.i"::.·~ :~~::~X;\Ht~'ii5~~~~.\f~6tS~il~J~2g·~:="--{~2::;i~l-:::;:k:~~f~:~~;b~{;~[~~:j_":'~,i,li,::~S,tL·:::,.~: .. £:,L .. :.· 

1213300",.' .DO 430 K=1, 3 
'03400 :':-:430 (K)=A(2,KA,K)<- -- ' " .~,--

"iL.:c..:~:~: ,;E~~i~0f;S'::i~~~;~~?~!~·~y~,!I;:.tr'~'-~~:';";:';:;Ai~";':,':";::::,':-i'C::c~·':,;::'-,=,o;:;i:,-,:,:.,j~.,:: ' ... _"':._.:',""' ... 

036013", A(2,KA,1)=A<2,J,1), 
I 03700""""" ' ... ' -- -'A(2,KA,2)=A(2,J,2) 

1~~i:,;':~~~:;'~:~,~I~'J:~-~i~;.;:~~o~*·(~:~: ~:~~C~~T( 2~'qr,L:;~::i,~:·C:--ij;~Lij:/c~·~~;\7, __ :i,~ .. ~-: .. > .:... ..' .... , --' 

,03815 ~(2,KA,3)=B(2,J,3)' 
'03820' 'CFINDING'THE NEW VAR(S) 
'12I390121<c';"j~_~;i'<:'CALL NCCOST (SUM, APCOST, CBCOST, BM )--3:\::. •. · 
040121121'""",;,,"·~z~='~'=CA[L'PROBE (MA, B, S, p, PROB, BM) .~". ---'"."", 

. 04100 CALL VARIAN (VR,PROB,CBCOST,VAR,L) 
' .... ' 1214110"C MAKING THE COMPARISON BETWEEN FIRST AND SECOND VAR(S) IF THE 

04120 "C, 'SECONDi·ONE IS LESS CHOOSE THIS EXCHANGED CODEWORD AND GO.ON: 
'"QJ4'130""'C'EXCHANGING'THE' CODEWORDS·----i:c.--.,'-.~:;,c, -~~:..,.,~ , .• ,'~,~.,.,.,",,"-~. .. -- --

.04200 ','IF (VAR (L) • ~ To ~AR(KA »GO TO 80 ' 
069121121--'76 CONTINUE' .•. ,' '., ", 

",06901~'\~;,·,:,·::~'<V;:"£i.DC'-410 cK==1,3 
·':="11I6902"·'··4112i"=~''£'Af2';'KA;K):;Z( 

06910 ·,.APCOST<2,KA)=XD 
--- 06920" '·'.£'B(2,KA,3)=XE ,.. '" 

:i~~:ii!d~t2.~}~~~~r-,-~~~~t;,J-Y~Sls~~dA':'~;.:!:.-;;j;J~j: ,;:~i?;;~:.::-:::'· ,:~~o~_:~';.;':::L_,~.::j_~~_, __ ,_~_ ... "~,_,, __ ,, 

.-_072m0.;:.·_::~- "'.~ ~··-:IF.(KA.EG.-l)_-.-.GO'-TO 50 .. ' .-
.oc"::..':'-='--- _ -.=~ ;;"",- _~.~, ·-;-i .. ;'0;:: ', ... : :'.'_ '::;." _ - .' -~ •. :. _.-~~, .,. -.; .• :... ,:~ .~:, .":-'_ .' ~' .. '. ~ .:}" _ t!.. .. ;'"·, ':':' :.,,',...<:. ::-.:.' 

" 

" 



.. 

· f.' mVX}~~ .C:~izC.·.:i:'.~~.Ill( ~h5) ( « A(I,J,.O • :~71,'J) ,1=1., 2), J,=.1 ,16)', .~ CBCCIST.( I) , 1=1,4) 
:L2'J"75121IZL::~;~:, "<:':",$;«:" <. P ROB(· IJ, I::; 1, Al.,.VAR1L L:';.~c; :,:;':,'.0:: "~;':.:'~" ... ;J,:::L;,:L.~~ "~'_';' .. _ ;.~~., ':_c~ . .. ,:. ',. 
· 121760121. . . VAR(L)=YAR(KA) . . 

·,i:<12177121121.·';;;o;;;';,:.,.:,,{ LKA::;KA':'"l·.: . __ ... .., 

.~~:L:~~~:;;.~~i;l~~;~1~~F,i,~~~~:~6!!?~~i~Ll~~t::.:jt.;~~:.~.;.;£Li.~:<·;:~· .! ..... ·~~~~~1.:: .. .:;_:":~::.·:~,,~.L~,;;.:;.;,.~~Lc..;~~:J.,,S~. _ •. ~.~:,.< .. : •..• ::-. 
:.::.~c',:~~::,,:<;}~~;,,:;.~:~.;~~gP . . " ...... ,. ._ 
:." 12182121121 .....•..........• _.SUBROUTINE ECCOST (SUM,B,S,A,E,APCOSJ,.CBCOST,BM,DN). . ..... 
;,:c:12I8300~.~:~\Jj~~:.'>:'~::);'::DIMENSlON SUM ( 1121),B <1izl,25 , 5),S(!t1, #\(4.,'21;31, E.U0, 25,5)\..'~ . 

084izll2l $ APCOST<1I21,25),CBCOST<1121) . 
· '.0841121-·CFINDING THE.CODEWQRDCOSTS· AND ALPHABET COST FOij·S=-:-1.'5 . 

. ... 08420CWHICH ARETHESAl'lE FOR S=1.5 . .. .. ... . 
' .. \~~;~.1ZI851211Z1";,:~~:i~;:lL!~,,:~~22 .. i'1=1.~-c·(:~:~}j·,;-:":~-::~;L:.t~~;:L~~;:iL~~~{:;~~:L.f:,:~L;;';'D':'~i:.::::~.,~.:L:~.,.:.>: ·C.""':. _' .. _. '.:"' .. ~""' ....• 

: .121860121 SUM ( 1)=121. . ., 
"0671210 - ~DO -c~_l-.~_···J~l:, 16:~ :... .. ;~,:._. . .. ~'~;.~~':~ .. __ ,~.".~.,~~.:,:_~~ .<.'~.;,_._~ ... _:':0 

'l:'S~:~;::iif~Ll'~Ef;:.0;~~{'~~2I:'J.~c7i~~_(.I.l±A.tI, . .i~:l)c....'dLj:~Z;·;E:t:cj2:fl+E::;·~.c:;,~,L~;2·:.~,:2.~~.: 
12190121121 , ... ... _ .' E ( I , J, 1) =B ( I , J, 1 ) **2 . 
12191121121 .L~:':;ic:.j:L LLA=K~ l' .'. ' ... 

(gL.::~:::c~J~~j;iCi±Bs~~ .. ~·t!5·;~t:J~·ti: ~:i:_t ~~. i;~~ ~t*~2.L~::t;k?·>j~:.i?;i2tL::,~.;;.·:'.;iS . 
1219400 . .APCOST(I,J)=E(I,J,K)/DN 
12195iz1l21.SUMO )=SUMU )+AP<:OST( I, J) •.. 

0960111 .. c •• " ........ CE·C(lSr.<I )=SUM ( I )l (2*~~M,_). '.. ' .. C'.. • ••. ..••. .•. •• 

:..:~ C . 1219801.':. :'CJigli:"o:"·~,di;LCBCOSL(lt)~CBC06T,tt)':d:;'C::·:.~:·c·;·~C:c .. :·,:.· ".:S;:~,,;.£i: •. :.c·;;.'"J.L.c.;·:" ._C,2 .~_:. 

121990121 . RETURN 
10121121121 ;'. END '.' ..... 
112110121 SUBROUTINE HCCQST (SUM, 13, S, A, E, APCOST ,CBCOST, BM, DN> 
.11Z1200.,;:::'D1MENSION.SUMCi'izI), B( 10,25, 5J "S(4) ,A(!h21 ,.3)" EH0,25, 5 t ........... . 
112130121 ,. $ ,APCOST(1121,25),CBCOST<25>,Y(25,5) 

" 112131121 .~C .FINDINGCODEWORD COSTS.AND ALPHABET COST FOR S=::-0.5 WHICH ARE. , .. 

. t:j~i:;~:~,jlJ7I~~Ij~~~2~B1t~~~~if2~L~~~~r{I.··~,;,·.01~L·~ ... "C'~"'~"'''-'''''~~'-'''''~''~ :.:.~;_ .. _-~ __ •••• :..'_,c;.., •.•••• 

105121121 SUM(I)=I2I. 
'106121IZ1D03:J=1,21 .:. .... .. '-. 

~:.~:.l:~:::iil~:~:~.·"S~'§J;).~~I;J~ii~~ (IHA l1 ,J",.n~L~'#L~~::: ::.}~::'::;~~Lii;";,:~;"'{:2.2;i~~.L:"~:·:c L: • . ~_. :.J •...•.. _ 
. 112190121 E(I,J,1)=B(I,J,1)**2 
,. 111211210 ... ,,,.:>LA=K-1 . 

. 1110121 "'.~C ••. 13(1., J,K)=B( I, J ,LA>+t;\( I, J, K) .. 
1120121 . .:: __ 4 ... : i '--~ ... E( I ,'J, Kl.=EC I,"J, LA)+(B( I ,J, KH!'*2) . 
1131210 3 APCOST(I,J)=E(I,J,K)/DN . 
1131121:'C;ORDERING THE .21 CODEWORDS FROM MIN. TO MAX. CODEWORD COST, 

2~:i;~ci 1 ;:::~Uhl!~ I,,~~,}}:~~.;~+;t~~~~]!:c.~''::~~~if.L~(cJi2~~tJ;:: .. :.: -;;:,,-:.:;j-",~~,~=,c ..... ~ 'O'O.~'.~'~ ~~" .... _ .,c.. 

117121121 DO 7 KS=LN,21 
:.118121121., ... ' _ 'IFc"AP¢OST(l,J).LE.APCOST(I,KS» GOTO 7 

.g:::_.~.~~U~-';£.£~";j~:~~~~~~7{! ~ ;~~PCOSLtl'KS);:;L;;:;;~::::.d,;c:o::,,~c:: •. ~~;:~JL::~:c;:. ;,:".;.. ::":::":' ... : ....... . 
· 121121121' APCOST< I,KS)=X 
:.':'.1211121' _.DO 107 K=1,3 

1215121 '. . .Y(J,K)=A(1,J,K) 
;':::"..i012 :l6121: ~.d:.;;".:.i.:iI:'i0~"'~:AU ~J ,K);=A U ,.KS, n.L~·::"';.~","".:,",,,-,,,=,,,,::::c:,,""=,,,,~~::,,::,,,,,,,::.~; :"' •. ""=:.3.:.:c.':''''-C~::.~ .. C'",," c. ",-,'.:~_'. 
· 1217121 . A(I,KS,K)=Y(J,K) 

': 12171XA=B<I, J, 3) . 
12172 B(I,J,3)=B(I,~S,3) 

\;;::·':;~1211.J;i.;'c~:)j~2:~}j::-}B (.1 t ISS .• 41-=1(A:..'..:.c·"2:;\Ej£.'cc.o=:.,,~G':'''''~~;i~; .. ' . .:.~~~~L.;~;:.jL :'':.~.'.~~ ,::;,~,::~ .:.: .. 0':",:., •... ". 
· 12180 11217 CONTINUE '" 

'. ..... '. 

'-" -"-. -' -. _.-":"'--r---o--'--, --.----...--.- -'~-:----.--.--~.---------~--.--'-.-.---.. -: ... ~-- .. '--.... ---.. - .. --........ -<..~ 
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12200·f"~].~·1;"\;~~-~2CONTINUE~::~3X~~o:_ .. __ ., .... _ ~ _,.z":'-- ., .<- .. , 12300 .--- 6------------CONTINUE .------------------------ .-----. 

12400 DO 8 J=1, 161 J . 
12500 SUM(I)=SUM(I)+APCOST(I,J) 
12550JL-.:.:~~,,~:~~:.. ... CONTINue:" . _. .' 'coc.>'_cL.-'-. __ __ .. _ .'. 

12600 CBCOST(i)=SUM(li7(2*~BM)-
12801 CBCOST (3)=CBCOST<2) 
1290121 ..... -... ' RETURN 

' .. 1300121' __ . . END' 
131(2UZI -,_~·_.~~ __ .o--O·~_,-"~~_: SUBROUTINE ~·PROBE·~-("MA~ B·~·S, p', PROB~-BM 

: 132121121 D I MENS I ON MA ( 1121, 1121) , B ( 1 (2)' 25, 5 > , S (4) , P ( 10, 10) , DEL< 1121) , PROB ( 10 ) 
13210 CDEFINING THE STPM WHICH IS SYMMETRIC AND FINDING TERMiNAL' .... 

.-- ;.-,: 

~~;~: "~::c.&:~!E~If:;oc~8:I!I~2'~~~;2f;~g»!1l!lblIJ~~~.L:., .. ~c:.5;;:~=:~:c __ ,.~~~. __. ,_~~___ , _______ ...... ____ . 

, 13400 ,:~ . DO 11 L=1,4 .. ' 
c. --1351210 11 .. '~-- 'MA <I, c) ;:;0-' . - c -.....-., -'- . ---

:,...:,;.;t3,~00.::~:t;~:1,~~c}~~Gs0 __ ~.9.1'1T.f{l!U~:::li'~-:::~;~-~b;~.;t.'t-··~:-~.f:':;--;';lZ~jL~~:~:'~~_~,2_~:L_:?5;~:i~-.::; ~~·;.·,i.:.,,_j:~,j::-;':'~::.,:ic: .. ~:.i.i::c~:~.:.'::..c.;; 
137121121 . . K=3' . ' 

·:>:1381210;~_-~~·:2:f'li'L.DO .12;1:::1!2'.:: .. : ___ ._.. _ _ .. ... .- . :.:',: 
1390121 DO 13 L=1,4 

.---~~ :~:: _1:~;;::'~;2;b,L~~~'{ i11~~!~t~NE~S ~( L)--)- GO" Ti:{'14~:",~c.-,--,-~-,;~~-,,: •. :.: .• -,-,-,.-~~~L..o.,-=c.:---::-., :.--- -,....- .. 

. . .. ,. 14200 ". . ,-.-. MA ( I, L) =MA ( I, U-t1 __ ,-. : .. .,. : ____ . ' 
"'~143121121'-14' :'CONTINUE _ •.. c.,, __ ~,·.' ........... c.. . ... ""- •• 

·it~L}:~::c:o{;:0_t.~;;:':Ij~~f5i::gg~+~~~~b;3;;'.:~'~-I.£;~~ ~:~··~",c--=·o[L,,"'cz~~ZS~;i;~·.~~.-~£'-;:,~ ..• c-:: , ..... :.:.i;;;~'O~":'Oi,;~'h~.,.~.:'-· 

} : 146121121.. DO 16 1=1,2 ;; 
14700 DO 17 L=1,4 .. .. . . .... .,-- .. --. -"-' 

'2:,L 1.480121 .~:i.~u.;:t.:j:,.~'tiL~;;J'( I , L ) =Fb2~!J-t1A..U-thU1J2.*-t~tUL2~·; ;c::"---.l~:;~;;;'~~j~":'s; :,,,,-.,::_L~ __ :.~:. .. ,..:~',:, _ .. _ .. --'--
,. 1491210 16 CONTINUE . . 

' ... ~;~~:~~!p;~!·~~i~.·'-····' ... '~-'--" .;:. .,. 
,,;,c;:~;;fg;::.2:)}~~:';'~?~;;'Z)~;:~~~~~'1~~T.!t~~;~~~:;~):.-~ ::~,-".,:.,:=,c.-:"",.:-.~,,,~ 
, 154121121.' FD=P(2,1>*P(1',3)+P(2,4)*P(1,2), 

.,. "15500,·'0 FE=P(2,4-)*P( l,3)+P(2,-1 >*P( 1',-2) 
• ..::.,:..1560"-:-.L.~::iL;,Jli;~}FG=Ftf'.L1,:?_)"tP~(.1,.3) *p (.lJ,4 ) ____ .-,:'~';"'" __ " __ " 
, 157121121, FH=P(1,4)*P(1,2>+F*P~1,3)' 

.. 
. ----- ---._----_ ... -

~~ 1580121 ,. DEL(1)=(F*FB)-(FA*FE)+(FD*P(2,3» 
~'!;f'.",. 1591ZUlJ ... ' .. --- ~------. DEL<2f=( PC'2,"1 >*FC)+(FA*FG")-(FH*PC2, 3» 

;." 16000.".:;::~",~,~=:.DEL(:;U:::JFA*F:H)~~FC*f'(2, 4»~(FG*P(2,.3P;, .::":;'::',: .. _~,,:: .] .: ........... . 
161121121 DEL r4-);;;'-{FB*P(1~-4Yf+(FA*FD-f':':'(FE*P(2', 3) )-- ... 
162121121.: DET=(F+P(2,1) )*DEL<2)+(F+p(2,4) )*DEL<3).+.(F+f'q,4) >*DEL<'tt.,·; ~ ... -

- 1630121~'-'.- DO 20 1=1,4"" ... -., ... -- •.. - ...... -- '."-' --, ........... """---"".'-

.l~~§"f:2~: ~J~&;;~!?!~Ji1J{E;4;'~~Q~~q~~ ~r;~JI11E1IP~I~~) '.' t'-;'~\·.~~~~c:..;~,;~.bc··-'-':1.:;':",-::,,~;,fL'::: .. 

.... 1650121::·}JJ~.?~{E6;':}: RET'd~!\:t~'~-~S(:3:~~~~ _, __ ..... " ...... , 
16600 . END 

...•. ·.1670121.:T,'·':-·7··.·,)::t/·:f<,;SUBRQUT1NEVAR1AN .. (VR, PRO~, CBCOST, VAR, K):i·'·':.:··: ' ........... ' . '_' 
- '·":'168121121·~--··'"~-.. -~·=-:~-i:>IMENS10N "PROB(10); cBcosrfil2l); VAR( Ky .. ·---·----·, .-.-.. -.... ----. 
~;;c~. {:~~: .:j;~;"fJ~PJ.~~R!~7~y.~Ri§1.,: .. ~: .. "~''''" ::o_~_. ., .... -.. .- .. 

H,~~·;t7~12I12I;·;;;~~~~t.f'%Af:HE'i{.PQ~'~~J-.}:J~J ,:!(y~~:,!d~:··;~?:-x,l,:I-::s.,fullf2.·.l2tJ~X;~-2'~~;<~~;~i:';·;;;Nl;:f~~·L'f";':;'-:~:::;~G.··::::c'L.· 
1710121 21 VR=VR+(PROB(I)*CBCOST(I» 

'j .. 172121121 .!o;;.';.~::"c.:.::':;.~~.:,;:VAR(K)7~_~:>j:.:.~ ... '... . .. , ... '-
'1730121 RETURN 
~i~L17401212Z;C~!/;~I;:ii~~::-~~:e.:I\!D.::\.,. ~~ .. '. =~~ .' .. .:: __ . ____ ,: .. :..;~ :o..__{:";::2.':':':c:-~Ac;;..·';:;-'-:';C}.o:C :~ .. __ .. 

1750121 SUBROUTINE NCCOST (SUM,APCOST,CBCOST,BM) ... g*::.. .. , ~!~E-'\l?.r_9.N?~M~1I21hA.f'<:ClST<10,25J' CBCOSJ< liD) ... 

. 1· -- . '" -- -~'-, 

'. 



178012) 
179IDQ) 
1812)012) 
18100 
1821£10 
18300 
1840(2) 
18500 
1860121 

31210 

SIJM(I)=0. 
DO 31110 ,J=1, 16 
SUM(I)=SUM(I)+APCOST(I,J) 
CBCOST(I)=SUM(I)/(2**BM) 
CBCOST(3}=CBCOST(2} 
RETURN 
END 

118 



C(.-1~5) c( -0. 5) 

Mr,J, K) . . ID 0. 1. -1. . 0. -1.-1. 
0. -1. 1. 1. 0.-1. 
1. 0.-1. 1.-1. 0. 

-1. 0. 1. 0. 0. 1. 
-1. 1. 0. 0. 1. (2). 

1. -1. 0. 1. 0. 0. 
0. 0. 1. L"':1. 1. 
1. 0. 0. -1. 1. 0. 
0. 1.0. 0. -1. 1. 
1. 1.-1.. 0. (2).-1. 
1.-1. 1. 1. 1.-1. 

-1. 1. 1. 1.-1.-1. 
1. 1. 0. -1. 1. 1. 
0. 1. 1. 0. 1. 1. 
1. 121. 1. 1. 0. 1-
1. 1. 1. -1. 1Zl. 1. 

CfllOS"fCI)=. 15833E+01 Ce,l~Ttl):. 66667E+1Zl0 Ce,tOSTB). 66667E+00 C.~lO~Tl0 .. 15833E+01 
E+Q)l "tl}= • 19549E+00 Pl:!»= • 38144E+1Zl1Zl P(lV:.27972E+00 

Yor-ls)= .34295E+01 

@ 
0. 1.-1. 0.-1.-1. 
1Zl.-1. 1. 1. 0.-i. 
1. 0.-1. 1.-1. 0. 

-1. 0.' 1. 0. 0. 1. 
-1. 1. 121. 0. 1. 0. 

1. -1. 0. 1. 0. 0. 
0. 0. 1. 1.-1. 1. 
1. 121. 0. -1. 1. 1Zl. 
0. 1. 0. 0.-1. 1. 
1. 1.-1. 121. 0.-1. 
1.-1. 1. 1. 1.-1. 

-1. 1. 1. 1.-1.-1. 
1. 1. 0. -1. 1. 1. 
0. 1.'1. 0. 1. 1. 
1. 0. 1. 1. 1Zl. 1. 
1. 1. 1. 0.-1. 0. 

• 15833E+01 • 66667E+0121 • 66667E+1Zl1Zl • 15833E+01 
E+1Zl1 • 18924E+00 • 35622E+00 • 29685E+00 

_ 3';~424I='+0\ 1 

P(\)~ 16434 

.15213 

OJ 
• 
~ 

...... 
:J) 
m 
m c ..... 
ct 
m 
o 
"11 

"TJ 
o , 
ct , 
m 
::J 

"ll , 
o 

(Q , 
m 
3 

..... .... 
(!) 



® 0. 1.-1. 
0.-1. 1. 
1. 0.-1. 

-1. 0. 1. 
-1. 1. 0. 

1. -1. 0. 
0. 0. 1. 
1. 0. 0. 
0. 1. 0. 
1. 1.-1. 
1.-1. 1. 

-1. 1. 1.' 
1. 1. 0. 
0. 1. 1. 
1. 0. 1. 
1. 1. 1. 

0.-1.-1. 
1. 0.-1. 
1. -1. ·0. 
0. 0. 1. 
0. 1. 0. 
1. 0. 0. 
1.-1. 1. 

-1. 1. 0. 
0.-1. 1. 
0.0.-1. 
1. 1.-1. 

1.-1.-1. 
-1". 1. 1. 
0. 1. 1. 
1.-1.-1. 
0. -1. 0 • 

• 15833E+01 
E+01 • 19774E+00 

-.15226E+30 
.37919E+00 

-.87843E+29 

(9 121. 1.-1. 0.-1.-1. 
0. -1. 1. 1. 0.-1. 
1. 0.-1. 1.-1. 0. 

-1.. 0. 1. 0. 0. 1. 
-1. 1~ 0. 0.1.0. 

1. -1. 0. 1. 0. 0. 
0. 0. 1. 1. -1. 1. 
1. 0. 0. -1. 1. 0. 
0. 1. 0. 0.-1. 1. 
1. 1. -1. 0. 0.-1. 
1.-1. 1. 1. 1.-1. 

-1. 1. 1. 1.-1.-1. 
1. 1. 0. -1~ 1. 1. 
0. 1. 1. 0.-1. 0. 
1. 0. 1. .1.-1.-1. 
1. 1. 1. 0.-1. 0. 

• 15833E+01 -.15226E+30 
,E+lZll • 19988E+00 • 37704E+00 

-.87843E+29 

-.15226E+30 
.:29622E+00 

-.15226E+30 
.31193E+00 

• 15833E+01 

• 15833E+01 

.16269 

.16111 

...... 
N 
o 



0. 1.-1. 0w-l.-l. 
0.-1. 1. 1. 0.-1. ® 
1. 0.-1. 1.-1. 0. 

-1. 0. 1. 0. 0. 1. 
-1. 1. 0. 0. 1. 0. 

1. -1. 0. 1. 0. 0. 
0. 0. 1. 1.-1. 1. 
1. 0. 0. -1. 1. 0. 
0. 1. 0. 0.-1. 1. 
1. 1.-1. 0. 0.-1. 
1.-1. 1. 1. 1.-1. 

-1. 1. 1. 1.-1.-1. 
1. 1. 0. 0.-1. 0. 
0. 1. 1. 0. -1. 0. 
1. 0. 1. 1. -1.-1. 
1. 1. 1. .0. -1. 0 • 

. 15833E+01 -.15226E+30 
E+01 • 17639E+00 • 35932E+00 

-.81569E+29 

@ 0. 1.-1. 0.-1.~1. 
0.-1. 1. 1. 0.-1. 
1. 0.-1. 1.-1. 0. 

-1. 0. 1. 0. 0. 1. 
-1. 1. .0. 0, 1. 0. 

1. -1. 0. 1.. 0. 0. 
0. 0. 1. 1. -1. 1. 
1. 0. 0. -1. 1. 0. 
0. 1. 0. 0. -1. 1. 
1. 1.-1. 0. 0.-1. 
1.-1.1.. 1. 1.-1. 

-1. 1. 1. 0. -1. 0. 
L 1. 0. 0.-1. 0. ---=-

.0 • 1. 1. 0. -L Ill. 

1. 0. 1. 1. -1.-1. 
1. 1. 1. 0.-1. 0. 

• 15833E+01 -.15226E+30 

-.15226E+30 
• 34190E+00 

• 15833E+01 •• 16224 

> '----""",. .~-

• 15833E+01 .16224 
E+01 • 17639E+00 • 35932E+0'.0 _________________________________ ___ 

-.815691:=·+·;'<:;>-

-.15226E+30 
• 34190E+00 

...... 
N ...... 
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CHAPTER VII 

COCLUSION 

We have summarized all the line coding techniques 
such as partial response cod~s, two phase Frequencymoduia
tion ~odes , alphabetic codes and nonalphabetic codes. 

These line coding schemes are primarily developed 
For pulse code modulation (PCM) systems , high density 
magnetic recording and high data transmission systems in 
order to reduce dc wandering (baseline wander) ,to suppress 
lSI , maintain the selF clocking capability and allow For 
eFFective error monitoring.Line codes are diFFerent From 
error detection and correction codes which are intended to 
combat against the random or burst noise eFFects.These tech
niaues are used to compansate For:;undesired characteristics 
of a digital communication channel. 

A~so various methods to comp~te the symbol error pro
bability Pee) due to the lSI and the noise have been discuss
ed.One of these methods developed by Jakubow , Garcia and 
Chang is the running digital sum method which is based on 
the assumption that the raised cosine channel is cascaded 
with two single pole transFormer.The impulse response of 
the overall system consists- of a waveForm with an inFinite 
duration constent amplitude tail of polarity opposite to 
that of the symbol.This model allows us to set a direct re
lation between the lSI and the Pee) and also develop new 
code design algorithms For ternary alphabetic codes that 
optimize the Pee) perFormance.But the experiments indicated 
that this model ~s useFull only For some values of Fc/F 
( Fc is the transFormer Frequency, F=l/T ) such as Fc /F(O.5 
percent. 

For Future investigation the Following items can be 

recommended. 

As a result of cod~ conversion , the encoded sequence 
includes some redundancy which should be exploited as much 
as possible to improve th~ reliability against random noise. 
Kobayashi has Found practical solutions to a class of cor
relative level codes i.e maximum likelihod decoding (MLO) 
and ambiguity zone decoding (AZO). (30) An extension of 
similar approaches' to other type of codes (ex. alphabetic 
codes) can be investigated. 

Franaszekdeveloped a method of constructing syn
chronous variable length codes.(3l) He reduce¢ the problem 
of Finding an optimal variable code to that of selecting a 
set of terminal states (principal states).This notion is 
equivalent to Finding an optimal terminal states set in the 
method of constructing a Fixed length code.A dynamib prog
ramming algorithm has been applied to .a systematic search 
of principaL states and optimal variable length codes For 
var ious constraints have been Found. (32) Th is algor i thm·· and 
its results can be Future developed. 
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The communication model is assumed to be baseband 
channel with pulse amplitude modulation. The results are 
extendable For other modulation systems.Many authors re
port applications of correlative coding technique to FM 
(33) , phase-shiFt keyed (PSK) ,quadrature amplitude mo
dulation (Q~M) (3~),vestigal sideband (VSB) or single 
sideband (SS8) systems. These applications can be adopted 
For Other line codes. 

The code design algorithm ,oF RDS model has been 
used Forterr1ary alphabetic codes. The appl ication of this 
algorithm to the other Fixed length alphabetic codes can 
be examined. 
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