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ABSTRACT

A telecommunications network can be separated into a switching and a
transmission network. 'Using the idea of this separation, the planning and
optimization of telecommunication networksvis divided into two distinct but
interlinked stages as the switching network optimization and the transmis-
sion network opfimization. Furthermore, é modular approach is chosen to
solve these sub-problems. In this study, the first two modules of the trans-
mission netWork optimization problem, namély, the network structure'and
circuit routing optimization modules, will be handled. Unlike the algorithms
contained in literature, a simultaneous optimizétion procedure is adopted

in this study.

The ‘developed solution procedure considers this problem both as a
development (no existing transmission media) and as a capacity expansion

(taking account of the existing netwokk) problem.

One of the most important features of this prdb]em is the éxistence
of economies of scale in the link cost functions for installing trans-
mission systems. These 1ink cést functions can be decomposed ihto a fixed
and a variable cost component. In the case of usiﬁg alternate systems,
-these functions become pigcewise concave, that is, concave in the range

covered by any single ‘technology.



Some of the major characteristics"of.the developed algorithm are as
" follows: it can take into account the existing network, consider mixed
technology and alternate transmission systems, handle economies of scale
énd fixed charges present in the problem, together with the capacity limits

and the parallel Tinks in the network.
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UZET

Bir telekomiinikasyon sebekesi iki ana bilesenden olusmaktadir: bir

santral sebekesi ve bir iletisim sebekesi. Bu ayirimdan do]ay1 telekomii-
nikasyon sebekelerinin planlanmasi ve eniyilenmesi problemi de iki asamada
gercek]esmektedir. Unce santral sebekesinin eniyi1enmesi problemi ¢ozil-
mekte, daha sonra bu asaman1; ;1kt11ar1 g{rdi olarak ku]ian1]arak iletisim
sebekesinin eniyilenmesi problemi ele alinmaktadir. Bu farkli, fakat bir-
biriy]e yak1n'11iskisi bulunan problemlere modiiler bir yaklasim uygu1aharak,
bunlarin kendi ara1ar1nd§ da baz1 altproblemlere ayrismalari sadlanmaktadir.
Bu calismanin konusu, 11eti$im sebekesinin eniyilenmesi probleminde i1k iki
altproblem olarak gecen serim yapisinin belirlenmesi ve devre ydonlendiril-
mesinin eniyilenmesi prob]em1eridir.- Bu iki altproblem genellikle ayri ayr:
eniyilenmektedir. Calismada probleme yeni bir boyut getirilmis ve bu prob-
' 1em1er1nreszaman11 ehiyi]enmési dUsUnU]mﬁstUr.
Gelistirilen ¢oziim yordaminda bu brob]em hem mevcut iletisim sistem-
lerinin gozoniine alinmadigi bir gelistirhe problemi d]arak, hem de mevcut
7sebeken1n hesaba kat11d1§1.bir-kapasitearhr1m1 problemi olarak ele alin-
maktadir. | |

Problemin en Onemli 0zelliklerinden biri, iletisim sistemlerinde olcek
ekonomisinin gecerli olmasi-ve maliyet islevinin bir sabit bilesenle, devre

sayisina badgli bir degisken bilesene ayristirilabilmesidir. iAncak, alternatif
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sistem]erin kullaniimas1 sozkonusu oldugunda, maliyet islevi parcali siirekli
icblikey bir islev olmaktadir.

| Gelistirilen algoritmanin en Onemli. 6zellikleri, mevcut sebekeyi goz-
oniine alabilmesi, birden fazla teknolojinin, alternatif iletisim sistemle-

rinin, 6lcek ekonomisinin, sabit maliyetlerin, sebekedek i paralel ve kapasite

ki1s1tT1 ayritlarin icerilmis olmasidir.
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I, INTRODUCTION

A telecommunications network is the means’of interconnecting
telephone customers on demand. This network is'fn fact a collection
of a number of telephone exchanges (dr switching nodes) interconnected
by Tinks (tranémission systems). The basic elements of a tkansmission
system are the circuits which are fixed means of conveying one conver-
sation or other communication in both directions between tWo specified
nodes [1]. \

The optimizatisn of te]ecommunicatioh networks is a rather complex
problem. This complexity is.dﬁe to the trade-off betweeﬁ the investments
in equipment to meet the demand from the customers and the quality of
“service that will be given. It is essential to enable the customers
to make successful calls to other customers in an economic manngr,vbut
of course together with a sat%sfactbry quality of service. This pre-
scribed standard of service is evaluated in terms of the proportion of
successful calls during the busy hour of the day (known as Grade of
Service or blocking). Sdme of the factors that can degrade the quality
of seryice perceived by the customer are caused by eduipment failures,
“and éoﬁééstjop due to unforeseen surges 6f traff1¢ due_to customer behav-
ioﬁr. on thgigﬁhéﬁsééié; the financial return will be insufficient if

the inveg;méﬁﬁ% jg eaﬂfﬁmeht are too high. Likewise, if they are too



small the quality of service percéived by the customers will be poor be-
cause of the insufficjent plant to carry the telephone traffic. Hence,
to resolve the trade-off between cost and service, -the investments in
‘equipment must be minimized subject to a set of service level constraints
[2]. |

A telecommunications network comprises tWo»major component networks:
a swit;hing netwofk and a transmission network. A switching network con-
sists of switching nodes.interconnected by groups of circuits (trunk
groups) over which the te]ephone}trafficAflows. A trénsmission network
consists of the‘transmissionvsystems which carry the trunk groups between
- switching nodes. _Onevof the traditional transmission facilities is-the
cable consisting of a large number of wires. Recently, the use of radios,
satellites and fiber optics have been initiated. |

The optimization of te]ecommuni;ation networks is divided into two
distinct but interlinked stages as the‘SwitchinglNetwbrk Optimization
" Problem (SNOP) and the Transmission Network Optimization Problem (TNOP)
12,3,4,51.

The general optimization procedure can be illustrated as. follows:

Quality of
Service

!

Switching . l

B Transmission

Figure 1.1 - The general description of the procedure.




The left part of the figure represents the Switching Network Opti-
mization Problem in which the circuit demands are determined from the
optimization of traffic routings in the swifching network. Evranuz,
et.al., [16:] } have conducted a study on SNOP. In another study, Misirli
[ 7 7 presents an algorithm for SNOP together with some different ap-
proaches to this problem. |

- The right'parf of the ffgure sfands for the Transmission Network
Optimization Problem. In this prdb]em, these circuit demands will be
: routed optimally in the transmission network. Baybars and Kortanek
[ 81, Evranuz [ 91", Evranuz and Miraboglu {["TO » 11 501271 3 b
Evranuz and Aktin [ 13°] have studies on the optimization of the trans-
‘mission facilities for telecommunication hetworks.

Finally, the overall optimization process, as enabled by the
algorithms developed, takes place in between the opposing poles of
Quality of Service and Costs.

The transmission network optimization, as mehtioned by Nivert
and Noort [14] Y, is carried out in a number of logical steps. First
of all, the network structure hasﬂto be designed in such a way that a
certain degree of structural reliability is achieved, ahd that;thé -
routing of circuits will not requfre major'changes in the already exist-
ing parts of the network; Secondly, the Circuit demand is routed in
an optimal way, taking into account the diversification requi}ements. '

In order to determine whether the service requirements are met,
the network is then énalysed in a rather approximate manner, It is
on the basis of this ané]ysis that the requirements on’a stand-by pro-

tection network can be established, which is to be optimally routed oh



the remaining capacities in the network. The analysis may also serve in
qefining the appropriate degree of overdimensioning of particular trunk
- groups. Cave]]ero‘and Tonietti [15], Kaptanoglu and Evranuz [16] and
Kaptanodlu [17] have studies on the determinafion of stand-by requirements
~in. telecommunication network.

The general optimization procedure uses a modular approach Tn
' solvinglits related problems. The sWitching network optimization problem
is divided -into eight main modules, while the transmission network opti-
mization prob]ém intoAfive main modules t4].

The switching network optimization problem and the last three
modules of the transmission_network optimization problem (which are the
Grade of Service Evaluation, Stand-by Requfrements.Determinatioﬁ; and
Stand-by Optimization modules) are totally out of the scope of this
study. Only the first two modules of TNOP, namely, the network struc-

ture and circuit routing optimization problems are'ana1yzed»1n the thesis.

But rather than optimizing them separately as it is done by the members
of the COST 201 Project,[2,4j, a simultaneous optimization procedure is
proposed. This procedure considers the problem both as a development
(no existing media), and as a capacity expansion (taking account of the.
existing network) problem. ’

After this introductory presentation of the problem, Chapter II
gives some of the related concepts of té]ecommunication netwo?ks.

With the aim of defining the problem clearly, Chapter III provides

a more exact description of the telecommunications network optimization



~problem, and states the two problems, namely, the network structure and
the circuit routing that will be optimized simultaneously in this thesis.
It also includes the input kequirements and the resulting outputs. |

A brief review of the related literature is given in Chapter IV.

Chapter V presents a survey on shortest path algorithms and intro-
duces the specfa] implementation which wés developed especially for the
capacitated networks involved in the iransmissioh network'optim{zation
problem. 7 |

Chapter VI stafts with the characteristics of the problem and the
main assumptions of the déve]oped model, and describes the formulation
‘of the problem. At the end of the chapter, flowcharts of the solution
pfocedure applied are included. ' |

In Chapter VII, the test network 1s‘introduced, and the numerical
results of the déve]oped algorithm are discussed.

The 1isting and explanation of the computer program appear in the

- appendices.



IT. SOME RELATED CONCEPTS OF TELECOMMUNICATION
NETWORKS =

This chapter presents some of the basic concepts that are commonly
used in telecommunication networks, and also includes some technological
aspects. of transmission networks. The material presented in this chapter

will provide a better understanding‘of the .problem definition.

2.1 BASIC DEFINITIONS

A te]ecommun1cat1ons network is a collection of junctions (or
pofnts) some or all of which are joined by direct communication links.
Such a network can be illustrated by a graph in which fverticesf and
"edgeé" correspond to the "noints" and "Tinks" of the network, respecf-
ive1y. An example of a rea1—1iTe telecommunications network with 8 points

and 15 direct links ake shown in Figure 2.1 [8], =~ = = " ... I

Figure 2.1 - A telecommunications network




A Tink is a collection of faci]itiés‘known as transmission equip-
ment which when taken together comprise various transmission systeMS.
Telephone traffic, which will be referred to simply as traffic,
is defined as the aggregate of telephone ca]}s over a group of circuits
(trunks) with regard to the duration and the number of cai]s [18].
Traffic intensity is the traffic volume (tofa] 0ccupancy) occurring
dﬁring a specified,beriod of time divided by the duration of the period,

both quantities being expressed in the same time unit [1]. The resultant

quantity is fundamentally dimensionless and is expressed in erlangs, after °

the Danish mathematician A.K. Erlang, who is the founder of the telephone
traffic theory, or in terms of hundred call seconds per hour (CCS). Since
‘there aré 3600 seconds in an hour, 36 CCS equals one erlang.

AS mentioned in Chapfer,I, a telecommunications network is separated
into a switching and a transmission network. |

A switching network is a collection of switching nodes and their
interconnecting switching Tinks without regard to the transmissfon media
on which the switching Tinks are carried. A switching node is a switching
machine at a.specified location. A switching link is the total number of
- trunks connecting any two specified switching nodes 1rréspective of their |
grouping into trunk groUps énd direction of‘opefation. A trﬁnk group is
a set of circuits treated as an entity for dimensioning purposes and
provided to carry a specified amount of traffic between the SAme two

switching nodes. Figure 2.2 illustrates the above definitions [1].



Switching node:i Switching node Jj - Switching node k

Trunk group A(ij)

Trunk. group
A(dk) -

p circuits

g circuits

Trunk group B(jk)

r circuits

Figure 2.2 - An example of switching nodes and links.

In the figure given above,

Switching link 1ij

"

Switching 1link jk

’A(ij) = p circuits

A(jk) + B(jk) = q + r circuits

A;transmission network, on the other hand, is a collection of trans-

mission nodes and their interconnecting transmission sections. A trans-

mission node is a location in the transmission network where a transmission

section-terminates and which provides .multiplexing, demultiplexing, or ana- -

logue’;/digital conversion for the interconnection of transmission sections.

A transmission link is the total transmission capability between any two

specified transmission nodes comprising one transmission section or a

number of interconnected transmission sections. Finally, a transmission

section is a transmission medium at any specified level of‘mu]t1p1exing




between two transmission nodes such that no intermediate nodes are involved
and all circuits are carried on common physical equipment at some point

between the nodes.

The hierarchy of concepts in relation to the switching and trans-

mission networks in illustrated below [1].

‘Network

Swi i .
Notwork | Transmiss{on
Switching A ' ' : ‘ Transmission
Node ‘ Node
Switching ’ g Transmission
Link » Link
Trunk Group _ Transmission
' - Section

Elementary
Circuit Set
I

Circuit

Figure 2.3 - The hierarchy of concepts.
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2.2 NATURE OF TELEPHONE TRAFFIC

In real-Tife telephone networks, not a]] pafrs of points are '
connected directly by transmission facility links. That is, in graph
theoretic terms, telephone networks are typically non-complete graphs [8].
However, since the graph itself is connected, it is possible to dial any
point from any other specific point. Traffic, in the ferm'of voice
telephone calls, originate at a junction A, such as a city, to be trans-
mitted to another junction B, termed the destination..'lf there is a direct
Tink -in the network connecting points A and B then the call is transmitted
through that 1ink as long as not all the circuits of‘that link are busy
at a given time. However, if all.the A-to-B 1ines are.busy, or if there
is no direct link joining A and B, then the call can be transmitted from
A to B through a sequencevof Tinks (with the assumption that there are
switching fecilities at point A to switch the A-to-B traffic to some other
link). Depending on how dense ( in terms of the number of 1inks) the
hetwork is, there may be just a few or berhaps many such sequences of
Tinks which could carry the traffic of a sbecifiédllink. Such sequences
are referred to as alternate routes [8].

Furthermore, if the customer demand for some pair (A,B) exceeds
the capacity of the direct link between A and B, then the excess demand
can be switched to ae alternate route. Hence, in peak traffic conditions
when the treffic offered to a first choice direct trunk group encodnters‘

a b]ock1ng cond1t1on where all circuits are engaged, it can overf]ow to

a second cho1ce trunk group and so on, until the last and final traff1c

routing is reached wh]ch 1s genera11y the basic route.
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Figure 2.4 illustrates an alternate routing plan [2].

First choice route = {1}
Second choice route = {2,5}
Final choice routé = {2,3,4}
Direct route = {1}
Final 1links = {2,3,4}
‘High usage 1links = {1,5}

Figure 2.4 - Routing plan for origin destination pair (A,D).

In the example above, traffic routing from A'to D is first .offered
to the first choice direct route A-D. If all circuits in this trunkrgroup
are already carrying calls, then the traffic overflows to the second choice
route via B, A-B-D. If this traffic route is engaged, the traffic flows
via the final routing A-B-C—D. There afe two possibilities to establish
a.hierarchy of the 1inks in the‘network, where a 1link is termedvhigh—
usage'if'its traff%c can be switched to an a]ternaté route (s); and is
termed a final choice 1ink if traffic overflows onto it. .Thus, the excess
traffic of final links are lost. Furthermore, a high-usage 1ink cén only
carry its own traffic, whereas a final link can carry the traffic for
other pairs of points in the network [19]. | h

Routing implies that more than one set of circuits can be installed
on a link to meet the requirements of several relatijons. Howeyer, because

of the high fixed cost. of 1nsta1ling a system, and of the economies of

scale involved in installing a larger system, it will often be less
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expensiVe to route them than otherwise. )

It is important to differentiate between the offered and the carried
traffic in order to clarify the nature of telephone traffic in a network.
The carried traffic, which is a measurable quantity, is the amount of
traffic actually handled by the system. The offered traffic, on the
other hand, is usually greater than the carried traffic by the amount of
Tost or blocked traffic. This blocked traffic will ejther be lost and
cleared away.fkom the system, or overflow to an .alternate route, if there
exists any. Kaptanoglu [17] gives. in detail the theories and methodo]ogies
utilized in the calculation of blocking probabiljties which are of great

importance for the optimization procedure. : L

2.3 TECHNOLOGICAL ASPECTS OF TRANSMISSION SYSTEMS.

Transmission systems proyide the circuits for transmitting speech
"and other signals between the nodes of a telecommunications network. These

dircﬁits convey the signals in both directions. If a circuijt uses a éepa-
‘rate transmission path for each direction, then each of these unidirec:
tional paths is called a channel. In general, a complete channel consists
of sending equipment‘at a:terminé1 statioh, a}transmission Tink which may
contain repeaters at intermediate statjons, and reé;iving equipment at
another terminal station [20]. 7

Both transmission channels and the signals they convey may be

classified in two classes: analogue and digitai. An ana]ogue signal is

a continuous function of time; at any instant it may have any value between

limits set by the max imum power that can be transmitted. Speeéh signals
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are an examp]e‘of analogue signals. On the other hand, a digital signa]

~ can only have discrete values. The most common digital signal is a binary
signal, having only two values, "1" and "0". A'telegraph signal 1is an
example of a digital signal. A television Waveform is a mixture of
anaiogue and digital signals, since it transmits both_the picture contents
and synchronizing pulses. |

Recent]y,'digita] techniques have been introduced into both switching
and transmission. By this means, speechsignals are sampled and converted
into a series of coded pulses, each occupying a'discréte and recurring time
interval, and the time periods between these slots éan be occupied by other
conversations. This enables a large number of trunk groups to be time-
division mu]fip]eXed onto two pairs of wires or coaxial tubes [3].

In order to transmit an analogue signal without error, the channel
must be a linear system. Any deviation from linearity will causé non-
~ linear distortion,of.an analogue signal. - The mdst'common examples of
analogue channels are the cable systems and the radio-relay systems equipped
with 1inear amplifiers. A‘digitél channel does not requiré to be linear,
since its output provides a number of>discretekéonditions corresponding to
the input signal. A telegraph circuit, whose output signa1>1s provided
by the operation‘of é‘relay'is an example of a digifal channel,

It is not necessary fo'transmit analogue signals oyer analogue
channels, and digital signals over digital channels. Data cbmmuh%cation
and voice-frequency telegraphy over telephone 11nes’are examples of trans-
mitting digital signals over analogue channels, Analogue signals mayvbé
coded for transmission oVer digita].channe15‘by means-of analogue-to-

digital converters. An example is the transmission of speech by means of
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pu]ée—code modulation over lines equipped with regenerators.

‘If a link can provide adequate transmission over a band of fre-
quencies which is wider than that of the ‘signals to be sent, it can be
used to provide a number of channels. At the sending terminal, the sig-
nals of different channels are combined to form a composite Signa] of
wider bandwidth. At the recejving terminal, the signals are separated
and retransmitfed over éeparate channels. This process js.known as multi-
p1eXing. It is used in order to maximize the number of traffic groups
that can be carried on the transmission media. The separate channels
that enter and leave the termina] stations are called baseband channels.
The transmission 1ink which carries the multiplex signal is called a
broadband channel or a bearer channel [10].

The transmission network comprises transmission nodes interconnected

by transmission links. Some types of transmission media are:

analogue coaxial cable

digital coaxial cable

~idigital PCM dedicated cable

analogue microwave radio

digital microwave radio

optical fibre cable .

submarine cable.

These different transmission media are made up of modules of cir-
cuits multiplexed to form the necessary frequency.range (for ahalogue
' systems), or.bit range (for digital systems). fhe transmisgion nodes
provide mu]tip]exing and demultiplexing facilities and;also form flexibility
points for the interconnection of transmission 1inks or modules of circuits

between transmission systems [2].
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I11, PROBLEM DEFINITION

The first éection.of this ;hapter includes a detailed description
of the overall optimizatioh problem. This will be helpful in under-
standing the relationship between the two distinct but inter]inked‘
stages of the telecommunications network optimization, that is, the
switching network and the transmission network optimizatijon problems,

'_ clearly. The second section of the chapter briefly describes the trans-
mission network optimization problem, and gives more exact definitions
of the network structure and circuit rputing optimization brob]ems which

will be handled in the thesis simultaneously.
3.1 THE GENERAL,TELECOMMUNICATIONS'NETWORK
OPTIMIZATION PROBLEM

A major characteristic of the overall optimjzation procedure is

that the switching and transmission networlsare treated separately in.

such a way that a consistent result will be obtained. The procedure has

fo produce minimum cost routings of traffic flow in the switching net-
work, and the minimum cost routings of circuits in the transmission net-

work. These minimum cost flows are constrained by the quality of service
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parameters. A problem exists as how to achieve thé quality of service
required, and in ordef to handle this problem various possible measures
are considered. One is the overdimensioning of trunk-groups, in which
the trunk group‘capacjties are. increased. A second measure is the di?er—
sification (or “muttirouting) of trunk groups, and a third measure is

the application of redundancy in the transmission network [4,14].

The basic’network elements to be treated by the procedure are switches,
trunk groups, transmission statjons and trahsmission sectjons, Of these
elements, the most relevant attributes (1otétion, hierarchy,.technoloéy,
cost factors, capacity constraints, length, service requirements, failure
data, étc.) are specified. In addition, items like the tfaffic demands,
the routing'strategy ére-input data.. The output of the procedure essen-
‘tially consists of a dimensioned swjtching network (trunk_group sizes)
and a designed transmissjon network (capacities of transmissibn sections,
trunk group'r0utes and stand-by capacities). Moreover, the relation
beiween quality and costs will be qualified in tefms of a number of
parameters. | _ ‘ |

‘A flowchart of the overall procédure is given in Figure 3.1 [2].

. As it can be seen from the‘figure below, the major_ihputs to the
switchfng network optimization problem are thermatrix of traffic demand
between all switchihg nodes, hierarchy, minimum b1ockings; maximal routing
scheme, and the mean circuit cost coefficients. The majbr outpuf‘of this
procedure is a circuit demand matrix (being a translation of the traffic
demand mqff?ﬁ}nwbich is passed forward to the transmission_netwdrk opti-

mization problem. i fi--
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Figure 3.1 - The overall procedure.



In addition to the circuit demandcomprj%ihg‘alnatrix of trunk groups
received from SNOP, the other main inputs to the transmissioh network opti-
mization problem are the maximal graph of thanémission nodes and media, - -
cost figures and service requirements in failure conditions. The output
consists of a detailed description of the resulting analogue-digital net-
work, including the routing of all circuits, the propbsed stand-by capa-
c1ty per link together with the best rout1ng of it, and a summary of the
qua11ty of the network.

The relationship between the switching and transmission networks

can be made evident by the following example [1].

50 80

20

Y

(a) S (b)
Figure 3.2 - Routing of trink ghbup AB on the transmission network.

Figure 3.2(a) shows a trunk group of capacity 100 between the
switching nodes A and B. In Figure 3.2(b), these circuits are routed
in the transmission network where W,X,Y,Z are the transmission nodes.

These 100 circuits are a]]ocated to three transmission paths in the

fo110w1ng manner:
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A+ WZ~B 20 circuits
A+ WYXZ + B 30 circuits

A~ WXZ~> B v 50 circuits

As it can be seen from Figufe 3.2(b), there may be more than one .
transmission sections between two transmission nodes. This‘ekamp]e also
makes it clear that all the circuits of a trunk group may not.be affected
by the failure of a transmission média.

- Taking advantage of certain network characteristics, the two main
subproblems, that is, SNOP and TNOP, are further broken den, thus
allowing for a modular .and flexible procedure to be constructed [14]. In

the overall optimization procedure SNOP is hand]ed in e1ght main modu]es,

wh11e TNOP in five main modules.

3.2  THE TRANSMISSION NETWORK OPTIMIZATION PROBLEM

The transmission network planning proceduyre involyes examination
- of the matrix of trunk groups comprising the switching (for functional)
network and grouping them to form the“physica1 network of transmission

_nodes and Tinks. It requires optimization to [2]:

a. minimize the cost by minimizing the Tength of trunk groups,
/ maximizing_trunk'groups sharing the same transmission 1ink
to achieve economies of scale; and selection of the most

economic transmission media,

'b. meet security criteria (against failure of transmission media)

by, for example,
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i) route diversity (or mu]tirouting) where circuits making up
individual trunk groups are split between two or more phy-

sically separate transmission paths,

ii) a stand-by network where back-up systems are provided which

can be used to dup]icate working systems if they fail,

i11) overdimensioning which is more relevant to the traffic
‘relations, because it protects these relations rather than

a particular trunk group or transmission section [3].

The transmission netwokk is described as a mu1t%graph. Each edge
of-the graph represents a transmissidn medium or the part 6f.it using
thexsameAéna1ogue or digital technique; so each tranémiésion medium'is
representéd by one or a pair of edges. In the last case, when a medium
is in failure condition, the corresponding pair of edges}fails at the
‘same time. |

The failures considered are single failures ofbtransmission media.
‘Multiple failures and node failures are not contained in the failure
‘mode1. 

Capacity limits and modu]grities'of transmission medié'are.taken
_into account in the procedure.

As mehtioned at the end of Section 3.1, the transmission network

optimization problem is divided into five main modules [4] which are:

NSO - Network Structure Optimization
CRO - Circuit Routing Optimization

' GOS - Grade of Service Evaluation .
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- SBR - Stand-by Requirements Determination

- SBO - Stand-by Optimization.

Nivert and Noort [14] and Lindberg, et.a1 [21] who are members of |
the COST 201 Project describe the inter-relation between these modules
by the'fol1ow1ng flowchart.

The first module which is the Network Structure Optimization
(NSO), determines the basic structure of the transmission network from
a maximal set of existing or proposed media. To each 1ink, a capacity’

- 1imit and a cost function, comprising a fixed an a variable component,
are:associated. As a result 6f the optimization procedure, the unneces-
sary - links, subject to certain connectivity criterfa being met, are
deleted. In order to guarantee the connectivity of the network, a
minimum node degree will be maintained for the transmission stations.
Different connectivity criteria are discussed in Section 4.1.

This new network or the available network is passed to the Circuit
Routing Optimization (CRO) module which performs the optimal routing of
the trunk group demands upon it, If required, this module will also
route the trunk groups on diverse paths.(mu1tirouting),‘and through the
use of penalty functions will ensure that the maximum éapacity of a
media is not exceeded. ’

In parallel, the Grade of Service Evaluation (GOS) module .prepares
the traffic data for the Stand-by Requirements Determination (SBR) modu]é
by transforming the trunk group data into equivalent circuits. The SBR
module is then able to examine the effect of a failure on each of the

tnansmission'media and give the number of stand-by circuits which are
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Figure 3.3 - Flowchart of the Tfansmission Network Optimization
Problem. ‘ ’
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required to méintain the grade of service in failure conditions. The
studies by Cavellero ;nd Tonietti [15], Kaptaﬁoé]u and Evranuz [16] and
Kaptanoﬁ]u'[17] analyze the problem of stand-by requirements determination.

The final module, which is the Stand-by Optimization (SBO) module,
‘routes the stand-by requirements in the transﬁission network qsing the
available capacities of the media, and if necessary, using transfer of
technique at a transmission node. The requirements are met at minimum
cost, considering all single failures of the media.

In this thesis, instead of optimizingvthe NSO and CRO modules in-
qependent1y, a simultaneous optimization procedure js adopted, fhe
prob1em,1s to specify the links on which different tranémission systems
“are to be'installed, together with'the.type of the systems and the number
of circuits to be installed on each such 11nk.\ The objectiveris to mini-
mize the cost of routing while meeting the point-pair\circuit demands.
This Prob]em can be solved both as a development (no existing media)
and as a capacity expansion_(taking account Qf the existing network)
problem. In the following sections, the optimization of the NSO and CRO
modu1e$ are presenfed separately, This will bring a better 1nsfght to

the solution procedure given in Chapter IV,

3.2.1 The Network Structure Optimization

The objective of the Network Structure Optimization (NSO) module
is to determine the structure of the transmission network. This is
achieved by routing the circuit demand between. the switching nodes on

the maximal transmission network, and deleting: the transmission media
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which are either under-utilized or .expensive., The deletion of a trans-
mission medium is only carried out if the connéctivity degree of the
nodes is not violated [4].

The resulting available transmission network (which is a subset’
of,the 1nputtedvmax1ma] network) is passed to the circuitbrouting opti-
mization module for more accurate routing of the trunk group circuit
demahds upon it.

The major inputs of the NSO module are [4]:

i) the maximal graph which comprises media that are either existing
or proposed by the planner (each medium is represented by a

Tink in the maximal graph),
ii) the cost coefficients o% each transmission medium,
iii) the capacity Timit of each medium, |
iv) the technology of each medium, whether anaf§gue or diQita],

v) the threshold value for the minimum number of circuits on a

medium,

'vi) the minimum réquiked degree 6f each node. This should, in
most cases, guarantee‘fhe‘cohnectivity of .the graph., Node
failures are considered to be negligible in comparison to

media failure.
The main outputs of this module are:

i) the available transmission media,

ii) the capacities of the available media.
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The members of the COST 201 Project have propsed an algorithm for
~ the NSO module which uses the inputs stated above. The flowchart of this
algorithm [4] is given in Figure 3.4 for a better understanding of the

NSO module.

3.2.2 The Circuit Routing Optimization

The objective of the Circuit Routing Obtimization (CRO) module is
to determine the optimal routing of trunk groups in the transmfssion
network. To increase the flexibility of the netwqu against failures
trunk groups can be mu]tirouted, that is, more bhan one transmissibn
péth can be given to each trunk group. This is only performed when the
associated cost is reasonable [21]. | |

| The 1inks of the network in this module can have transmission media
with mixed technology, that is, both analogue and digital. Such media
are represented by a paif of Tinks haying cpmmon fai]ure'characteristics.
~The change of technique 1in é transmission.node’is represented by splitting
-the nodeé into an analogue and digita}.node; and introducing a transfer
1ink in between. The adVantége 6f this representation is that only thev
cost coefficients for the 1inks-are required. The cost for transfer
of technique in a node is described by a cost coefficient on the transfer
Tink. The process of handling mixed technology is illustrated in Figure

3.5 [4,14].

RIS
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Route all trunk group demands on
shortest path in maximal graph

l

Qe]ete Tinks on which the circuif demand
is below the threshold value and such
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'

Order the remaining links according tb the criterion:
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Figure 3.4 - Flowchart of the NSO Module.
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Figure 3.5 - Handling mixed transmission media.

= The flowchart of the CRO module proposed by the members of the
COST 201 Project [4] is introduced in Figure 3.6 to give a better

insight.
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Figure 3.6 - Flowchart of the CRO Module.
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IV, LITERATURE SURVEY

The first section of this chapter includes a general literature

survey on the fof]owing topics:
i.-The multicommodity network flow problem (esbecia]]y the
minimum cost mﬁ]ticommodity flow problem),
ii. Economies of scéle in networks,
iii. Planning and capacity expansion of te]ebommunication networks,
iv. Static and dynamic design problems in‘planning and optimal

routing in telecommunication networks.

The second section gives a more §pecific survey in the sense that,
the different studies on the Network Structure and Circuit Routing Opti-
mization moduies within the framework of the COST 201 Project and pre-

sented.

4.1 A GENERAL SURVEY

Mathematica] planning of telecommunication networks is typically
concerned with the so;called multicommodity network flow problems., Some

of the papers in literature concerned with multicommodity flows deal with
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the problem of detekmining a minimum cost flow; while some others deal
with a maximum flow problem. In both problems, there is a capacitated

- network and discrete commodities from certain sources are sent to certain
sinks along the links of this network. Thié_means that the f]ow on each
link is a set of individual and interchaﬁgeab]e commodities. |

The objective of the minimdm_cost‘flow prob]em\is to minimize the
tota] cost of carrying a specified amount of the flow from each source
to its correspondént sink for all commodities.

On the other hand, maximum f1ow problems are basicly concerned with |
how to.get the largest amount of flow consisting of numerous commodities
through a capacity limited network structure. Each commodity is defined
by its unique source and sink with the resultant flows competing for
capacity within the links of the network [22].

~ The multicommodity network flow problem can be formulated as below

[23 ]:

Consider a network which has N nodes {1,2,...,N} and M directed arcs
{a],az,...,aM}. Arcs 315395+ + 453 (2’5_M) have capacities b],bz,...,pz.
Let there be K commodities and define Xy 35 the flow of commodi ty K in
arc a . A source node s, and a sink node t, is associated with each

commodity k. The constraints are:

/

1. Flows are nonnegative

X 2. 0 , for all k and m

2. Capacity restrictions on arc ay

’

K
% X, <Db , 1<m< R
k=1 km — “m



31

-~ 3. Flow conservation for commodity k at ‘node n
K if n-= Sk
=< 0 |, if nfsy and n # t,

fk R if n= tt

where
fk: the amount of flow of commodity k.in the network, .
Bn: the set of arcs terminating at node n,

A : the set of arcs originating at node n.

For the minimum cost problem, the flows fk are given and the objec-
tive is to minimize the total cost
min z, =

L ¢, X
K,m km™ km

The maximum flow problem views the f, as variables and has the objective

max z, = i fk

A general approach to solve tﬁg multicdmmodity flow problem is by
décomposing it into several sing]e cqmmodify flow prob]ehé} For this
reason, some papers on the single commodity f1ow problem are also given
below. | |

" The main computational procedures developed for solying tﬁe minimum

éost flow problem are the primal-dual type algorithms of Ford and Fu]kerson}
T[24]; Busacker and Gowen (described in [25]). These are dual methods in
which feasible f]oWS~bécome available when the computations terminate.

Fulkerson's "Out-of-Kilter" algorithm (described in-[24]) is ESéehtia11y
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a primal method in that it‘can be started with_a feasible flow or one
becomes available at an early stage.

Another primal method for solving the minimum cost flow prob]ems‘
is given by Klein [26]. In the simple procedure he proposes, the feasible
flows are maintained throughout. He also gives brima] algorithms for the
assignment and transportation problems. Klein uses the maximum flow roﬁtine
of Ford and Fu]kegson to find an initial flow and constructs-a special net-
work. He then uses a matrix multiplication method to find the shortest
routes between every pair of vertices. There is also a negative cyc]é
tracing routine in the algorithm he proposes.

One of the methods for solving the minimum cost flow problem is
to find cyclés of negative 1ehgfh in a marginal cost network [27]. These
negative cycles indicate a change in the flows around the cycle, which
will result in a reduction in the total cost. The detection and flow
change around the negative cycles are the topics of Bennington's [27] -
paper. He claims that it.is“a1Ways possible to detect any negative
cycle in the marginal cost network by using a shortest path algorithm
ffom one node to all other nodes. He proposes an a]gorithm that finds
negétive cycles in this manner and which can be used'in.K1efn's [26]w~
method for solving the minimum cost flow problem. He presents also thé
computational results comparing this algorithm with the outeof—kiTter
algorithm. | .

Tomlin [28] uses the Dantzig-Wolfe decomposition principle to solve

the minimum cost multicommodity flow problem., He states thijs problem as

follows:
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Consider the network [N,A] with nodes i = 1,2,;..,h and directed
arcs. Assign each arc a capacity bijji 0, and assocjate with each arc
a cost C; i >0 per unit flow. For each commod%ty k=1,2,...,9, denote
the source s, and the sink t,» and Tet the required flow of commodity k
be r, (assuming a single source and sink for each commodity); The prob-
lem then becomes to meet the flow requirements and capac1ty constraints
over an existing network at minimum cost.

Tom]in [28] formulates the minimum cost multicommodity network flow
problem in both node-arc (where each commodity must satisfy the Kirchoff
node conservation'requirementss and arc-chain form, leading to véry 1orgé
linear programs.

Chen and De Wald [22] use the Dantzig-Wolfe decomposition principle
in solving the maximum flow multicommodity flow problem. They first
formulate this problem in node-arc form as a large~scale linear program.
~ Then taking adyantage of the special structure, the Dantzig—wo1fe decom-
position principle is utilized to partition this problem into a master
program and a set of sub-programs. Each sub-program is solyed as a
shortest route (chain) problem based on the original network with the
arc distances being the dual variables of ' the master program. A shortest
route can be determined by an efficient algorithm. This‘chain‘effeotive1y
labels the chain over which a positive amount of flow is to be djrectéd.
Finally, an appropriate amount of flow is trahémitted over the choin in
a fashion ana]ogous‘to.(and probably a generalization of) the single
commodity flow augmentation procedure. The pfocedureouti1izedoin<this

process for this purpose‘is referred to as the Backtracking Method, since

it often requires the backtracking and reduction of previously af]ocated
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phain flow. A criterion is’a]SO developed to test the flow at each itera-
tion for optimality.

| Hartman and Lasdon [23] present an a]goritﬁm for solving minimum
cost or maximum flow multicommodity f1low problems, .By using the special
structuré of any basis matrix, the simplex method can be performed while
maintaining the inverse of a working basis whose dimension is only the
number of ;urrent}y saturated arcs. Aside from multiplication by its
inverse, all other simplex computations are performed using addition or

~ graph theoretic operations. The algorithm is a specialization of the
generalized upper bounding method for‘block angular problems.

An important feature of the telecommunications network planning
problem is that the‘cbst functions associated with irstalling transmission
systems are concave, reflecting economies of scale [5,6,8]. These func-
tions may be approximately decomposed into a fixed charge and}a 1inear
cost part. The fixed charge represents the initial jnvestment cost of
installing a transmiséion system (e.g., cable) on a 1ink.. The Tlinear
cost part, on the other hand, répresents the cost of jnstalling the cir-
cuits (e.g., wires in cables) of that ;ystem. 'Furthermore,_jt 1s‘also
assumed that both of these costs depend. on the length of the individual
links (i.e., the actual distance betweén the two points joined by that
1ink). | | | _

The paper by Yaged [29] presents a foundation for examining network
economy of scale effects. The point-to—point_natdre of circuif demands
and the dynamic nature of an eyolying communications network are the
jmportant properties of the models studjed in the paper. The effects of

| these two properties on measurements of network economy of scale effects

are inyestigated.
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Yaged states that a natural measure of the network scale effect is
the network cost elasticity e, which is defined as the.ratio of the frac-
tional decrease in network average cost per éirbuit mile to the fractional
increase in total circuit miles carried by the network. It is also noted
that the average cost per circuit mile on a iink decreases as- the number
of circuits increases. Hence, the maximum scale effect is gfvén by e = 1,
while e = 0 signifies ho scale effect. |

Yaged [29] uses a simple example to show that static studies, while
providing useful inSight, have 1ittle relevance to issues concerned with
a communications network evo]ving'oyer time., The paper describes static
network models and relates network scale effécts to transmission facility
economies of scale. A dynamic modg] of network evaluatjon is also pre—A
sented, which includes the point-to-point nature of demand and the sequen- '
tial nature of facility installation decisions, This model can be used
to evaluate the network scale effects arising from the availability of
high capacity low average cost (gross investment) transmission facilities.

Like in many applications ﬁithin the private and public sectors,
planning for the expansion of capacify js of vital importance iﬁ communi-
cation networks [30]. The comp]gxityiofﬁthis expansion poiicy results
from the strong dependency between\the‘optimal‘routing of-fhe demand and
the optimal capacity expansjon plan. The optimé] routing at each period
depends on the existing 1ink capacities, and the expansion po1ic§'for
any link depends on the routiqg decisiohs.

Luss [30] presents a literature suryey on capacity expansion prob-
lems. He defines the basic capacity expansion problem as the problem

which consists of determining the sjzes of facilities to be added and
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the associated times at which they should be added, as well as the types
of facilities to be installed so that the present worth cost of all ex-

*pansions is minimized.

The capacity expansion cost is usually concave, exhibiting economies

of scale, that is, the average cost per capacity unit decreases with the

expansion size [5,6]. Some commonly used cost functions are [30]:

i. the power cost function

f(x) = k& where O0<a<1, x>0,

ii. the fixed charge cost function

0 , if X =0
f(x) =9.
A+Bx -, if x>0 s

iii. or some combination of the two.

However in some applications, the expansion cost function is not

concave. Suppose that different techno]ogies are used to -adde faci1jties

where
0 ,- ifx =0

A
>
| A
o

f(x) = q AptBx , if 0

A
>

A2+Bz(x-a) . if a

and A, > A]+Bia. In that case, the cost function is piecewise concave,
that is, concave in the range covered by any single technology. In fact,

this is the case in telecommunication nétworks.';Figure 4,1 [30] illus-

trates such a typical cost function.
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-Figure 4.1 - A typical capacity expansion cost function.

In the papers by Yaged [31], Baybars and Kortanek [8], Ulusoy [32],
EVrahuz and Miraboglu [10;]1,12],.and Evranuz and Aktin [13], economies
of séa]e is taken into account while developing the algorithms, |

Literature cdntains several papers on the planning and capacity
expansion of telecommunication networks. Opposite to the operationa]
planning methods, the model by Claus and Krdtzig [33] a)]dws akg1oba1
cost-optimum network to be obtajned, which is subject to a certajn set
of constraints.

The planning prob]em of Claus and Kr&tzig, whichlis téken from.

the work of the "Network Planning Department of the Telecommunication
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Administration of the Deutsche Bundespost", fs how to utilize and to
extend the capacity of an ekisting burried cable network in such a way
that all (future) traffic requirements are met by minimum costs. Hence,
the decision variables in the model are the discrete digital systems (PCM)
set up on existing cable 1ines and new cable 1inks to be installed in

the future.

| This cost-optimu@%p1anning and capacity expansion problem is solved
by using mixed-integer programming. Furfhermore, the formulation takes
account of the circuit capacity of the system, and path diversification
required for reliability reasons.

In another study conducted by Hackbarth [34], a cost-optimum network
structure fdr the planning of telecommunication transmission networks is
calculated which provides sufficient capacity for the truhk'groups required
between the exchanges. For reasons of network reliability, each trunk
group is split up depending on its size, and the partsare routed over
several edge-disjoint paths.

It has been shown that thi§ prob]em can be described by a multi-
commodity network flow probTem with a non-1inear objective function.
Furthermore, it was shown that, in Tong-term planning of teieébmmuhica— '
tion transmission networks, the objective function éan be represented
by a sum of continuous monotone increasing concave functions [34].

For the resulting concave minimization problem, Hackbarth sﬁbws
that local minima can be calculiated by a sequence of solutions to 1fnear
~ problems, and that a corresponding procedure can be described by a fixed
point a]gorithh. Thé 1{near problem is solved in such a way that for

each trunk group, the corresponding edge-disjoint paths haying minimum
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total Tengths are calculated. Thé fixed pofnt.a]gorithm is used in a
heuristic procedure to calculate a sequence of local minima with decreasing
values of the objective function. For this purpose, a densely meshed
initialvnetwork is systematically reduced by prohibition of edges.

In the network mode1 .Hackbarth [34] chooses an undirected Qraph,
because the sum of all circuits required bétween two exchanges is taken
-ss the demand, and the direction is unimportant in a transmission Tink
[31]. | | |

One particular approach to communicafions network planning problem
is to formulate it as a linear program as done by Mc,Ca11um-[35].

Mc Callum considers a communications network in which thé nodes
might be interpreted as switching nodes and the arcs as transmission
- 1inks. The forecasts of circuit requirements\betwéen sbecified pairs |
of pojnts are given. The requirements are called demands, and must be
met by routing circuits along.certain circuit paths or designs in the
- network. If an arc has insufficient capacity to proyvide for these
demands, then its capacity can be augmented by‘the construction of new
facilities. - |
Hence, the problem attacked by Mc_Ca]lum [35] is to determihe the
routing of circﬁits on designs, and the constructidn of new capacity so
as to meet the demands at minimum cost. Cost is defined here as the |
sum of routing costs and constructjon costs. '

Mc Callum considers the sing]eﬁtime—perjod_version of this problem
formulated as a linear program in arc~-chain form, and‘app1ies the gene-

ralized upper bounding technique of Dantzig and Van Slyke.-
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In the planning and capacity expansion of telecommunication net-
works, the nature of the design problem becomes another 1mportaht fea-
ture. Some of the papers contained in 11teraturé concentfate'on the
static design problem, Whi]e some others on the dynamic design probliem.

In the static design problem, demands are taken to be constant |
over the time horizon of interest. This impiies that all the investment
decisions are executed ét the beginning of the time horizdn.

However, in the dynamic design problem, demands change over the
time horizon. This leads to finding an optimal investment policy in
which the time and capacity of each investment,deciéion made over the
time horizon is specified. The study of this problem is obyiously more
complicated and would require a heuristic épproach;

The paper by Baybars and Kortanek [8], analyzes such a dynamic
model for the facilities design.problem in telecommunication networks.

Baybars and Kortanek [8] define the transmission facilities plan-
ning problem in telecommunication networks as a fixed charge multi-
commodity flow problem, and state-this problem as follows:

Given point-pair circuit requiréhents for each year in the planning
horizon, find a minimum present value cost facility installatijon plan by
specifyihg the type of transmission syétems and'thé 11nk§ themselves on
which the systems aré to be installed, as well as the number of circuits
to be installed on each such link in each perijod of the finite planning
horizon.

However, this transmission network optimization pfob]em is con-
sidered on the switching.network, instead of the transmission network

jtself in Baybars and Kortanek's [8] study.. Therefore to 1nérease"the
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grade of servite¢; alternate routing is considered in»p1aée of multi-

- routing in transmission networks. The formu1ation also takes into account
a]ternate transmission systems with different capacities, and the cost }
functions associated with installing transmission systems are taken as
concave, reflecting economies of scale. The links are specified as high-
usage and final choice in their formulation. But since‘in transmission
networks a 1ink may carry high—usage and fiha] choice trunk groups
simultaneously, it is insignificant.to make such a distinction.

This transmission facilities planning probiem is formulated as
a}mixed intéger program, and a heuristic method is presented to solve
this model. ‘

In ordef to ensure system re]iabi]ity'(i.e., to avoid dependency
~on a specific transmission system), Baybars and Kortanek [8] assume that

not all the transmission facilities on specific 1inks will be of the
same tybe. |

In another paper by Baybars and Kortanek [19], again a heuristic
approach to the transmission faciTity p]anhing in te]ecommunicatioﬁ net-

‘works is presented. A procedure is developed fok‘obtaining approximate
optimal solutions over a three perjod planning horizon.‘ It is assumed .
'that the transmission supplies are unlimited, and there is only one
alternate route for circuit assignment.

On -the other hand, Evranuz and Miraboglu [10,11,12] formulate the
optimal planning of transmission facilities in telecommunication networks
as a static design problem. Alternate transmission média, multirouting
and economies of scale afe also consideredkin théjrAformu1ation. Three

" different models are developed and tested for comparison against eachother.
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The minimum cost routing in mu]ficommodity network flow problems
is formulated for static network models in the paper by Yaged [31], and
an iterative techniquevfor finding a local minimum to the problem is
presented. |

The cost of the network is modeled és the sum of the cost of
providing a given number of channels on each link.: Each 1ink cost 1§
assumed to be a concave function of the link size. This assumption,
Tike in many other papers, is again based upan the fact-that~the trans-
| mission systems which can be installed on‘a‘1ink display economies of
scale. '

Yaged [31] shows that an optimal solution to the concave routing
problem is a shortest path routing. Multirouting and,thé'techno1ogies
of transmission systems on‘the_same link are not considered in‘the
formu]ation;

Another paper in which the optimal routing in networks is fdrmu—
lated as a static design problem is by Ulusoy [32];- Given the set of
nodes and the demand between each pair of nodes, the problem is to
se1eét a set of arcs to route the f1pws through the network such that
the demands are satisfied and the resulting total cost is minjmum,
Fixed charge and economies of éca]e-ére also taken into consideration
in the developed heuristic algorithm which is based on‘the shortest
path algorithm. Since the shortest path algorithms assume a linear
cost function and the cost functions in the paper are taken to be con-
cave with fixed charge a110wéd, four 1inear approximation technjques
to the cost funétion,afe suggested so that a unit ngt can be assigned

to each arc. The arc cost functions fij are assumed to have the form:
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‘where xij are the arc flows and Lij are the distances of arcs.

Like in Yaged's paper [31], multirouting is not considered and
only a single technology is taken into account.

A different approach to a large-scale network routing ﬁrob]em
with nonlinear cost functions is described by Claus and Kleitman [36].
This approach involves a multistage construction process.

* The specific problem that is considered in the paper concerns the
optimal location of rented telephone lines in order to minimize the
rental costs, given the properties of the rental rate structure. This
is known as the "telpaking problem". |

The problem under consideration takes the following form:

Given the set of requirements, each of which involves a pair of
locations between which a communication line is desifed, construct a
network of ‘telpaks and private Tines which can accomodate the require-
ments at minimum cost. |

This probliem is Qne in which concentration of use along paths pro-
yides savings up to the capacity of telpaks [36]. The general pattern
is that of routing many simultaneous reqUirements'over routes on which
costs are of a step function nature in their dependence on usagé; Claus

and Kleitman i]]ustrafe the step function nature of costs by the following

graph.
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Figure 4.2 - Cost function for telpak renting.

According to Claus and Kleitman [36]; an exact, minimum cost solu-
tion does not appear to be a feasible possibility for problems in the
size range of interest here. Their approach consists of a number of
heuristic steps, each of which is geared to fectifying the worst.
failings of the previous steps. They claim that the combined effect

of all of these steps seems to be considerably more effective than

| any of them alone.
4,2 A SURVEY ON THE NETWORK STRUCTURE AND'CIRCUIT

ROUTING OPTIMIZATION PROBLEMS

As menfioned in Chdpter I1I, the telecommunications network opti-‘

mization problem is first divided into two sub-problems which are further
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partitioned into modules. Two of these, nameiy, the Network Structure
Optimization (NSO).and Circuit Routing Optimization (CRO) modules, cons-
titute the topic of this.thesis.

The methods for planning and optimization of te]ecommun%cation
networks are developed within. the COST (European Co-bpératioh in Scien-
tific and‘Technica1 Research) 201 Project which is conddcted by 11 Euro- -
pean countries, including Turkey. The basic objective of ‘the COST 201
Project is tohdevelop,computer—based planning procedures to optimize the
dimensioning of telecommunication networks by‘minimizing the total cost
under specified constraints of quality of seryice [3,4].

One of the major problems that arise during the trénsmission net-
~work optimization is to find an efficient connectiyity measure for the
nétwork. For this purposé, three different measures are proposed.

The first one fs to consider the node degrees, that is, the number
of edges coming in and going out the nodes [4]. .But this 1is rather a
_ weak measure, and there is no way to guarantee the connectiveness of the
network. Consider the following example in.which degree of node A is

six, and degree of node B is seven,

“Figure 4.3 - A failing case for the connectijvity measure on
node degrees.
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Suppose that a minimum node degree of threé is used as a connectivity
measure.” If edge e is the proposed edge for deletion and the network is
checked for connectivity, it will be seen that A will remain with a node
degree of five and B with a node degree of six. Since they are both
greater than the minimum node degree, e will be deleted, but the network
itself will become disconnected,

For this reason, another protection meésure is developed, which is
to route the flow betweenvthe same node pair over several edge=disjoint -

paths [37] as illustrated in Figure 4.4.

Figure 4.4 - An example of three edge- d1SJO1nt paths for the.
node pair (A,B).
A third connectivity measure is to use a flow augmgnting algorithm
which is equivalent to route a flow in a capacitated network. For this
‘reason, a maximum flow algorithm is used between the nodes for which the

connectivity will be checked. Each edge is assumed to have a capacity

of unity [9].
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Nivert and Noort [14], propose an algorithm for the network struc-
ture optimization problem which first routes the circuit demands on the
shprteSt_paths in the initial graph. Those edge§ with a flow below a
threshold are deleted, unless node degree requirements are violated.
Next, ‘the media are ordered according to a criterijon of efficiency. The
least efficient Tinks are subsequently reroﬁted onto cheaper paths, if
available, and the reroﬁtéd Tinks themselves are deleted. - The algorithm.
terminateg either when no more deletions are found,.or when the network
cost does not decrease significantly any‘moke;

- Evranuz has two papers on this problem. In his first paper [37],
he gives an algorithm for solving the network structure opt1m1zat1on
prop]em jn which the trunk group requirements are routed in.k shortest
paths. \

In his second paper [9], Evranuz proposes a heurjstic algorithm in
whiéh the fixed charges and capacity {1mits on the Tinks, and the exisfing
network are taken into consideration. Also, different technologies are
preéented by parallel links in the network. |
| The cifcuit routing optimizationﬁproblem is formu]atéd»és a multi-
| commodity flow problem with capacity constraints. For several reasons,
this'mu1tic6mmodity flow problem 1s‘sepérated into a number of single
commodity flow optimizations [14,21]. .

Nivert and Noort f14] introduce an aTgorithm in which both analogue
and digital transmission media are considered. The algorithm also handles
mu1t1rout1ng using a piecewise linear convex cost function.

L1ndberg, et.al [21] take into account the max1mum capac1ty :cons-

traint on each transmission medium, and reduce this capacity by an 1nput
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factor in order to always have some rémaining capacity for the construc-
tion of the stand-by network.

The capac1ty constraints are handled using Lagrangean relaxation,
and the problem is decomposed into severa1 single commodity minimum cost
flow sub-problems. A feasib]e solution is obtained by 1terations.where
the Lagrange multipliers are changed by a subgradienf technique. This
means that if a capacity constraint was vio]ated at one iteration, this'
link will get a higher cost coefficient at the next. However Lindberg,
et.al. claim that, this alone is not sufficient to produce feasib]evsolu—
tions. Therefore, they use also a penalty cost which is given as input.
As soon as the total flow on-an 1ink has reached the capacity limit, this
penalty cost is added to the kfnk.

Each sub-problem consists of routing one circuit demand. A shortest
augmenting path technique is chosen to solve the minimum éost flow probiem
in this capacitated network. With this technique, it is nécessary to use
a shortest path algorithm a few fimes for each cikcuit demand.. Since
this is the innermost Toop of CRO, an gfficient.algorithm is needed.
Lindberg, et.al. [21] have chosen two of the shortest path algorithms
from the paperuby Dial. et.al. [38] for this purpose.

To increase the flexibility of the network against failures, Lind-
berg, et.al. also cons1der multirouting by using a piecewise linear
convex cost function as in the paper by Nivert and Noort [14]. The
first part of this function represents the real cost, while the s11§ht]y
increasing second part serves to find a reasonable second path, and_thé

third part is a penalty cost forcing multirouting.
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Unlike the papers mentioned above, the study by Evranuz and Aktin
[13] brings a new dimension to the transmission network optimization prob-
lem in the ‘sense that, the network structure and circuit kouting modules
are optimized simultaneously. The study presents an approximate algorithm
that can be used for large transmission networks, and which comprises more
than one technology, parallel links, alternate transmission systems, the

existing network, fixed charges, and economies of scale.
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V. A SURVEY ON SHORTEST PATH ALGORITHMS AND
A SPECIAL IMPLEMENTATION FOR |
CAPACITATED NETWORKS

This chabter has two main purposes. The first purpose is to pre-
sent a brijef survey on the different shortest path algorithms contained
in literature, and to give some methods for storing large-scale networks
in the computer. The second purpose is to introduce a special implemen-
tation of Dijkstra's shortest path algorithm for capacitated and parallel-
- edged network problems. This developed algorithm will be used in the

solution procedure described in Chapter VI.

5.1 - LITERATURE SURVEY ON SHORTEST. PATH ALGORITHMS

In the analysis of transportation and communication‘syétems? one
major problem that arises naturally is to fihdvthe shortest, cheapest
or fastest route between two points in the network, In other words, a
rbuting which is minimum according to some criterion is required. To
solve this problem, one needs an algorithm in which the shortest path
between those specified points is found. Therefore, the shortest path |

algorithm is extensiveiy used in the design of transportation and commu-

nication networks [39],
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;n most of the applications, the networks ake'very large and
efficient algorithms are thus required. The 1iterature contains several
_algorithms for the calculation of shortest patﬁs in ]argé networks.

Gilsinn and Witzgall [39] analyze and compare a set of labeling
algorithms in which the shortest paths from one node to all other nodes
in. the network are cd];u]ated. The paper points out the importanée 6F
computer imp]ementatidn technology and investigates-different'data hand-
'1ing (more spebifica]]y, list processing) technfques‘which can be used
- to improve the bééic algorithms in this class. - kv

The paper by Dial, et.al. [38].further extends the work of Gilsinn
and w1tzga11 [39], emphasizing the fact that alternative list structures
and Tabeling methods indeed exert a remafkab]y powerful influence on solu-
tion efficiency, and that the identity of the best of thesé methods‘depends
upon the topology of the network and the range of the arc length coeffi-
cients. An additjonal significant result of the study is that the label-
setting a1gorithh.previously do;umented as the ﬁost efficient-is dominatéd
for all problem structures examined by the new methods.

The survey paper.written by Dréyfus [40] treats fiveAdiscrete

shortest path problems which are:

i. determining the shortest path between two specified nodes of
a network, |
i. determining the shortest paths between all pairs of nodes of
a network, |

iii. determining the sécond, third. etc,, shortest paths,
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iv. determining the fastest path through a network with travel times

depending on the departure time, and

v.. finding the shortest path between specifiéd endpoints that passes

through specified intermediate.nodes.

Furthermore, it gives theoretical computatioﬁa] bounds for'each class.
-Also, some a]gorithms are modified to yield efficient procedures.

Dantzig [4]] presenES'an effective method for obtaining the shortest
route from a given origin‘to all other nodes in a network or to a particular
destination point.. The method starts by fanning out from the origin. .its
special feature is that this fanning out is done one point at a time and
the distance assigned is final. , ,

Glover, et.al. [43,44] develop a new hybrid solution algorithm which 1nteg-\
rates the features'of .1abél-setting and.Jabe1-¢onécting:methodéjrum1effective
mamner. It is also reported that this new algorithm has ﬁrovéd notably super-
ior to the best 1abé1-setting and the best 1abe1¥correc£ing algorithms on all

problem topologies tested.

5.2 NETWORK REPRESENTATION

The first sub-settion of this section contains some definitions of the
terms that are commonly used in déscribing the shortest path a]gorfthms.
Data storage problem in 1arge-sca1e network is analyzed in the secbﬁd sub-
section. The terminology adopted in this section is taken from the studies

by Gilsinn and Witzgall [39], and Dial, et.al. [38].
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5.2.1 Terminology

A network consists of a finite set N of nodes and a finite set E of
arcs, and can be denoted as G(N,E). An ordered pair (v,w) of nodes corres-
pbnds to each arc e € E, where v is the starting or beginning node and w
is the terminating or ending node. |

A directed path, or simply a path, is a finite sequence of arcs
P ={esep,..ue) such that for each i = 2,3,...,n, arc e; begins at the
end of arc ei_]. P is called a path from node v to node w if arc e starts
at v and arc e, terminates at w. A path P from v to w is called a circuit
ifv=w, that is, if the beginning and ending nodes of P aré the same.

A path for whiqh e, # ej whenever i#J is called arc-simp1e. Henge,_in
such a path no arc appears more than once.

Assume that to each arc e = (v,w) in G(N,E) there corresponds a non-

negativé length denoted by #e) or &(v,w). Then, a path which is defined as

: Q(ei)

can be assigned to each path P. If d(P) is the minimum length of any path

d(P) =
i

nes =

between two specified nodes, then‘P is called a shortest path.

5.2.2 Data Storage Problem in Large-Scale Networks

A network having M arcs and N nodes may be represented in the computer
in several ways. Since fhiS'representation direct1y affects the performance

of the developed algorithms app1ied to the network, efficient techniques have

- to be developed.
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One way of representing a network in the computer is by considering
all possible node pairs (v,w). This is called the matrix representation.

Corresponding to each pair, the following information is stored:

2e) , if nodes v and w are connected by arc e
(VW) =9 0 S, if v=w
@ , 1if no arc exists between v and w

where v.= 1,2,...,N and W 1,2,...,N. Hence an N by N matrix is'required
for storage. But if N is quite large and M is small compared to N2 which
is the case in many applications, most of the entries in the:matrix,wil1 be
infinity.. Therefore, storing the entire matrix will be inefficient or even
impossible - if N is large. - in fhis case.
Consider the network in ngure 5.1.
| C):v.is the node numbef,
e[#(e)] :e is the arc number and

—————
%(e) is the length of arc

Figure 5.1 - Example network.

This network may be represented in matrix form in the following manner:
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Table 5.1 - Matrix Representation of the Example Network

Node Nodg. 1 23 4
No.

1 0 7 6 =
2 © 0 -5 1
3 o 3 0 2
4 = © g 0

Another way, which is the ladder repreSentétion, requiresva'list of

all arcs in the nefwork. This 1ist must contain  the beginning node, the

ending node, and the 1ength>of each aré e ¢ E. Thus, 3M storage locations

are required.

The network in Figure 5.1 may'be represented in ladder form by the

following lists:

Table 5.2 - Ladder Representation-of the Example Network

Arc No. Beg&ggéng 'Eagggg Arc Length

1 1 2 7

2 1 3 6

3 2 3 5

4 2 4 1

5 3 2 3

6 3 4 2 -

7 4 3 8




The most popular way of storing a network is to.use a linked
list structure [50]. In this method, the arcs in the .
network are ordered by their starting nodes so that all of the arcs which
begin at the same node appear together. Therefore, only the ehdfng node
_ and the length of each arc have to be stored. Also, to 1nd1cate the block
of cbmputer memory locations for the arcs beginning at each node, a pointer
is kept. Thus, the pointer has N entrjes; each shows the beginning position
of node v in the arrays containing the information abdut the arcs. In other
words, each entry indicates the storage location of the first arc starting
at each node. Hence, N + 2M units of memory are required. If the nodes aré
humbered sequentia]]y from 1 to N, then one can_determine the last arc starting.
from v as the arc immediately preteding the first\arc starting at node v+1.
(If the nodes do not natura]1y appear in such.a fashion, it will be necessary
‘to convert them to this form, since efficient operation of the algorithms
réquires that nodes be numbered sequentially.) ‘The representation of a 7
network in which all the arcs starting at the same‘node appear together is
ca11ed,the,forWard'star form, and the forWard star of a node‘v; denoted by
FS(v) consists of all the arcs starfing at v, that 15,-FS(v) = {(v,j):(v,j) e E}.
Furthermore, if the arcs that belong to the forward star of each node are
sorted by ascending length, then this will bé called the sorted forward star

form.

To store the. example network in Figure 5.1 in forward star form, the

following lists are required:
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Table 5.3 - Forward Star Representation of the Example Netwofk

Node Pointer . Ending Node Arc Length
1 1 > 2 7
2 3 3 6
3 5. = 3| 5
4 7 4 ]
. 2 3
4 2
>~ 3 8

Note that, the 1ists headed "ending node" and "arc length" are the -
same in both ladder and forward star forms. The third list (1abe]ed
"beginning node") required by the ladder representation is replaced in

the forward star form by the 1ist labeled "pointer".

5.3 BASIC LABELING METHODS

The two‘fundamenta] ways of storing é network in the computer were
described in the previous section. torresponding to these, there are th
basic methods for treating shortest path prob]éms: méfrix methods which use
the matrix representation of the network, and labeling methods which utilize
1addef or‘forwafd star rgpresentations [39]. | |

Matrix methods yield:the shortest distances between all pairs of nodes
simultaneously. Since they require large computer storage 1ocqtion$,‘their

application is restricted to relatively small ne@works. The computational
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effort of matrix methods depends only on the‘number of nodés and fs indepen-
dent of the actual number of arcs presentin tﬁé network. Therefore, if N is
quite large and M is small compared to Nz, these methods tend to be less
efficient than labeling methods. For this reason, fn handling large ahd
sparse networks labeling methods are preferred. |

Labeling methods for computing shortest paths can be divided into two
general classes as']abe1-correcting and label-setting which will be explained
in the following sub-sectijons. A detailed description of these algorithms
can be fouﬁd in the studies by Aktin and Evfanuz [45,46].

Some additional definitions have to be given before going into the
]abe]ing methods.

In the context of directed networks, a rooted tree, or simple a tree,
is a network T(NT,ET) fogether wfth a node r (called the root), such that
each node v & NT’ except r, is accessible from r by a unique afc—simp1e path

in T. Alternatively, the network T(NT’ET) is a tree if:

i. every node v € NT - {r} is the end of exactly one arc in T,
ii. r is not the end of any arc in T,
iii. there are no circuité in T.

A rooted tree T is called a minimum tree or shortest path tree (in

- the larger network G(N,E) under discussion) if T contains all nodes of G
accessiglé from.r, and if for each node v ¢ NT’ the unique path‘fn T from r
"~ to § 1sLé shortest path from r to v in the network G [38,39].

" Each sfep of the labeling algorithms can be characterized by a tree T

rooted at node r. Thehgfore when the algorithms termiﬁate,‘the shortest
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paths. from r to 611 nodes accessible from r are obtained. Sinée the manner
in which' T is handled directly affects the performance of the a1gorithms;'
effi;ient techniques have to be developed. |

Gilsinn and Witzga11'[39],vand Dial, et.al. [38] present various
implementation techniques which will improve the efficiency of the basic

labeling algorithms.

5.3.1 The Label-Correcting Method

The typica] Tabel-correcting method étarté with any tree T routed at
f and "corrects" T until no further improvement or enlargement is possible.
That is, the arcs in ET are exchanged, augmented, or updated in such-a manner
that the unique path from r to v.in T is replaced or shortened. But until
termination, there is no guarantee that this.new path is a shorfest~path.
Label-correcting methods work for negative arc Tengths as long as

there are no circuits of negative length in the network G(N,E).

5.3.2'The‘Labe1-Sett1ng Method

" The label-setting method, on the other hand, starts out with the tree
T consisting of r alone, and at each iteration augments NT by one node v € N,

and E- by one arc (u,v) € E in such a manner that u € NT’ vV E NT’ and the

T
unique path from r.to v in T is a shortest path. Hence at each step,'T is

a minfmum tree for a]]\nodes inT. A 1abe1-setting'method términates when
all arcs in E which have their starting endpoints in NT also have their
endingiéndpoints in NT’ or'—-if the goal was to determine the shortest paths.

only to a subset S of nodes - when all nodes in S are in the tree.
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It should be noted that label-setting methods work only for non-

negative arc lengths.

5.4 A SPECIAL IMPLEMENTATION OF DIJKSTRA'S SHORTEST PATH
ALGORITHM FOR CAPACITATED NETWORK PROBLEMS

A te]écommunications network, being capacitated and parallel-edged,
has quite an interesting structure. Since it is capacitated, a flow
value which has to be updated from time td‘time is associated with each
edge. For this reason in handling such a network, the edges become more
important than the nodes [45,46]. _One other problem arises from the
parallel edges in the network. Although the algorithms that are: presented
in the studies by Gilsinn and Witzgall [39] and Dial, et.al. [38] cﬁ]cu—.
late correct path lengths When mu]tip]e‘edges\exist for the same node pair,
they are unsuitabfe for this problem since they calculate shortest paths
over the nodes in the network. Therefore by using the a]gdrithms given
in these papers, it_wi11'be hard to keep track of the edges. on the shdrtest
path, and unleés'a new array is kept to store this information, it will
bé impossible to understﬁnd by which édgé a certain node on the shortest
_path was reached. But keeping a new array is undesirable because of its
extra memory requirément. Therefore, an edge number processing algorithm
s more suitable for a capacitated and para]]e]-edged network problem in |
which the edges are more important than the nodes [45,46]. for this -
reasbn, an algorithm which is in fact a specia]kimp1ementati0n of Dijkstra's

shortest path algorithm was developed.
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‘6.4.1 The Characteristics of the Developed Algorithm

The characteristics of the developed algorithm can be summarized

as follows [45,46]:

ii.

iid.

iv.

. By processing the edge numbers, it will be easy to handle

capacitated edges,

Since for each intermediate node on the shortest path one will

be able to-understand by which edge that certain node was

reached, parallel edges WOn‘t cause any trouble,

Multirouting and circuit routing will be handled very efficiently,

Since only the shortest path between two given nodes is required,
the algorithm includes a stopping criterion. Also, a warning

mechanism is developed for informing the user whenever the net-

work becomes disconnected,

. Forward star representation of a network is employed also in

this new 1mp1ementationf

The program of the deVe]oped a]gdrithm'written in Fortran language

appears in Appendix C.

Note that this algorithm can be used in any capacitated, parallel-

edged network.



5.4.2 Flowchart of the Algorithm

C START ) |

Read the arrays which store the beginning,

. ending nodes and the length of the edges,
and the relation (node pair) for which
the shortest path is required

T

Using these, form the arrays which give
the forward star representation of the
network -

Let the beginning node of the relation be
the root, and the ending node of the rela-
tion be the target node :

l

Set the flag of the nodes which show

whether they are temporarily or permanently
Jabeled to zero, in order to indicate that
they are not yet processed. Label the root

" node permaneht]y (by setting its flag to 2)

Initialize the node potentials of all the
nodes, except the root node, by a big
number M. The node potential of the root
has value 0 .

ool

i

By using the forward star of the
latest permanently labeled node,
determine the adjacent nodes on the
1ist
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Take the next adjacent node

this node

YES permanently

Tabeled
?

Label the node temporarily (by sétting its
flag to 1) and calculate its node potential

Is
this new

NO node potential

less than the

old one
?

Update the node potential by its new value
and store the edge number which is used in
labeling this node -~ ’

Is
this the

NO
last node on the

Tist
?

YES

Among the temporarily labeled nodes, find the.one
having the minimum node potential and change its

label to permanent
A




Is
this new
minimum valuesM
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YES

” Is

. the
target node
reached

?

The network became
disconnected

Determine the shortest path between
the given node pair ’

i |

Print the necessary
information

D

Figure 5.2 - Flowchart of the Shortest path algorithm used in -

the solution procedure.
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5.4.3 A Performance Comparison of the Developed Algorithm

and Some Other Algorithms

The developed algorithm was compared with two of the different

implementation techniques given in the Gilsinn and Witzgall study [39].

However, because of the reasons stated below, this comparison does not

have a general quality. It was just performed to determine roughly the

place of the developed algorithm among some others contained in the.

literature. The reasons can be stated as follows [45,46]:

i.

ii.

iii.

The structures of the developed algorithm and the algorithms

~ given . in Gilsinn and Witzgall [39] are different. The first

one processes edge numbers, while the others process node num-

bers during the calculation of shortest paths,

The aim of the developed algorithm is different than that of
the others given in the Gilsinn and Witzgall study [39]. 1In
the developed algorithm, only the shortest path between the

inen node pair is needed. However in the others, the calcula-

tion of a shortest path tree whose root node is specified by

the user is required. That is, finding the shortest paths-from

" one node to all other nodes in the network are intended,

It was not possibie ta separate the time required for printing
the outbuts from the computer times taken.. Because of the
differences mentioned in (i) and (ii), for the algorithms given
in the Gilsinn and Witzgall study [39], the arrays containing

the predecessor node of each node, and the distance of each
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node from the root have to be printed. However, for the developed
algorithm, it is suffjcient to print the matrix which stores the
edges in the shortest paths of the given relations. For this

reason, an actual timing comparison cannot be made.

The first of the techniques chosen from Gilsinn and Witzgall study
[39], namely C2, has been applied to ai]abe]-correcting method, and
empiqys a FIFO sequence 1ist on which nodes appear at most once and
which is treated in a rotating manner thrbugh thé use of two pointers
u and v. Painter u points to the entr& wHose forward staf is to be
| examined next and v is the position of the last node added. As u moves

down the Tist, there is unused space at the top of the Tist above u which

may be used for new nodes when space at the bottom of the Tist is exhausted.

The second technique, S2, is applied to a label-setting method,
and contains a 1ist which is partially ordered in a tree-sorted form.
The elements of such a 1ist may be considered as nodes in a binary tree
in which the label bf the predecessor of any node never exceeds the label
of the node, that is, d(p(v)) < d(V). The labels of nodes in any péth
in the binary tree are linearly orde}ed,,but nodes on different paths

are non-commensurable,

Both techniques, C2 and 52,'émp1oy the forward star- representation
of a network. |

The comparison was made for three different test networks.  The’
first of these has 10 nodes and 16 edges, the éecdnd.lo nodes and 21'
edges, while the third has 77 nodes and 126 edges.; The Iast two networks

are real transmission networks. Table 5.4 gives the timings for the



three algorithms as applied to these different networks
given in the table, SHPTH, the developed algorithm, was found to be superior
among the others, since it is the one that fits to the solution procedure

presented in Chapter VI in the most effective ménner.

Table 5.4 - Results of the T1m1ng Exper1ments for the Three

A]gor1thms
. Timing (secbnds)
Network -
c2 S2 SHPTH
1- . 10 10 8
(N=10,M=16) X t1—13 pX t1=]3 T m,=7
i=1 i=1 j=1 ¥
2 . 10 10 15
(N=10,M=21) . g t.=15 TotF14 T ome=9
. . -i:'l 'i:] j:'l J
_ 3 _ * * 181
(N=77,M=126) t, = 74 t, = 34 z m.=111
1 T j=1 J

Npte that

t

n

the time required to calculate the shortést path tree whose

root node is specified as i,

the time required to calculate the shortest path between

the given node pair (specified as j).

*Due to the size of the problem, it is the time optaihed only by taking

r=1.

. From the figures
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VI. PROBLEM FORMULATION AND
- THE SOLUTION PROCEDURE

This‘chapter states the characteristics of the problem together
with the main assumptions of the,hode] used. It also providés a detailed
descripfiqn of the solution procedure, and presents'the minimum cost flow
algorithm which plays an -important role within the framework of fhe pro-

cedure.

6.1  CHARACTERISTICS OF THE PROBLEM
Thé characteristics of the problem can be stated as follows:

i. The problem of'simu]taneouély optimizingvthe network structure
and the circuit routingbin transmission networks can‘be for-
mulated as a capacity expanéion problem. |
The trahsmission facilities planning problem, as stated.by
Baybars, and Kortanek [19], is to find a minimum cost facility
installation plan by specifying the type of transmission sys-
tems, and the Tinks themselves on which the systems are to be
installed, as well as the number of circuits to be installéd on

:gach such link. The point-pair ciréuit requirements are given

as input.'
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The decision variables of the problem considered here are

the different transmission systems;seﬁ up on existing 1ink$, _
and the new transmission media to be installed in the future.
The point-pair circuit requirements (demands) must be met

by routing circuits along certain circuit paths,'and if a

Tink has insufficient capacity to carry these demands, then
its capacity can be augmented‘by the constructibn of new
facilities. Hence, cost is defined here as the sum of'routing
costs and construction costs. , 2

In this thesis, besides a capacity expansion problem, a devel-
opment probiem is -also considered. In the development probTem,
the existing network is not'takén into account, and a trans-
mission network is developed throdghout the solution procedure
which starts'With a maximum possib1e network. In fact, these
two problems are closely interrelated, and consideration of
the existing network with fixed cost components.of existing
media equaling to zero, changes thé development problem to,§

capacity expénsion prob]em.'

The optimal routing of circuit demands is treated as a multi-
commodity network flow prob]em

It is known that message flows have definite origins and desti-
nat1ons, and a,demand.(1n number of c1rcu1ts) is associated

with each flow between these node pairs. .Thevproblem is to

send these discrete items through a capacity 1%mited network
structure. The property that each message flow can be defined
by its unique source and sink makes the routing problem a multi-

commodity flow problem, in which the resultant flows all share
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the same channels and compete for capacity within the Tinks

of the network [22,47]. 1In this specific transmission network
problem, a commodity corresponds to a message flow between a
node pair. : N
Furthermore, the objective, being to minimize the total network
cost while meeting these circuit requirements, distinguishes

the problem as a minimum cost multicommodity network flow problem.

Fixed costs are taken into consideration during the solution

procedure.

As mentioned by Evraﬁuz and Aktin [13], one of the most important
features of the problem is that the lihk cost functions associa-
ted with insta]]ihg transmission systems are piecewise concave,
that is, concayve in the range covered by ény single technology.

This is an indicator of the validity and importance of economies

of scale in the problem. Hence, as capacity increases, the aver-

. age cost per capacity unit 4¢creases [5,6].

Furthermore, the cost function of a link can be decomposed into _
a fi#ed cost component and a variable cost component. The' fixed
cost component depends on'the Tength of the 1ink, whereas the
variable cost component depends both on the length andAthe number

of circuits in the transmission media [8,13].

The model considers also alternate transmission systems :for each
link. Table 6.1.which is taken from Baybars and Kortanek [8]

gives -the installation costs of three alternate transmission -
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systems, as well as the installation costs of their respective
- circuits, and the circuit capacity of each system.

Tab]e 6.1 - The Cost Components and Capac1ty of the Alternate
Systems Used in the Model .

Fixed Cost Variable Cost Capacity
, System (dollars) (dollars) (no. of circuits)
1 530,000 3,100 30
2 870,000 1,070 90
3 1,400,000 277 270

" Figure 6.1 illustrates the behaviour of this cost function.

A _ "““.System‘l

4.0 -
+— System 2

3.5 1

-
»
.
»*°

w
o

s t--=— System 3

N
(8]
.-
» _‘_.q '

(million dollars)
nN
o
\
\

Total Cost
(621
-&-
\
1
\

—
o
-

----

0.5 . — v ——— Number of Circuits
30 . 90 180 - 270

F1gure 6.1 - The cost function of three a]ternate transmission
systems.



72

| Consider a 1ink where there is no existing media. Suppose'that a
flow of 40 is assigned to this link. The question is whether to install
two systems of capacity 30, or one system of‘capacity.QO on this link.’

As it can be seen from Figure 6.1, the cost of installing two sys-
tems of capacity 30 and therefore using five units of one of fhese systems
~is much higher than selecting a system with capacity 90. Looking at the
figure, it is seen that nntii and including 30 units, system 1 is cheaper.
In the range between 31 and 90 units system 2 is the cheapest; and from
91 units system 3 is the most economic one.

The data in Table 6.1 will be used in the developed model.

vi. The costs df Tinks calculated during the solution procedure are
in the most igeneral form, that is, there is a linear relatijon-
ship between the cost and length ofra link. This is the case
if the transmission media are cables. what happens ii other
media, such as microwave radios or satellites are used? |
In the case of a microwave radio, intermediate stations are
required at certain locations on a link. For example, if
there is a link of hundred'kiinmeters, there may be inter-
mediate stations at eVery,twenty kilometers on fhis 1ink. But
specifying the location of these stations are rather complex,
and the decision of location highly depends on the power of
the station and the topology. Therefore in this case, the
cost of a.link doesn't exhibit a 1ineer're1ationship with the
distance and there will be jumps :in the cost function, when—‘

ever a station is located.
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In the case of a satellite, on the other hand, from the point -

the signal keaches the ground station, costs may have a linear
relationship with the distance of the 1inks.- For exémp]e, suppose’
that Washington and Ahkara are connected through a sate]]ite;

Then, Istanbul will be connected through a cable or mfcrowave
system to Ankara in ordér to have a contact with Washington, and
this will brihg a linear relationship to the cost function of the

Tink between Istanbul and Ankara if'a cable system is used.

‘Note that any type of link cost function can be used in the model.

The technology of a transm1ss1on med1um can be analogue, digital
or mixed. These d1fferent techno]og1es are also cons1dered in

the model.

Since each link cost function has three discrete system capa-
cities (30-90-270) associated with it, the model takes also
modularity into account. Modularity, which is to take the size

of trunk groups in multiples of a fixed module size, can be

performed both 1nAana1ogue and digital media [4].

The model can handle thé parallel edges in the network.
There are capacity 1imits on the links.

Sihce message flows can pass in either direction, the Tinks

of the network are considered as undirected. | )

The problem is mode]ed as static, which means that. the projected

~demands will be met by the target network.



6.2

74

ASSUMPTIONS OF THE MODEL

The main assumptions of the model can be stated as follows:

ii.

iii.

iv.

. There is no analogue/digital conversion, meaning that the

changes of A/D techniques in a transmission node are not

taken into account.

Since a maximum possible network is taken, there is only link

deTetion. Adding links is not considered in the model.

The developed model does not concern multirouting, which is
to route the circuit deménds over diverse‘paths; But the-
reliability of the network is considered fmplicit]y by the
nature of the developed algorithm such that, even if a media

on the path of a certain relation fails, the relation can be

connected through a sequence of Tinks which carry the circuit

requirements of other relations.

In the solution procedure, once a 1ink is fixed, it is not

fukther considered as a candidate link for Towering the system

on it, or for deletion. |

In the minimum cost flow algorithm, if the remaining capacity

of a Tink is zero, or if the capacity of a 1ink is all used,

the capacity of this link is not highered to the capacity of

the next system. In these cases, the networkymay become dijs-

connected which W1i1 be traced by the algorithm, and rerﬁuting

may not be realized.
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6.3  THE SOLUTION PROCEDURE

The problems of optimizing the network structure and rbuting
the circuit demands on this network were separately explained in
Section 3.2. As stated in COST 201 Project Report [4], the generel
trend is to optimize these problems individually. ,Howevef, the pro-
cedure presented in this section will perform a simultaneous opti-
mization.

As mentioned in Section 6.1, this optimization problem is formu-
Tated both as a development and as a capacity expansion problem. These
two problems are explained in detaf1 in Sections 6.3.1 and 6.3.2, res-
pectively. However, since one is a spec?a] case of the other, a general
procedure is introduced in this section.

. The general procedure of simu]taneous1y optimizing the network
structure and circuit routing in transmissjon networks is jllustrated
in Figure 6.2.

The multicommodity flow nature of the problem was explained in
Section 6.1. In the so]ut1on procedure, th1s multicommadity network -
‘flow prob]em is decomposed into severa] single commodity. f]ow problems,
and each of them handles one circuit routing. That is, in each sub-"
problem, the circuit demand of only one relatijon (node pair) is routed.

The solution procedure consists of two major steps. In¢the"first
step, the link cost function which was given in Figure 6.1 is epproximated
| as illustrated in Figure 6.3, and the circuit requirements are routed
with the assumpt1on that the capacity of transmission systems are used
in certain ratios [13]. Since multirouting is not taken into considera-

tion, this ratio is taken as one. However, if there is mu1t1rout1ng,



Optain the initial flows on the
CRO 11nks'by performing an initial
circuit routing in the network

Consider one by one the candidate links which

are ranked according to some criterion. These
1inks will either have a smaller system or will
be deleted

1

Reroute the c¢ircuits on these
candidate links if possible

Update thé network structure by
either fixing or deleting these
links according to the result of

rerouting

Stop when all the Tinks of the
network are processed
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Figure 6.2 - A general glance at the problem.
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. different ratios can be given to each diverse path such that the sum of

all ratios equals to one.

Total
Cost

- - ——— G SASTE———— = =

1 500000 1

900000 §  ___.—-

500000 ¢

- I p» Number of
0 . 270 Circuits

(Vo J SEVEE SIS —

.3\ ——— av———

~Figure 6.3 - The approximate 1ink cost function.

These initial roufingé are obtained by using the Shortest path
algorithm presented in Section 5.4, which is a special implementation
of Dijkstra's shortest path algorithm. ‘

However in this a]gorithm, instead of using the actual dfstances
between the node pairs, the approximated 1ink cost values are used.
These cost values are in fact obtained as a result of a first order
linear interpolation. Using the cost va]uestis necessary in order to
consider alternate tfansmission Media, since by}empfdying fhe 1quth

of links which are constants, different systems cannot be considered
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during the routing. These approximate cost values afe calculated from
the slopes in Figure 6.3 as follows: |

CVTgs - CVTQS_]

COST, = cHe, e, x MD, (6~.1)
where

CVTyg = FCOST, + [UVC, x CAP, T | (6.2)
Here,

s A shows the type of the current system installed on link 1,

MD, is the length of 1ink 1,

CAPzé is the capacity of system %55

FCOSTQ'S is the fixed cost of insta]]jng system 2s,

uve is the unit variable cost of system %s, and

s

CVT is the total cost of the current system installed on link i.

s

The circuit demands whfchiare sorted in déscending order are routed
by the use of this shortest pafh a]gqrithm{  During the rbuting process,
if the flow on a 1ink.ek¢eeds the capacity of the current system on that
‘Tink, the next grgater system iS'inst§11ed on the 1ink.

The first step ends when all the circuitYAemands are routed. Then,
the initial flows and the rea].coét Va]ues associated with each 1ink are

calculated. The real total cost of link i is computed as:
RECOSTi = [FCOST25 +[UVC25 X XFLWjJ]X MDi o (6.3)

where

XFLW, is the total amount of flow on link 7.
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~ The initial total network cost is e]so calculated.
In.the second major step, by using a criterion for handling the
Tinks, a more realistic cost comparison is made [13]. Associated with

each link i, the following criterion is calculated:

T FcosT, + [uve x“XFLw.]
_ %
v = s T o, (6.4)
XFLW, 1

L The Vi values are éorted in descending order, and the link having
the maximum V value is chosen. This is the candidate 1ink which either -
will have a smaller sy;tem, or will be deleted from the network. That
is, if a feasible flow pattern having a sma]]ef total network cost is
obtained after rerouting the total circuit demands on‘this link, the
. Vink will either have system'is-l if s # 1, or will be de]eted if &s = 1.
The connectivity of the network is also checked during the rerouting pro-
cess. The V value of a fix or deleted link is set to infinity so that
it won't be chosen later on.

For the rerouting process, there are two alternatives. The
fﬁfst one, which is proposedkby the COST 201 Project members [3], is
to reroute all the flow between the endpoints of the candidate 11nk
This may be easier and may require less computer time, however a routing
which is far from being minimum may be obtained. The fo]low1ng example

F1lustrates such a case:

Figure 6.4 § A failing case of rerouting between the endpoints
of a Tink.
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Suppose link d is the candidate 1ink, and ft.is on the path of

relation (1,7). That is, the path of node pair (1,7) is {a,b,c,d}.
And suppose that after rerouting the total flow on link d beiween the
endpoints (6,7), path --- s obtained for relation (1,7). However,
if the relation was rerouted as a whole, path -:--- which-has a smalier
cost could have been obtained; But, by rerouting between endpointg
(6,7), this minimum path can never be taken into account.

- Therefore, a better way of rerouting is to fake re]afion by re]atﬁon,
that is, to perform this process befween fhe source and sink nodes of

relations using the candidate 1ink\[9,37]. Consider another example:

:

g Demands
Relation (1,2): 60
vRe]ation'(4,1):' 40
Relation (1,4): 35

. 5- |
Figure 6.5 - A better way of rerouting (a).

- Suppése relation (1,2) has the path {(1,2)}, relation (4;1)_has
the path {(4,3),(3,2);(2,1)}, and relation (1,4) has.{(1,3),(3,4)}, and
the initial routing is as shown. Now, suppose”]ink (4,3) is the candi-
date link.. Then, the relations using that'1ink wi11 be found, and the

corresponding flows will be decreased from‘the»1inks on the path of those

relations as shown:
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Figure 6.6 - A better way of rerouting (b).

After the flows on the links are decreased, the remaining capacf—
ties are calculated and the network is ready for rerouting., In the
example above, relations (];4) and (4,15 will be rérouted.

The rerouting of circuit demands is performed by  the minimum cost
flow algorithm of Busacker and Gowen (described in [48], and [49]). A
v detailed explanation of this algorithm is given in Section 6.3.3. Within
this algorithm, again the shortest path algorithm of Section 5.4 is used.

| After the rerouting procésg, the total network cost is calculated. |
If this new cost is less than the old cost, then the rerouting is valid 2
and the system on .the candidate Tink is updated. Of course, all the cost
figures and flow values, and the systems on all the other Tlinks will also
be reyised. This process continues until all the links of the network
are processed, and no further improyement can be made, | '

The flowchart of the solution procedure is given in Figure 6.7.
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6.3.1 The Development Problem

The major difference between the deve]opment and capacity éxpansioh
problems is 1n the initial network which is given as 1nput. The first
problem cons1ders a maximum network in wh1ch there are no existing media.
The second problem, on the other hand, takes into account the existing
network. The flowchart in Figure 6.7 is the general solution procedure
which is applied to both problems. However, as it is stated in Section
6{3.2, the capacity expansion problem requires some variations in this
procedure.

The procedure for the development problem stafts with a network
in which the existing capacities on all Tinks are taken as zero. In the
~initialization stage of the algorithm, it'is assumed that system 1 is
installed on all links. During the initial routing process, if the flow
on a link exceeds this initial capacity, a higher system‘which can carry
this flow value is installed on the 1ink. After the routing process, the
links with zero flow value haVe still system 1, while the 6thers have
been updated accordingly. 7 |

- Unless they are fixed or deleted, all the links caﬁAbe a candidate
for further examination. After decreasing the flows on each T1ink-as
explained in Section 6.3, the remaiﬁing capacities are calculated.

Figure 6.8 illustrates an example (The system data given in Section

6.1 is used).
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Calculate the real initial costs
of the links and the initial total
network cost after the initial
routing -

Prepare the network for the Busacker
and Gowen algorithm and form its
forward star representation

Set the.flag of all links to -1,
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processed
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.
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Increase the iteration counter by one

\

Take the candidate Tink KM
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|
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to 1

Calculate the flows after rerouting

\

Update the systems on links

[

Calculate the real costs of the links
after rerouting

\
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finding the shortest paths

l
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Is
this new
cost > the old
~one .

Rerouting cannot be realized
YES change all the information
in the arrays with their

” old values

Update the system on 1link °
KM and set its flag to O

]

Update the related arrays

J

Update the total network
cost

Figure 6.7 - Flowchart of the solution procedure.
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18 Calculate the]2

remaining

Let KM=5 and
decrease

the flows i
capacities

Systems-on'Links:

Link 1 - System 2
Link 2 - System 1
Link 3 - System 1
Link 4’- System 1
Link 5 - System 2

Figure 6.8}— Caicu]ating remaining capacities in the deve]dpﬁent

problem.

Note that after decreasing the flows, 1ink 1 has 18 units of flow
left. Since this is a development prob]em and there is no existing
(fixed)'media on 11nk 1, ft can bel1owered to system 1 with a remaining
capacity of 12. Link 5, which is the candidafe‘link, is also 1dwered to
system 1 from system 2 with a remaining capacity of 30.

After the rerouting~process, the flows and éystems on links are
updated, and if the new total network cost is less than the o]dione,
these new systems wii] become the current systems on the 1inks. The

process continues in this manner until no further improvement can be

made.
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6.3.2 The Capacity Expansion’Problem

In the capacity expansion problem there is an exjsting network,
that is, some links have existing media which must be taken into account.
During thg solution procedure, the links with no existing media are
treated in the same manner as in the development problem. Therefore,
there is no need in repeating the treatment of such links.

In the initialization stage of the algorithm, the cost of the
links with existing media aré ca]cu]ated according to the current systems

on them. The fixed cost component of existing media are taken as zero.
During the initial routing process, if the flow on such a Tlink exceeds
its existing capacity, another system wi11 be ins;a]]ed near the current
one such that, they together will be able to carry the total amount of
flow on the 1ink. For example, assﬁme that the existing capacity of link
i is 30, and a flow of 40 units is assigned to this link. VSince there

js already an existing media with 30 units, the problem is how tokcarry
the extra ten units. For this reason, a second system with 30 units is

installed on 1ink i._'

It is important not to delete links with existing capacity. There-

fore, such links are fixed af the beginning of the algorithm to avoid

deletion.

The remaining capacitﬁes of these links are also calculated taking

into account the existing media. An example js given in Figure 6.9

(Again the system data in Section 6.1 is. used).
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o 45+10
- Let KM=2 and

" decrease

“the flows

Calculate the

Existing media: Systems on Links: remaining .

Link 1 - System 1 Link 1 - ( +1

Link 3 - System 1 Link 2 - 2 ‘ capacities

Link 5 - System 1 © Link3- g |
Link 4 - 1

Link 5 0 +1

- Fiqgure 6.9 - Calculating remaining capacities in the capac1ty
expans1on prablem.
Note that after decreasing the flows, link 5 is left with 10
unfts of flow. There were two systems of capac1ty 30 on this 1ink;
one being the ex1st1ng medlum, and the other be1ng the installed med1um
However, after the decreasing process, the second system w1th 30 units

is not required ény more. Therefore, the remaining capacity of 1ink 5
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is 20, and there is only the existing medium left on it.
After the rerouting process, the so]ut1on procedure continues as

it is exp1a1ned in the development problem.

6.3.3 The Minimum Cost Flow Algorithm Used in the

. Procedure

The rerouting of circuit demands is one of the major steps in the
solution procedure. This sfep is performed by app]yingka minimum cost
flow algorithm between the endboints of the relations using the candidate
Tink KM. The problem is to find a low of a given value (the circuit
‘ demand of the relation) between the endpo1nts of a relation so that the
total cost of the flow is minimized. This prqcess is repeated for all
the relations using KM. - o

The "out-of-kilter" algoerithm of Ford and Fulkerson [24] is the
best-knowﬁ procedure for the minimum cost flow problem. However, a

conceptually simpler algorithm was preferred in the soletion precedufe.
For this reason, the minimum cost flow algorithm of Busaeker.and Gowen
[48] was chosen. | \

The minimum cost f]bw eléorithm of Busacker and Gowen is é dual
algorithm. The reason is that,}the algorithm involyes the building up
of the minimum cost flow pattern with the given value by starting with_
‘a minimum cost flow pattern haVing some value less than this given value,
and adding extra flow in the network .to obtafn a minimum cost flow having
a va]ue greater than the start1ng value, etc until the minimum cost
f]ow pattern w1th the given value is reached. S1nce the zero flow is

a minimum cost f]ow of ya]ue zero a start1ng minimum cost flow pattern

is always available.
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A different approach is the primal approach which is used in the
minimum cost flow algorithm of Klein[26,48]. The aim of this approach
is first. to obtain a feasible flow patterﬁ and then improve this flow -
pattern until the minimum cost flow is reached. Klein [26] uses fhe
maximum flow algorithm in finding an initial feasible flow pattern.

His algorithm is based on negative circuit determination.

The algorithm of Busacker énd Gowen requires the 1inks of the net-
work to be directed. However, the transmission network that is used in
the procedure is undirected. Therefore, eachi]fnk fs separated to two
arcs, oné in each direction, thus increasing the -number of edges in the
network. |

Thé/next step of the algorithm is to construct.én incremental graph.
In this graph, associated with each arc there is a "dashed" arc in the
opposite direction which carries the flow passing through its "solid"
érc. The cost of this dashed arc is the negative of the cost of its
solid arc. The construction of this incremental graph. increases the
number of 1inks to 4x(the actua] numbek of 1inks in the network). There-
fore, the network is prepared for this ihcrementa1 graph before entering
the minimum cost flow algorithm, and at the end, these arcs are again
converted to the original links of the network. |

The algorithm then finds the shortest path.between the endpbints
of a relation. However, since there are negative costs onbfhe arcs,
ejther a shortest path algorithm working with general cost matrices,

" for example, the algorithm due to Ford (described in [48]), must be
utilized, or thevnegatiVe costs must be remoyed. It Was preferable to

use a negative cost removal algorithm, because there is already a shortest
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path_a]gorithm used in the solution procedure. For this reason, the
aigorithm described in Bazaraa and Jarvis [49] was used in removing the
negative costs, and the shortest path algd?ithm described in Section 5.4
was later on applied to this network. |

_The minimum cost flow algorithm then calculates the Targest amount
of flow that can be sent along this shortest path, and allocates this
flow value on the.arcs of the shortest path. AThis procedure continues
until the given flow value is reached.

Since‘the optima1 routing of circuit demands is‘treated as a multi-
commodity network fiow problem, after reroutihg a relation, the flows on
the "dashed" arcs which show the actual amount of flow used in rerouting .
that relation, are all set to zero so that those flows won't be reused

during the rerouting of the next relation.
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VII, NUMERICAL RESULTS

]

The solution procedure presented in Chapter VI is applied to a
test network which is commonly used by 11 European countries in the
context of COST (European Co-operation in Scientific and Technical
Research) 201 Project: "Methods for Planning and Optimization of Tele-
communication Networks". This test network is a pért of the Irish
telecommunications network..
| The first sectjon introduces the test network and tabulates the
input data. Then, the results of the development and capacity expan-
sion problems are 1jsted. Finally, an analysis of the results is

presented.

7.1  THE TEST NETWORK

The switching network of the test network is given in Figure 7.1.
It is a small test network with 6 switching nodes and 15 trunk groups.
The‘transmission network of this test network is illustrated in Figure
7.2. This network consists of 10 transmission nodes and 21 transmission
media. The nodes numbered from 1'to 6 are the switching nodes, and

the ones from 7 to 10 constitute the transmission nodes. Thé‘switching
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Figure 7.1 - Switching network of the test network.

nodes are the originating and terminating nodes of trunk groups, whereas
the transmission nodes are the junctions or multiplexing nodes-over which
the trunk groups are routed.

The originating and terminating nodes of the links in Figure 7.2,

together with their distances are presented in Table 7.1,

Table 7.1 - Originating and Terminating Nodes of the Links

and Their Distances
Link No. .Originating Node Terminating Node Distance (km)

1 1 7 1
2 1 7 12
3 1 8 64
4 1 9 26
5 2 3 78
6 2 5. 144
7 2 3 75

8 2 9 20 |

9 2 10 14 |
10 3 6 15
1 3 9 46
\ 12 3 5 40
\ 13 4 5 - 30
14 4 10 30
15 5 10 30
16 6 7 90
17 6. 8 75
18 8 9 98




Figure 7.2 - Transmission network of t

he test network.
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transmission node

switching,node“
analogue cable
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digital cable

digital radio
mixed A/D radio
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Note that while the original transmission network has 21 trans- |

mission media, only 18 of them were taken.

This -is due to the fact

that, some links having common'endpoints are also equal in length. For

example, there are two Tinks of Tength 11 between node pair (1,7).

Therefore, only one of them was taken into consideration.

The circuit demands of 15 relations are giVen in Table 7.2.

Table 7.2 - Originating and Terminating Switching Nodes of
Each Trunk Group and Their Number of Circuits (Set 1)

B 6 3 12
2 5 2 14
3 4 2 17
4 3 2 5
5 2 3 5
6 3 1 30
7 2 1 59
8 1 6 9
9 1 5 10
10 1 4 N
N 1 3 17
12 1 2 26
13 3 6

14 2 5

15 2 4

This table tabulates the originating and terminating switching nodes

of each trunk group (relation) and the number of circuits (demand)

required between them. ' There is also another set of circuit demands

-consisting of 14 relations and their corresponding infoymation which
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was used in the same test network. This set is given in Table 7.3.

- Table 7.3 - Originating and Terminating Switching Nodes of
Each Trunk Group and Their Number of Circuits (Set 2)

wtation to. | Origiiatins Teraiatina - tunter of

1 2 5 8

2 2 6 17

3 3 4 33

4 3 5 6

5. 2 4 27

6 3 6 7

7 1 2 25 )
8 1 4 18 ' '
9 1 5 23
10 2 3 35

11 1 3 22

12 4 5 13

13 4 6 17

14 5 6 - 22

A1l input data are taken from COST Project 201 except for the
- system capacities and related cost figures. .These figures ére taken
from the paper by Baybars and Kortanek [8], and were tabulated in

Section 6.1. Three alternate transmissfon systems aré considered in

the model.

7.2 RESULTS OF THE TEST NETWORK

The algorithm presénted in Section 6.3 was'progkahmed in;FORTRAN

“language, and was run on the IBM 4331 system at the Marmara Scientific
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~and Industrial Research Institute. The first part of this section pre-
sents the results of the development problem together with a sensitivity
~analysis. In the same manner, the results of the capacity expansion

problem are given in the second part.

7.2.1 Results of the Development Problem

The data set of circuit demands, and the different cases ana1yzed
~.are specified at the heading of the tables.
For the calculation of criterion V, three different formulas are

ruéed. The one giVen in Section 6.1 is denoted.by V]’ while

XFLNi' ) : :
V_i F m— . . (7‘1)
MD. - :
i
" is denoted by V,, and e
v, = [-REALCT - PRECT ] X 1D, | (7.2)
DELFLi
where
DELFL_i = XFLWi - CAPgs_] (7.3).
REALCT = FCOST%s + [UVCzSAX DELFLi] ©(7.4)
PRECT = FCOST,  ; + [WVC, _, x CAP, ;T (7.5)

is denoted by V3.
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If criterion V2 is used, the candidate }1nk will be the one having

the minimum V2 value. Criterion V3, on the other hand, is treated 1ike

V], that is, the 1link having the maximum V3 value will be the candidate

Tink.

Table 7.4 - Demand Data Set 1; Demands in Déscendihg'draér;‘”
Criterion V] '

| System Chosen (1n1t1a1'va1ues) System Chosen (final values)

o! | Type [capacity | oveed TRET IO [ ryne | Capactty | pooeed | Reat (o0
. N - _ _ _ B i B}

5 - - - B} } } ; B}

3 - - B} B} - B} - -

4 3 270 162 | 37,566,720 || 3 270 162 37,566,720
5 - - - - - - - - -

6 3 ) ) R ) ) . B}

7 ] - - - - - - - -

8 3 | 270 116 | 28,642,640 | 3 270 116 28,642,640
9 | 2 90 57 | 13,033,860 ) 2 | 90 57 13,033,860
10 1 30 24 9,066,000 | 1 | 30 24 | 9,066,000
11 2 90 66 | 43,268,512 | 2 | 90 66 43,268,512
12 - - - - - - - -

3 |- - - - - - - -

14 2 90 31 27,095,088 || 2 90 3] 27,095,088
15 1 30 26 18,318,000 | 1 30 26 18,318,000
16 - - - - - - - -

17 - - - - - - - -

18 - - - - - - - -
f‘Tom Network Cost 176,990,816 | Total Network Cost 176,990,816

No improvement could be

obtained (7 iterations).
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‘Table 7.5 ~ Demand Data Set 1; Demands in Ascending Order;
Criterion V] ) ’
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System Chosen (initial values)

System Chosen (final values)

0| e ooty T T TET | e [ty | T | 0 T8
: ) _ _ ) ) _ _ )
) ; ; ] _ ; ] ] )
3 - - - - - - - -
4 3 270 162 | 37,566,720 | 3 270 162 | 37,566,720
: i} _ ) _ _ ) _ _
5 _ _ _ ] _ ) ] _
7 - - - - - - - -
8 3 270 116 | 28,642,640 | 3 | 270 116 | 28,642,640
g 2 90 ., 57 | 13,033,860 | 2 90 57 | 13,033,860
10 1 30 24 | 9,066,000 | 1 | 30 24 9,066,000
no| 2 90 66 |43,268,512 | 2 | - 90 66 | 43,268,512
12 - - - . - - - -
13| - ] ] - ] ] ] )
| 2 90 31 | 27,005,088 | 2° 90 31 | 27,095,088
5| 30 2. | 18,318,000 | 1 30 26 | 18,318,000
6 | - i ] i ] i ; ;
7] - ; ; ; - - - - _
18 |- ; : . ; ; o : ;
Total Network Cost 176,990,816 Total Network Cost ]76,990,816 é

No improvement could be obtained (7 iterations).



 Table 7.6 - Demand Data Set 2; Demands in Descending Order;

Criterion V]
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ink

System Chosen (initial values)

- System Chosen (final values)

i | Tope [Comacttr| gooeed I Tt 19T | e [comacity | coinedry | Gont (o1

Ll ] _ _ ) . ] :

9 - i _ i i } i} i

3 ) i} i i i i} 3 -

4 2 90 88 25,068,160 | 2 90 88 | 25,068,160

5 - - - - - - - -

6 _ _ i} - i - - i

7 - - - - - - - -.

8 3 270 174 28,963,952 | 3 |- 270 196 | 29,085,840

g 3 270 132 20,111,888 | 3 270 154 | 20,197,200

10 2 90 63 |- 14,061,150 2 | 90 63 | 14,061,150

" 3 270 130 66,056,448 | 3 270 152 | 66,336,784

12 1 30 22 23,928,000 | - - - -

13 1 30 13 17,108,99é - - - -

14 3 270 95 42,789,440 3 | 270 | 108 | 42,897,472

15 2 90 37 27,287,696 | 2 - 90 72 | 28,411,200

6 i} i i B} . . - -

17 i} . i g i _ } .

18 - - - - - - - -
Total Network Cost 265,375,712 226,057,792

Total Network Cost

Links 12 and 13 have been deleted (9 iterations).
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Criterion V2
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System Chosen (initial va

' Tues) System Chosen (final values)

&25 Type Capacity Cagzggty 5221 {§§a] Type | Capacity Caggg?ty nggl ¥g§a].

] - - - - ; - - i}

) - - - - - - - -

3 - = - - - - - -

4 2 90 88 25,068,160 2 90 88 25,068,160

5 - - - B} i, - . -

7] - - - - - - - - |

8 3 | 270 174 28,963,952 3 | 270 196 29,085,840

9 3 270 132 20,]]1,888 3 270 | 154 20,197,200

10 2 90. 63 14,061,150 2 90 63 14,061,150

1 3 270 130 66,056,448 3 270 152 66,336,784

2 | 1] 3 22 | 23,928,000] - - - -

13 ] 1 30 13| 17,108,992 - - - -

4 | 3 270 o5 | 42,789,440 3 | 270 | 108 |- 42,807,472

15 2 90 37 ‘ 27,287,969. 2 90‘ 72 28,411,200

16 - - - - - - - -

17 - - - - - - - -

18 ) ) ) ) ) - ) T
Total Network Cost 265,375,712 Total Network Cost 226,057,792

- Links 12 and 13 have been‘de]eted (9 iterations).



Table 7.8 - Demand Data Set 2; Demands in Descending Okdek;

Criterion V3
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System Chosen (initial values)

System Chosen (final values)

. | Type | Capacity| cooeed TR TRT | 7y Tcapacity camactty | Coet (3]
1) - | - - - - - - -
A ; ] ; i ; ; ;
3 - B} _ _ B} _ ; B}
4 2 90 88 25,068,]60 2 90 88 25,068,160
5 - - - ; i} B} - _
6 - - - - } - - -
7 - - - - - - - -
8 3 | an0 174 28,963,952 3 270 196 29,085,840
] 3 270 132 -20,111,888. | 3 270 154 20,197,200
10 2 90 ' 63 14,061,150 2 90 63 14,061,150
11 3 270 130 66,056,448 3 270 152 66,336,784
12 1 | 30 22 23,928,000 - - - -
13 1 30 13 17,108,992 - - - -
14 3 270 95 42,789,840 3 | 270 108 | 42,897,472
15 2 90 37 27,287,696 2 90 72 28,411,200
16 - - - -
17 - - - -
18 - - - - .
Total Network Cost 265,375,712 Total Network Cost 226,057,792

|

Links 12 and 13 have been deleted (9 iterations).



Table 7.9 - Demand Data Set 2; Demands in Ascend1ng Order;

Criterion V]
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System Chosen (initial

| flows) System Chosen (final flows)

B | e [comere ] (oS T IO e Ty | T T T

A ] ] _ ] ] ] )

) ] ] _ _ ] _ _ )

3 ] _ ] : _ ] ] )

1 2 90 88 | 25,068,160 | - - - -

: . _ ) ] _ ] _ )

6 - - _ - _ _ . _ 1

. ) ] ] ) I _ ]

8 3 270 128 | 28,709,120 | © 3 | 270 136 28,753,440

5 2 90 '86.. | 13,468,280 | 2 9 78 | 13,348,440

o |2 %0 63 | 14,061,150 | 2 | 90 63 14,061,150

1 3 270 130 | 66,056,448 | 3 | 270 | 138 66,158,384

12 2 90 . 68 | 37,710,400 | 2 | 90 76 38,052,800

13 1 30 30 | 18,690,000 | 1 30 30 18,690,000

4 | 2 90 78 | 28.603,792 | 2 | % | 78 | 28,603,792

5 | 1 30 8 | 16,644,000 | - - - -

6 | - - - - - - - -

7o - - - - - - - - ‘

8 | - - - - - - - - ‘
Total Network Cost 249,011,328 Total Network Cost | 232,736,144

‘Link 15 has been de]efed (9 iterations).
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Table 7.10 - Demand'Data Set 2; Demands Unsorted; Criterion V] o

System Chosen (initial flows)

System Chosen (final

) flows)
o | e [Commeity | coreet o2l (o1 | Tyne [ Gapacity | comseiy | Cont (9
- ] ] ] ) ] ] : ]
) - - _ _ - , - ;
3 - - - g - - - -
4 2 90 88 25,068,160 | 2 90 88 25,068,160
5 B ) - ' } } l
6 - - - - - - - - ,
7 ) ) ) ) ) ] ) )
g | 3 270 105 28,581,696 2 | 90 88 19,283,200
9 3 | 270 133 | 20,115,760 3 270 150 20,181,696
10 2 | 9of 63 .| 14,061,150 2 . 90 63 14,061,156
n 1 30 -7 26,804,192 (| - - - -
12 3 270 135 57,495,192 3 | 270 152 .57,684,160
13 | 3 20 | 183 43,188,320 3 270 168 | 43,396,080
14 3 270 125 43,038,736 | - 3 270 150 |- 43,246,496
15 | 1 30 8 | 16,644,000 - - - -
16 - - - - - - - -
17 - . - - - - - -
18 - - - - - .- - -

Total Network Cost 274,997,760 Total Network Cost

Links 11 and 15 have been deleted (9 iterations).

222,920,928




Table 7.171 - Deménd Data Set 2; Demands Unsorted; Criterion V3
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System Chosen (initial flows)

System Chosen (final flows)

o, | Type [ Comoctty | couscthy [l 121 | Tope [capaci | coincty, | Reny 147
: . _ . ] _ i i _
2 | - - - - - - - -
s |- ) _ ) _ i} ] _
i | 2 90 88 | 25,068,160 | 2 9 88 25,068,160
5 | - - - - - - - -
6 | - - - - - - - -
S _ _ _ _ _ _ -
g8 | 3 270 105 | 28,581,696 (| 2 | 90 83 19,283,200
9 | 3 270 133 | 20,115,760 | 3 270 150 20,181,696
10 | 2 90 63 | 14,061,050 | 2 | 90 | 63 14,061,150
no|o 30 17| 26,808,192 | - - - -
12 | 3 270 135 | 57,495,792 | 3 | 270 152 57,684,160
13 | 3 270 143 | 43,188,320 | 3 270 | 168 43,396,080
14 |3 270 125 | 43,038,736 | 3 270 150 | 43,246,496
15 | 1 30 8 | 16,644,000 | - - : -
6 | - - - - - - - -
17 ] - - - - - - - -
18 | - - - - - - - - |
Total Network Cost 274,997,760 222,920,928 J

Total Network Cost

Links 11 and 15 have been deleted (9 iterations).



7.2.2 Results of the Capacity Expansion Problem

The results of the capacity ekpansion problem are tabulated in the

same manner as 1n‘Section 7.2.1.

Tab]e 7 12 - Demand Data Set 2; Demands in Descend1ng Order, o

Criterion V2

‘ t1es are taken into account during the ca]cu]at1ons

However, this time the existing capaci-

108

Link

System Chosen (initial values)

System Chosen (final values)

o | T e [ [ e [ [ ] ot
1 1 30 30 | - - 1 0 [ 30 | - -
2 N - - - S R - -
3 - - - - - - - - - -
4 2 | 9 9 | 88 | 2,448,160 2 | 90 | 90 | 88 | 2,448,160
5 1,1 | 30 60 | 35 (49,802,992 1,1 | 30 | 60 | 35 49,802;992
6 1 30 30 | - - 1 30 | 30 | 25 |11,160,000
7 - - - - - - - - - -

8 2 | - 90 | 50 (18,470,000 2 | - | 90 | 52 |18,512,800
g | 1 | - 0 | 27 | 859,80 - |- |- - -
10 | 1,11 30 90 | 63 |18,829,488 | 1,2 | 30 |120 | 63 |14,974,650
n| 2 |9 9 | 88 |4,331,360| 2 | 90 | 90 | 90 | 4,429,800
12 3 | - 270 (127 57,407,152 | 3 | - (270 (120 57,420,312
13 | 1,1,1 | 30 90 | 81 39,332,992 | 1,2 | 30 {120 |108 |31,393,792

14 1 - 30 | 27 (18,410,992 | - | - | - - -
15 - |- - |- - i e - -
16 - - - |- - - -] - -
17 - - - - - S R - -
18 - - - |- - - - - - -
Total Network Cost 217,624,928 Total Network Cost 190,151,488

1 anl 14 hae hanrm AAaTAadtnad 79 2 dmincadd mme )



Table 7.13 - Demand Data Set 2; Demands in Ascend1ng Order;
Criterion V2
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System Chosen (initial values)

System Chosen (final values)

o {mes T TTem [ [ | e [ o [ o o] ot 1o
1 1 30 30| - - T 30 (30 | - -
2 - | - - - - ol R - -
3 _ _ - _ - - - - |- -
ﬁ 2 90 90 88 2,448,]60 2 90 90 ; 88 2,448,160
5 1,1 30 . 60 | 40 | 51,012,000f 1,1 30 60 40 V51,012,000
6 | 1,1 30 60 31 }90,158,400) 1,1 30. - 60 31 90,158,400 .
7 - - - - - . - - - -
8 2 - 90 | 60 |} 18,684,000) 2 - 90 60 18,684,000
9 1 - 30 27 | 8,591,800} 1 - 30 | 27 8,591,800
10 1,1,1 1 30 90 63 |18,829,488) 1,2 30 120 63 14,974,650
1 . 2,1 90 120 98' 29,950,592 2,1 90 | 120 98 29,950,592
12 3. | - 270 96 57,063,680 3 - 270 96 57,063,680
13 [ 10,1 30 | 90 | 81 [39,332,002] 1,27 | 30 120 | 108 | 31,393,792
w1 - 30 | 27 18,410,982 - |- | - | - -
15 - - - - - - 1 - 30 27 : 18,4]0,992
16 - - - - Z - - - - -
17 - - - - - - - - - -
18 - - - - - - - - - -
Total Network Cost 334,481,664 Total Network Cost 322,687,744

Link 14 has been deleted (5 iterations). |




1Tab1e 7.]4 - Demand Daté Set 2; Demands Unsorted, Criterion V2.
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~System Chosen . (initial values)

System Chosen (final values)

o e T, T B T B e [ o o
a 1 30 | 30 |- - 1 |3 [30 |- - ‘
] ) ) i i i i i i i i |
4 2 90 90 88 2,448,160 2 90 90 | 88 2,448,160
5 1?] 30 60 50 53,430,000( 1,1 30 | 60 50 53,430,000
6 | 1,0 | 30 | 60 {41 | 94,622,000 1,1 | 30 | 60 | 41 | 94,622,400,
7 - - - - - - - - - -
8 3 - 270 140 .28,775,500 3 4 - 270 {146 28,808,832
9 "3 - 270 |107 20,014,944 3 = 270 {113 20,038,208
]d 1,1,1 30 90 63 18,829,488} 1,2 30 (120 63 14,974,650
mn | 2,1 90 120 96 | 29,665,392 2;] 90 |120 102 30,520,992
12 |1 | - 20 | 6 |a1,08000 - |- (- |- - 1
13 1,1 30 60 46 . 20,]78;000 1,1 30 60 A 46 20,178,000
14 2 - 90 62 28,090,192 2 - 90 62 | 28,090,192
15 | 2 | - | 90 |45 |27,584,89 2 |- (90 |51 | 27,737,088
6 | - | - | - |- - - - - - -
]7 - - - - - - - - - -
8 | - |- |- |- - - - -] -
Total Network Cost .  |345,542,144 320,848,384

Tdta] Network Cost

Link 12 has been deleted (5 iterations).
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7.3 ANALYSIS OF THE RESULTS

Looking at the tables given in the previous section, it is seen

that the number of iteratﬁons in the capacity—expansion problems are

less than those in the development problems. This is due to the fact
~that the Vi‘va1ues of the existing media are set to very large (if the
minimum is chosen) or very small (if tﬁe maximum is chosen) numbers such
that they won't be cdnsidered as candidate links for deletion. In other ‘
words, such links are fixed at the beginning of the algorithm. Since the
number.of iterations is directly related to thé number of the candidate
links, there are less iteratjons in capacity expansion problems. Of
course, this highly depends on the input data of existing’media.

In‘all of the different cases giyen'in Sectfon 7.2, the links Having
the smallest flow values are deleted (since they are already having system
1, before entering the minimum cost flow a]gorithm for rerouting, their
remaining capacities become zero).. The V values of such links indicate
that they are under-utilized or expensive, and must be deleted from the -
network. |

| A set of interesting resu]ts’ére given in Tables 7{6, 7.9 and 7.10.
A better resuit was obtained in the case where the demands are unsortéd.
Although the initial total network cost in Table 7.10 is higher than in |

the others, a sma]lér final total network cost was obtained in ﬁhe same
number of iterations. Table 7.9 starts with the smallest initial total
cost, but doésn't improve much. Therefore, the order of the circuit

demands exert a remarkable influence on the results.



112

Fina]]y\ it should be noted that, the different V criteria all
yielded the same results; choosing the same candidate 1inks for deletion,
although the order of the choices may be different at the intermediate

steps. Other V criteria can also be used in the solution procedure.
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© VIII, CONCLUSION AND EXTENSIONS FOR FUTURE WORK

In this sfudy,'the network structure{and circuit routing in trans-
mission networks are optimized simu]taneous]y.' The developed a]go}ithm
specifies the type of transmission systems and the 1inks themselves on
which the systems are to be insfa]]ed, as well as the number of circuits
to be instalied on each such 1ink. While meeting the pointQpair circuit
demands , a minimun cost routing is obtained.

As a result of the existance of economjes of scale, and the consi-
deration of alternate transmission media, the 1ink cost functions become
~p1ecewise concave. »

In this prbb]emg the variabTe'costs of the media are vefy small

compared to the fixed costs [9]. Therefofe in all of the cost compari-
"sons, the fixed costs are also taken into account. |

Two different but interrelated problems are preseﬁted in the solu-
tion procedure. One is the development prob]em,‘in which there are no
existing transmissioﬁ media in the network. The othef is.the capacity
~ expansion problem, which takes the existing network into accouﬁt. For -
this problem, the fixed cost of the existing medfa are taken as zero

during the solution procedure.



114

The developed model also takes differenf technologies into account.
That is, a transmission media can have ana]oéue, digital or mixed techno- |
1ogy. However, no analogue/digital conversion-is considered. This can
be achieved by using transfer links which is explained in Section 3.2.2.

In order to increase the flexibility of the network against trans-
mission media failures, the circuit demands can be mu]tiroﬁtedL That is,
diverse transmission paths can be ass{gned to each relation.  However,
in the solution procedure presented in Chapter VI, multirouting is not
taken into account.

One way to consider multirouting is as follows:

Systems on Links:

Link 1

- Syétem 2
Link 2 - System 1
Link 3 - System 2
Link 4 - System 1
Link 5 - SyStem 3

/ 'Figﬁre 8.1 - An example of multirouting.

‘Suppose KM = 1. Then, the remaining capacities (given by the
numbers on the 1inks) are calculated before entering the Busacker and
Gowen algorithm for rerouting.

. )

The first step is to consider the relations using 1ink 1, and

their respective flow values which constitute the flow on Tink 1:
31 = 16(Relation 1) + 7(Relation 2) + 8(Relation 3).

Then, the re]ationvhaving the smallest flow value is chosen. 1In
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this case, relation 2 with value seven is the smallest. The shortest
path of relation 2 ()as shown by o in Figure 8.1) is taken, and the
flows on the Tinks of this shortest path are analyzed:

Link 3 has 36 units. Hence, in order to have a smaller sysiem
(system 1) -on this 1ink, 36 - 30 = 6 units must be taken out.

Similarly, 1ink 5 has 95 units. In order to have systém 2 on this
link, 95 - 90 = 5 units must be taken out.

The next step is to choose the maximum excess flow which is smaller

than the value of relation 2:
max{5,6} = 6 < 7.

Hence, the flow of relation 2, which is seven, can be separated as
six plus one. The maximum.vaIUe is then subtracted from all the Tinks
on the shortest path of relation 2. The updafed flows are illustrated
~in Figure 8.2.

Updated Systems on Links:

Link 1 - System 1
Link 2 - System 1
Link 3 - System 1
Link 4 - System 1
Link 5 - system 2

Figure 8.2 - Updated flow values.

As a result, the systems of the links on the shortest path have
decreased. At this stage, the second shortest.pathrbf relation 2 (not

necessarily link-disjoint) can be calculated (suppose path .......in Figure 8.2).{
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“This is necessary in rerouting thé maximum flow value which was decreased
from all the Tinks on the first shortest patH. Then, the cost of this
‘ new path can be compared with the cost of the old path to see whether it
is economic to-use this path. Multirouting can be realized if this
result is positive. |

A quite’different and more realistic approach to this dptimization
procedure may be to consider it as a dynamic design problem.

Finally, it will be interesting to compare the results of the simul-

taneous and independent optimizations of the NSO and CRO modules.
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APPENDIX A

DESCRIPTION OF THE INPUT DATA

The parameters and arrays which denote the basic inputs to the |

computer program are as follows:

CAP(L)
CCL(KR)

CON(KR)
CTN(KR)
EXCAP(K)

FCOST(L)
LCN

LLL

MD(K)
MG
MON(K)
MTN(K)
NN
UVC(L)

: The circuit capacity of :‘transmission system L.

: The demand (in numbe? of circuits) of relation

(node pair) KR.

: The beginning node of relation KR.
: The terminating node of relation KR.

: The existing capacity (in number of circuits) of
~edge K.

: The fixed cost of installing transmission system L.

: The number of relations (i.e., the number of nodeF‘

pair circuit demands).

¢ The maximum possible number of edges in the shortest
- path of a relation. .

: The Tength (in k11omefers) of edge K.

: The number of edges in the network.

: The originatfng node of edge K.

: Thg terminating node of edge K.

: The number of transmission nodesvin the network.

: The unit variable cost associated with transmission

system L. :
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APPENDIX B
EXPLANATION OF THE COMPUTER PROGRAM

The variables which denote the basic outputs of the computer

program are as follows:

ISYS (K,.) : The matrix which contains the transmission systems

| on edge K. _
RECOST(K) ~  : The final cost of edge K.
XFLW(K) : The total amount of flow (in number of circuits)
on edge K. T o

It may be helpful to include the definitions for some additional

variables used within the computer program.

COST(K) : The approximated cost value of edge K (this value is

. used during the calculation of the shortest paths).
COSTAR(K) : The real total cost of edge K after ferouting.
COSTBR(K) : The initial real total cost of edge K.
CURCAP(K) : The current capacity (in number of circuits) of edge K.
FLNUM(K,.) : The matrix which stores the circuit demand-of the

relations using edge K.
4

ICONCH : The variable which indjcates whether the network
* became disconnected or not.

ICONCH = 1 , 1if the network became disconnected.

0, otherwise.

ICONCH



IDASH(K)

IDELT(KR,
-INDEX(K)
INODP(T)
- INUM(K)

IPER(I)

ITEMP(.)

ITWIN(K)

KFLAG(K)

KM e
KNUM(K, .)
LABL(I)

LCIN(K)

LSAVE(I)

2
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: The dashed edge of edge K.

1DASH éK) ; K+ 1

IDASH (K+1) = K i

IDASH (K+2) = K+3 for K =1,5,9,...,4MG
IDASH (K+3) = K+2

: The matrix which contains the edge numbers in the

shortest path of relation KR.

: The index which shows the number of transmissijon

systems on edge K.

: The po1nter which shows the beg1nn1ng position of

node I in the array NOEDGE(.).

: The index which shows the number of re]at1ons using

edge K.

: The flag of node I in the shortest path algorithm.

IPER(I) = 0 , if the node is not yet processed.
IPER(I) =1 , 1if the node is temporarily labeled.
IPER(I) = 2 , if the node is permanently labeled.

¢ The array which conta1hs the temporar{ly labeled

nodes in the shortest path a]gor1thm

: The tw1n edge of edge K.

ITWIN(K) = K+2 i -
ITWIN(K+2) = K }’ for K = 1,5,9,...,4MG

: The flag of edge K.

KFLAG(K) = -1, 1if the edge is not yet processed.
KFLAG(K) = 0, 1if the edge is deleted. :
“KFLAG(K) = 1, if the edge is fixed.

: The candidate edge for deletion.
: The matrix which stores the relations using edge K.

: The current nade potential of node I in the shortest

path algorithm.

: The current transmission system on edge K (for the

edges having no existing media on them).

: The edge number which is used in 1abe11ng node I in

the shortest path algorithm.
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NEDGE(I) : The total number of edges which go out of node I.

NNN(KR) : The actual number of edges-in the shortest path of
relation KR.

NOEDGE( . ) : The array which stores the edge numbers that go out

| of each node in the network.
REMCAP(K) - : The remaining capacity (in number of circuits) left
~ on edge K before entering the minimum-cost flow

algorithm.

RESULT : The,variable which indicates the existance of a
S negative circuit in the network.

RESULT = 1 , if there is a negative circuit in
the network.

'RESULT = 0 , otherwise.

SUMFLW(K) : The amount of flow (in number of circuits) on edge
K obtained as a result of the rerouting.

V(K) ¢ The deletion criterion calculated for edge K.

In the above list of the additional variabTeé, the arrays IbASH(K)
and ITWIN(K) need further explanation. As it is mentiéned in Chapter VI,
the number of edges 1h the network are increased before entering the
minimum-cost flow algorithm of Busacker and Gowen, and an”incremental
graph is constructed. In this graph, the edges numbered as 1,3,5,7,...
are referred to as "soTid" edges, wh%Te the ones numbéred_a5-2,4,6,8,...
are referred to as "dashed" edges. The solid edges are the’actua1»edges
of the network which are assigngd é-direction now.‘ The dashed edges
are necessary in order to keep track of the actual amount of flow passing
through a solid edge. A solid edge has a "twin" solid edge'in the oppo-
site direction and a dashed edge, whereas a dashed edge has only a solid

edge.
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The objectives of the subroutines with their input requirements

and issuing outputs are given in the following paragraphs.

SUBROUTINE FSTAR

This subroutine determines the forward star representation of the
network. Its outputs are the arrays INODP(I), I = 1,2,...,NN, and
NOEDGE(.). The inputs.to this subroutine are the arrays MON(K) and
MTN(K) which contain the originating and terminating nodes of edge K,

for K =1,2,...,MG.

SUBROUTINE FSTARZ2:

The objective of this subroutine is exactly the same as FSTAR,
but the network used in this subroutine is thé one that will be employed
in the minimum-cost flow algorithm. That is, the network has 4MG edges.

The inputs and outputs are also the same, but of course have different

names.

SUBROUTINE MINCTF

This subroutine calculates the minimum-cost Flow pattefn from
.CON(KR) to CTN(KR) with the specified flow value CCL(KR) for all the
re]ations\using the candidate edge KM. . In other words, it perfo}ms
the rerouting process. The outputs of this subroutine are the updated
arrays 6f IDELT(KR,.),FLNUM(K,.) and KNUM(K,.). The major inputs are
the COST(K)’and REMCAP(K) values, for K.= 1,2,...,4MG.
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SUBROUTINE M2

This subroutine is in fact the main program of MINCTF. Its main
objective is to prepare the network for the minimum-cost f1ow algorithm -
by assignihg the related capacity and cost values to each arc (note that
there are 4MG arcs in the network). Its output is the SUMFLW(K), K = 1,
2,...,MG, array. The inputs are the original capacity and cost figures

of the network.

SUBROUTINE REMOVE

The objective of this subroutine is to convert the network with
negative costs to an equivalent network havihg non-negative costs. The
output consists of this non-negative cost values. The 1hputs to this
subroutine are the INODP(I), for I = ],2,...,NN, and the‘NOEDGE(;) arrayé,

and the cost figures on each arc.

SUBROUTINE SHPTH

This subroutine determines the shortest path of relation KR by
an edge number.processing algorithm. Its output is the IDEL1(KR,.)
matrix. The main inputé to this subrqutine are the CON(KR), CTN(KR),
INODP(I), I = 1,2,...,NN, NOEDGE(.) and the COST(K), K = 1,2,...,MG,

arrays.

SUBROUTINE SHPTHZ2

The objective of this subroutine is exactly the same as'SHPTH,
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but the network that is used here is the one having 4MG edges. The inputs

and outputs are also the same, but the arrays have different names.

SUBROUTINE SORT

This subroutine sorts the circuit demand of the relations either
in descending or in ascending order. The'output consists of the sorted
arrays, while the inputs are the CON(KR), CTN(KR) ahd CCL(KR) arrays,
for KR = 1,2,...,LCN. '

SUBROUTINE STAR2

This subroutine prepares the network for the minimum-cost f]ow
a]gor1thm by increasing the number of edges and forming ‘the IDASH(K)
~and ITWIN(K), K =1,5,9,...,4MG, arrays. It is in fact the main program
of FSTARZ and its output COnsists of the related arrays which show the
forward star representation of the network having '4MG edges. The

main inputs are the MON(K) and MTN(K), K = 1,2,...,MG, arrays.

SUBROUTINE VCAL

This subroutine ca]cu]atés the criterion V for all the edges in
the network. The outputs are the V(K), K=1,2,...,MG, array and the
candidate edge KM. The input consists of the arrays FCOST(.);’UVC(f),v
XFLW(K), MD(K),. K = 1,2,...,M6.
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MAIN PROGRAM

COMMON /AAA/Ni9MGyLLLyMON(300) yMTNI309) yREMCAP(300) » TTHIN(300)
4IDASH(300) y ICGHCH :
CUMMON /XXX/CONLL150) yCTNIL50),CCLIL50) yLCN
COMMON /XYZ/INODP(100),NOEDGE(300),IDELL(150C,201). :
COMMON /ZZZ/THODLPZ(L10U0)»MOEDG2{300) yIDEL2(150920) yRESULT
CUMMON /EEE/NDUMIL1S0) yIDELDMIL50420) ‘
COMMON /YYY/FCOSTU3) yUVCI3)Y,CAPI3)yLCIN(300) yCURCAP(300) ¢ XFLW(300)
COMMON /IJK/STOMD(300),SUMFLII(300)
COMMON /VVV/VI300) 4KMy INUM{300) yKNUM({LOOy20) yFLNUM(LOC 201,
4KFLAG(300) ' .
COMMON /TTT/MOE(L50) s I2NUM(300) yK2NUM{100,20) 4FL2HNUM(100,20)
DIMENSTION CVT(3)yMD(300)+C0STI300) +LASTERI300)yLOSTAR(300)
NNNU150) 9 STURE(300) ySTOFLYWI(300) » TGUMI300) yKDUMIL0D420)
GFLDUM( 1004201 ySTGCAP{300),STOCIN(300),ySBRI300)
INTEGER COMN,CTN :
REAL ™MD
MR=5"
MA=6
READ(MRy 1) LLL
FORMAT(12) .
READIMR 21 MGy NN
FORMAT{2(2Xy141))
WRITE(MN G271 MGy NN
FORMATU/// v 15XKe " MG= 9144/ 315Ky "HN=Y y14)
READ(MR,3) LC&
FORMAT(2Xs14)
NK=MG
MKR=LCN
WRITE( MWy 4)
FORMAT(///s15Xy *MONT 95X ¢ "MTid* 9 5Xs M0y /)
DU 5 £=1y9NK
READIMR6) MONIK) g MTN(K) y MD(K)
CFURMAT(2I442X43F5.0) _
WRITE(MuyT) MON(K) 9MTNIK)yMDIK)
 FORMATI14Xe1494X91442X9F5.0)
- CONTINUE
WRITE(Muy3)
CFURMAT(/// yLSX s *CONY 95X *CTH" 95Xy 'CCLY ¢ /)
DO 9 IC=1,NKR : : : -
READ(MRy10) CONCIC)CTMLIC),CCLLIC)
| FORMAT(2(2X914) 41XsF6.0)
 CONTINUE

CALL SORT
DO 59 IC=1sNKR
WRITE(MW,11) CONLIC),CTNLIC),CCLEIC)
| FORMATUL4X T4 94Ke1hs4XeF4.0)
) CONTINUE o ;
WRITE(Mdyds)
5 FORMATI(/// 9 15Xs ' SYSTEM! 35X "FCOST ' 95Xyt UYL 412X+ "CAP Y, /)

Sh2 510 S0 22 30 she ate stz ate sbe she abr iy abs e als ls aBe bo wls sis sle als sl uts shs als stz sbe atr sbe oy 6o oSe uhe by wts e oo Sbo nfy W00 b
ARESERARARPAIES AP AP LI P AP AP AP RS LIRS R SUI LRI R I AIR I KPR IR AL P AR EP R LIRS LR A X R RPN

12 ote e ot ts 2lo e ate by abs afs sle ale als wle abo 2fs lo ale e a0 oty afs sts sz ato sls ale o abe M0z Ll abs Al SBg NS
Pxand b4 XK IR

|
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DU 22 I=1,3
READ(MR$89) FCOST(I),uVC(I),CAP(I)
FORMATIZ2X3yFB4092X9F9.191X4F9.0)
WRITE(MWe99) I,FCOSTII)L,UVCLI) CAPLI)
FORMATULTX9I1 35X 1FBe042X9F6e1l95X9yF100)
CONTINUE \

CALL FSTAR

WRITE(MW,190) :

FORMATL4(/) 412Xy 7++ FSTAR OF THE NETWGORK ++1)
WRITE(MWL29) (INDDP(I)yI=19nN)

FURMAT(/ /9 15Xy " INODP{I) 'y /99X 1014)

NK2=NK=2

WRITE(MWe42) (NOEDGE(J) yJ=1,0K2)

FORMAT(/// 915Xy "NOEDGE(JI) ' 45(/19%42014))

DO 51 J=1,3 :
CVTJI=FCASTuY+UVC(J)=CAPLY)
CONTINUE

XFLW(K)=0.
CURCAP(K)=CAP{1L)
LCINIR)=1 '
COSTIKI=CVYT(L)=MDIXK)/CAP(L)
INUK (K ) =0
10UMIK)=0
CUNTINUE

DD 100 I=14100
DO 101 J=1,20
KNUM(144)=0
FLNUM({I,J)=0.
KOUMII,J)=0
FLOUMII J1=0.
CONTINUE
CONTINUE

DO 12 KR=1yNKR
WRITE(Muy15) KRyCONIKR) 4CTHIKR)

 FORMAT(/////7 41544 *THE RESULTS FOR RELATIONT 914y Xy (FROM NODE*,I3,
4 TUO KNODE'yI39* )y /91laXsb6{k)) .

CALL SHPTH(KRsTEUNyCOST)
IE{LCUNCH.EQeLl) GO TO 12 _
ARITE (Mis25) (IDELL(KRsL)aL=1yTELN)
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FURMAT(/// 915Ky *IDELL ENTRIES! 4/ ¢14X+1014)

- - ——— =~ - - ——— —— o —

AS51GN THE FLOW CCLIKR) TO THE EDGES ON THE SHORTEST PATH OF
RELATION KR :
WNNIKR)Y=TELN

D3 52 L=1,IELN

(=IDELL(KKsL)

[INUM LK) =INUM({K) +]

[L=INUM(K)

(HUMIRK, LL) =KR .

“LNUMIK s IL)=CCLIKR)
XFLALK)=XFLWILK)+CCL(KR)
[FIXFLWIK)}«LELCURCAP(KY) GO TQ 52

CIN(KI=LCINGK) +1

_S=LCIN(K)

URCAP(K)=CAP(LS)

[FIXFLW(K) «GTLCURCAPI(K)) GO Tu 33

JPDATE THE COSTS THAT AXRE USED IM FINDING THE SHORTEST PATHS
USTIRI=ICYTILS)I=CVTILS=1) 1MDIK)/Z{CAP(LS)I-CAP(LS=1))
“ONTINUE

IRITE( MU 55) . : ‘
"O0RMAT(/// 915Xy "EDGE® 93Xy *XFLW® 38Xy 'CURCAPT 43X, 'COST 4/}
)0 53 J=1,NK

IRITEA(MAy54) JyXFLWLJ) 9 CURCAPLJ) »COST(J)

ORMAT (14X yI495X1FBa0y4XyFl04094XyF840)

“ONTINUE

CUNMT IUE

YRITE (MWy386)

FORMATC////7 L5 X s _KNUM MATRIX _4/)

ARITE(Ma923) ((KNUMIKoIL) 9IL=1920) 9K=1yNK)
FORMAT(9X 4201 4%)

FRITE(MWs39)

CORMATL///7 s15X s *FLNUM MATRIX'y/)

ARITE(MW224) (IFLAUMIKyIL) yIL=1420) 4K=1 1K)
FORMAT(9X920F440)

JU 33 I=149%NK

STORE(II=COST(I)

STOFLW(I)=XFLWII)

STOCAP(I)=CURCAPI(I) .

STOCIn{IY=LCIN(T) : , . N
CONTINUE

ARITE (M s 721 . '

FORMAT (51/) 915K,y *INITIAL FLONWS ON EDGES'+// 415X, _EDGE_+8Xy_XFLU_,
X, *CUSTBR'4/)

D0 Tl L=1,NK
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LS=LCIN(L)

IFIXFLWIL) «NEsOe) GO TO 300

COSTBR{L)=Q. :

GO TO 301 .
COSTBRIL)=(FCUSTILS)I+UVCILS)=XFLYW (L)) =MDI(L)
WRITE(MWsT2) Lo XFLWIL) +COSTBRI{L) "
FUORMAT(L4Xy14y5X1F84043Xy,FL1.0)

CONTINUE :

TOTC=0. :

DO 73 K=1,4NK

TOTC=TOTC+COSTHRIK)

CONTINUE

DU 900 K=1sNhK

SBRIKI=COSTBRI(K)

CONTINUE

WRITE(MW,74) TOTC

PREPARE THE NETWORK FOR THE B8B4G ALGORITHM #Y FIORMING ITS

INITTALIZE THE FLAGS OF THE EDGES

KFELAG DENDOTES THE FLAG OF THE EDGE

-1. IF-THE €DGE IS NOT YET PROCESSED
J IF THE EDGE IS DELETED ‘
1 IF TrE EDGE IS FIXED

DO 16 K=1,NK

KFLAGIK)=-1

CONTINUE

ITT=0" /
B R T TR T R AR R R R R R LR R Rt
START THE ALGORITHHM |
+f+i;-ff+1-+++++f+f++§-++++++++++++++f-+f+++++++++++++i""+++0'++f++++0'+++
ARITE (MW, 160) i
FURMATILO(/) +15Xs *CURRENT FLOWS ON EDGES'y//115X1'FDGE‘v8X,'XFLH'y
s/ ) '

DO 162 J=1lsMK

ARITE(My 41611 JyXFLWwld)

FURMAT (14X 1445XsF8.0)

CONMTINUE

D0 102 I=140K

DO 103 J=1120

KDUM(I;J)=KNUM(I:J)

FLOUMIT ¢ J)=FLANUMLI+J)

CONTINUE

ICuUMCI)=InUMCT)

CONTINUE

129



e R A VS S e T UBL AR

CaLL VCAL(HD)
ARITE(MA21T0) (KFLAG(J) yJ=1,NK)
FORMATU/// 215Xy "FLAGS DF EDGES'+/+9Xs2014%)

DO 83 J=lywk T
IF(KFLAGIJ) oNEW=1) GO TO 83
IFIVIJ) eNE.=-555555555,) GO T0 46

e e R N T i~ il el e et oo Jifie g

PRINT THE FIMAL FLOWS ARD THE FINAL NETWORK COST

FORMATL4(/) 412Xy ' NO FURTHER IMPROVEMENT CAl 3E& MADE, THEREFORE
STOP %'

IF(TCOST«EQ.0«sOR.TCOSTWLGELTOTC) GO TO 119

WRITE(Mw,105) ' S
FURMAT (4 (/) 415Xy ' FINAL FLOWS ON EDGES'+//+15X%) 'EDGE " 43X, *XFLW' 98Xy
"RECOST /) .

00 106 L=1,NK

WRITE(Muy LOT) Ly XFLALL) 4SBRIL)

FORMAT(L14X914354K+F2.0,3XsF11.0)

CONTINUE '

WRITE("MWyL04) TCOST

FORMATU/// v 15Xy *FINAL NETWORK COST='4F11.0)

GO TO 91 : .

ARITE(Miiy120)

FURMAT(4(/) 415Xy *FINAL FLOWS OM EDGES's// 215X+ EDGET 95Xy *XFLHU ' 48Xy
'RECOST*, /) \

DO 121 L=1yhK

WRITE{Md9L22) Lo XFLWIL) $SER(L)

FORMAT(L4X914+15X9F84043X+F11.0)

CONTINUE

WRITE(Mdy123) TOTC :

FORMAT(/// v 15K, *FINAL NETWORK COST=¢,F11.0)

GO TO 91

I

ITT=ITT+1

WRITE{MW,192) ITT : .
FORMATU/// 315X *HO OF TTERATIONS=",14)
WRITE(MWy35) ,

ARTITE(Md923) ({KNUM(IKyIL)YyIL=1+20)K=19NK)
WRITE(MW,39)

WRITE(Mgy24) ((FLAUMIK,IL) yIL=1+20) yK=1,NK)
WRITE(Mny 198)

FORMAT{//// 915X "CURRENT IDELL MATRIX's/)
WRITE(MWy109) (LIDELL(T4J)+J=1420),1I=1yNKR)
FORMATI(9X2014)

WRITE(Mr9223) (INUMIK) 9K=1yNK)
FORMAT(//// 15X *INUM VALUES' 3/ 99X42014)
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IWw=INUM{KM)
00 60 IL=Ly1IW

e T e e e e e e e e e e e e e e ot o e o =t e o o e e . o b o s e T e . o e s o 2 S P e o -

LR=KNUM(KM,IL)
JELN=NNNILR)
DO 61 IE=1,1ELN

e - - — - ——— - o —— - ———— -—————— - ————

K1=IDELLILR,IE)

JD=INUM{KL)

DU 113 J=1,40

IFIKNUMIKLsJ) sMELLR) GO TO 113
1Q=d ‘

GO TO 114

CONTINUE

FLW=FLNUMIKL,yIQ)
XFLWIKL)=ABSTAFLWIKLI-FLW)
CONTINUE

CONTINUE

- . . p— - — - ———— " = . —— ———— — e —— —— — ———— —— ———— - —— > — . —— ——— T ——
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IW=INUM(KM)
DO 84 I=ly1IW
LR=KNUM({KMy1)
DU 80 K=1,NK
MC=INUM(K)
DO 82 J=1,MC
IF(KDUMIKsJ) «NE4LR) GO TO 82
[IDUMIK)I=TDUMIK) -1
KOUM(KJ)=0
FLDUM(K yJ) =0
CONTINUE
CONTINUE
CONTINUE
WRITE(MWs163) (IDUMIK) yK=1 yNK)
FORMAT(/// 15X *IDUM VALUES',/19%X,2014)
WRITE(Mis193)
FORMAT{4(/) ¢15Xy_DECREASED FLOW VALUES' +// 915Ky "EDGE" y8X s ' XFLW ',
&/ ) -
DO 194 J=14NK
WRITE(MW195) JyXFLW(J)
FURMAT(14X9I445X9F840)
CONTINUE
DO 81 K=1,4NK
IFIX.EN.KM) GO TO 81
JT=INUM(K)
 1=0
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DO 85 J=1,4T

IF(KDUM(K,J) eNELO) GO TO 131
KOUM(K 9 d ) =KDUMIKyg+1)
KOUM(KsJ+1) =0

FLODUMIKy J)=FLDUM(Kyd+1)
FLDUMIK,y J+1}1=0.

GO TO 85

I=I+]1

CONTINUE
IFUIWNELIOUMIKY)Y 6O TO 130
CONTINUE ’

CALCULATE THE REMAINING CAPACITIES CN THE ED
THE Ba&G ALGIRITHM FOR REROUTING

fop)

DO 30 K=1,4NK

IF(KeEQaKiM) GO TO 31

IF(XFLW(K)«GTWCAP(1)) GO TO 401
REMCAP(KI=CAP(1)-XFLW(K)
IF(REMCAPIK)&EQL0.) GU TO 405 : -
CURCAP(K)I=CAPI(1)

LCINIK)=1

COST(KI=CVT(1)%MDI(K)}/CAP(L)

GO TO 30

CURCAP(K)I=CaP(2)

LCINIK)Y=2

REMCAPIK)=CAP(2)-XFLWI{K) -
COSTUKI={CVT(2)-CVTIL))=MD(K)I/LCAP(2)-CAP(1))
GG TO 30 '
IF(AFLW(K) «GT4CAP(2)) GO TO 402

REMCAPIKI=CAP(2)=XFLWI(K)

>

)

|

|

)

IF(REMCAPIK)#EQWD4) GO TO 406
CURCAP(K)Y=CAP(2) '

LCINIK)=2 : '
COSTUKI={CYTI2)=CVTLL) 1=HDIK)/LCAP(2)=CAPLLY)
GO TO 30 ~
CURCAPLKI=CAP(3)

LCIN(K)I=3

REMCAPIKI=CAP(3)-XFLW(K) :
COSTIKI=(LVTI3)-CVT(2))%1DIKY/LCAPI3)-CAP(2))
GD TO 30 ' '

> CURCAP(K)I=CAP(3)

LCIN(K)=3
REMCAPIKI=CAP(3)-XFLW(K)
COST(K)=(CYT(3)=CVT(2))1=MDIK)/(CAP(3)-CAP(2))
GU TO 30 ’ w
LS=LCIN(KI

IF(LS.EQ.L)} GO TO. 500

REMCAP(K)=CAP(LS-1)

IF(LS.EQ.2) GO TO 501
COSTAKI=ICVT(2)=CVTIL)I=MDIK)/(CAP(2)=CAP(1))
GU TO 30

COSTIKI=CVTLL)=MDIKI/CAPLL)

GG TO 30

REMCAP(K)=0.

ES BEFORE ENTERING

132
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UST(K)‘99999399Q

CONTINUE

W0 930 Jd=14NK
FUKFLAG(OJ) W NELO)Y GO TO 930
0ST(J1=999999999,

ONTINUE

SALL M2(COST)
[IF{RESULT.EQs1le) GO TO 91

IS A FEASIBLE FLO4 PATTERM OBTAINED ? IF NOy FIX THE SYSTEM

IN £DGE KM ’
IFCICUNCHLEQv1) GO TO 65

ARITE (MW 21) '

FORMAT(//// s15Xy "K2NUM MATRIX*y /)

ARITE(Mdr28) ({K2KRUM(K,yIL) 3IL=1420) 4K=1,MK)

FURMATL9Xy2014)

WNRITE(MW35)

FORMATL//// 15Xy *FL2NUM MATRIX?',/)

NRITE(MW3T) ((FLZNUMIKyILY3IL=1,20) K= l,hK)

FORMAT(9Xy20F440)

WRITE(MW164) (I2NUMIK) 4K=1 4NK)
FORMAT(//// 15Xy *I2NUM VALUES ' +/99X,201%)

WRITE{(MW,165) -

FORMATIEN/ ) g 15Xy *FLOWS UBTAINED AFTER APPLYING THE B84G ALGORITHM_,
//915Xy ' EDGEY 98Xy " SUMFLUW'4/)

DU 166 KI=1,M6

WKITE(MWy16T7) K1 ySUMFLWI(KI)

FORMAT(14Xs1497X4F8L,0)

CONTINUE

CALCULATE THE FLOWS AFTER RERQUTING

DO 66 I=14M06

SUMFLWI L) =SURFLWII)+XFLW( L)

CONTINUE

WRITE (Mdyal)
FURMATI(5(/) 915X FLGWS
EXe 'COSTAR T, /)

3»
n
-
m
Pl

REROUTINGY 9// 15X, TEDGE* 48X,y *XFLW® y

DO 40 K=1yMG .

TEUSUMFLWIK) «GTSCAP(L1)) GO TO 43
LCIN(K)=

CURCAP(K)=CAP(L)

GO TO 44

IE(SUMFLWIK) «GT.CAP(2)) GU TO 45
LCIN(KY=2

CURCAPIK)I=CAPI(2)

GO TO 44

LCIN(K)=3




UK A VHM/SPLTUBTTAK

CURCAP(K)=CAP(3)

CALCULATE THE REAL COSTS OF THE EDGES AFTER REROUTING

Lb LCIN(K)

IF(SUMFLWIK) o[ MEWDW) 5O TO 302

COSTAR(K)=0.

GO TO 303

> COSTARIK)I=IFCOSTILSI+UVCILS)=SUMFLWIK) ) =MDIK)
WRITE(MiWe42) KeSUMFLWIK)yCOSTAR(K)
FORMAT(L4X91445X4FB84033X9F11.0)
IF(KFLAGIK) «MNELDO) GO TO 198
CUST(K’-999999999-

.G TO 40

N S h T MM M G SR - T — - —— - - = —— " T W WR W W B . S ——— - —— - — - -

IFILSWEQ.1) GO TO 197

COSTIKY=(CVT(LS)=CVT(LS-1) )= MOCK)/ECAPILS)=CAP(LS-1))
GO TO 40

COST(K)=CVT{L)%MD(K)/CAP(Y)

CONTINUE

IF(SUMFLWIKM) wNEWD.) GO TO 503

COSTI(KM)=999999999,

CALCULATE THE TOTAL NETWORX COST AFTER REROUTING
TCOST=0.

B3 56 K=1lyMo

TCOST=TCOST+CUSTAR(K)

CONTINUE

WRITE(Mwe26) TCAOST

FUKMAT(///vLDX"TuTAL COST AFTER REROQUTIMNG='4F11.0)

CUST COMPARISONM

CIF(TCOST.LT.TOTC) GO TO 115
NO=1 )
GO TO 65

5 DO 48 K=14MG

XL (K)=SUMFL LW(K)}
STOFLWIKI=XFLW(K)
STORE(K)}=COSTI(K]
STOCAPI{K)=CURCAPI(K)
STOCIN(KI=LCINI{K)
SBRIKI=COSTAR(K)

} COUNTINUC

UPDATE THE RELATED ARRAYS
DO 20 XK=1,MG
JE=IDUM(K)



DO 388 J=1,10
TF(KsEQaKM)

CJJ=JFY
KOUMIK 9 JJ) =K2NUM(KyJ)
FLOUMIKsJUI=FL2ZNUMIK, J)
GO TO 838

' KDU%(KvJ)—KLNU“(K J)
FLOUMIKyJ)=FL2ZNUMIK,4J)

v CONTINUE '

) CUNTINUE

GG To 87

Vi S5P . TUDLITAK

T G W s A T e S R G ey T S e . A ——— - — o — - — — — " = - - - — - . —— o ———— - ————— o — T —— o - —

UPDATE THEZ IDELL MATRIX

IV=INUM(KM)
DO 110 L=1,1V
TR=KNUM(KM, L)
NC=NNN(IR)
DO 112 LL=1,4HNC
IDELLIIR,LLI=O
- CONTINUE
JE=NDUM(IR)
NNN(IR)=JE
D0 111 K=1,JE
IDELL(IRyN)=IUELDM(IR,MN)
- CONTINUE
) CONTINUE
DU 92 K=1,M0
D0 93 L=1,20
KNUMOKyL) =KDUM{Ky L)
FLNUM(KyL)=FLDUMIKyL)
 CONTINUE
INUMIR)=STOUM(K)+I2NUMIK)
> CONTINUE

- — i A - - — - —— o —— " ——— — = = —— e e e T =’ e v e AR R A e s e Sy e e A = A e ——— — —_— = —

SINCE KM CAN BE DELETED, SET ITS FLAG TO ©
KFLAGIKFM)I=0
UPDATE THE TOTAL COST OF THe MNETWORK
TOUTC=0.
TOTC=TCOST
WRITE(MAy34) KM

 FORMAT(/// 912X, SINCE A FEASIBLE FLDW

aND THE TOTAL COST AFTER RERUOUTIMG
CAN BE DEZLETED zx1)

4S COSTs =DGE's 134!
Gu TD 99 '

EDGE KM CANNOT BE DcL:TED,
FLAG TO 1

1/9l>Xy'IS

THEREFORe FIX KM BY

PATTERN HAS BEZEN FOUMD,y A
LESS THaN THE PREVIQOU

:TTING I1TS

 IF(NOWNE.1) GO TO 116
WRITE(MW117) KM

| FORMAT(/// 112X,
4ATER THaAN THE PREVIOUS OMEZ

vx% A FEASIALE

FLOW PATTERN HAVING

A TOTAL COST GRE
' o/ vy 15X, *HAS SEEN OSTAINED,

THEREFORE ED

13!
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GE_9I3y_ CANNOT BE DELETED =i

KFLAG(KM)=1

DO L7 J=14M6

CUST(JI=STOKE(J)

XFLW(J)=STOFLW(J)

CURCAP(J)=STOCAP(J)

LCINUJY=STOCIN(J)

CONTINUE

GO TO 90

STOP

END
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SUBRDUTIN: SDAT

SURTIN" TdE ClmCUIT DEWANDS IN DFSCtPUIQG ORDER

CUAWON /XXX/CON(lJO),LTN(lqO),CCL(‘SW)yLCQ
INTEGER CUMHCTN

I1=0"

DO 1 K=1lyLCIN-1

IFICCLIK) «GELCCLIK+1)) GO TO 1
DM=CCLI(K)

CCL(K)=CCL{K+L)

CCL(K+1)=DM

NC1=CONI(K)

CON(K}=CON(K+]1)

CON{K+1)=nC1

NC2=CTN(K}

CTHIKI=CTNIK+L)

CTN(K+1)=n{2

I=1+1

CONTINUEZ . '

IF(I«NESLD) GO TO 2

RETURN

END
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SUﬁROUTINt FSTAR

12 SR R R s st s e st e s 3o 2ln 3 s sle e e St Sle e aie s nfe 2z sia sl T siaie s T3 3in e a0 she st she sl 2% ol 3ie St sfe e v s e se sl Sl sl ek
px 38 513 PR IE VRS LR AR P AP AEAS A AP CRXP LRXSH

THE Fde RD STAR RCPRES&VTATIDN OF A NCTHDQK

CDMMDN /AAA/uNyHG,LLLgWON(3JO)vWTN(BOO)yRCMCAP(300)yITUIN(3OO)v
&IDASH(300) s ICONCH

COMMON /XYL/INODP(IOO)yNOtDG~l3UO)1I7tLl(1qO 20)
DIMENSIGN NEDGE(100)

NK=MG

DO 45 JI=1lsNN

NEDGE(JI)=0

INODPLJI)=0

CONTINUE

DU 47 T0=1yNK

NOEDGE(I0)=0

CUNTINUE

DU 1 K=1yNK

LOR=HMUN(K)
NEDGE(LOR)=HNEDGE(LOR) ¢1
LOR=MTHMIK)
MZDGE(LIR)=NEDGE(LOR) +1
CONTINUE

FORM THE POINTER ARRAY

INODP(1)=1 |
DO 2 IN=1,NN o - ‘
TNODP( T+ 1) =INDDP( IN) +MEDGE (1)

 CONTINUE

o et e e = ol = e b e % e m = = i e ot e aw v = L e M e e e e g M s Am em M = Mm MR e e o i e T e e . = et o a a—

ASSIGN THE EOGES TO THE PUINTER ARRAY

DO 3 K=1lsNK

LOR=MUN(K)
12=INODP(LOR)
MOEDGE(1IZ) =K
INODPILOR)=INODP(ILOR) +1
LUR=MTHI(K)
IZ=INUDP(LOR)
MOEDGE(IZ) =K :
IHODP(LOR)I=INGDP(LOR) +1
CONTINUE '
DO 4 i=19nN
INOOPLI)={NODP(I)-NEDGEILT)
CONTINUE

RETURN

ENG
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CUMMDN /AAA/VNyMG,LLL,HOW(300)’JTN(BOO)qQE APlBDO),ITlIN(BOO)y
IDASHI300) 4y ICOMCH .

COMMON /XXX/CO‘(1)0)7CTN(1)0)1CCL(150)yL’N

COMMON /KYZ/IHDDP(IOD)1NOEDGE(300)QIDcLIKISOqZO)

DIMeNSION LAHL(lOO),IPE&(IOO),ITL4P(IUO)qLSAVt(lOO)y”u(BO )
INTEGER CON,CTN

REAL MDyMyMINyLABL,LS

MR=5

=06

NK=MG

NII=NN

ICDNCH 0

INITIALIZATION: ITEMP(K) IS THE TEMPORARY FILE WAICH CONTAINS, THE
NODES TEMPORARILY LABELED

DO 36 K=1lyNN

ITEMP(K)=0

CONTINUEZ

INITIALIZATION: IDELL(KRyLI) IS THE MATRIX ,JHICH STORES THE EDGE
MUMBERS IW THE SHORTEST PATH OF TRAFFIC RELATION KR

DO 37 LI=1l,LLL

IDELYI(KRyLII=0O

CONTINUE

LM=0

M=39999599,

IS IS THE BEeGINNING NOD: UF RELATION KR

ool i omfine i v ginafipne s g e e il et e R e e R e e e e e e ======

INITIALIZATION GF THE LABELS OF NCDES BY A dIb NUM ER M

IPER DENOTES THE FLAG OF THE WNODE

0 IF THE NODE IS MOT YET PROCESSED
1 IF THE KODE IS TEMPORARILY LARBELED
2 lF THE NODE IS PERMANERN TLY LABELED

DU 1 LN=LsNII
LABLILN)=H
IPER(LNI=0
COMTINUE

139 :
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14C
LABL{IS)=0
IPERIIS)=2 )
I=1$ ¢
LL=0 ' : : ,
M R A e R R N N o o R
STAKT THE ALGORITHM '
Pttt rttttrttrtrt bt bttt ittt bttt ttrtrtrtttrbetrtrtttrtttttrtittteet+
rIND THe LCGINNING AND ENDING PUSITIONS OF NODE I
LBEG=INQODP (1)
LEND=INUDP{I+1)~-1

COMPARE T WITH THE TIRMIMATING NOUE OF THE EDGE UMDER
CONSIDERATIUN | ‘

) ) J=MTN(KE)

)1 J=HANIKE)

CALCULATE THE TEMPORARY LAREL OF THE NODE
IF(LS.GELLABL(J)) GO TO 20

LABL(J)=LS

STORE THE FDGE HWUMRER WHICH IS USED Iiv LABELING NODE J
LSAVE(J)=KE '

IF(IPER(J)WNELD) GO T3 20

IPER(J)=1
LL=LLel

ITEMPILLY=J
CONTTHUE

HE NOUE WITH THE MINIMUM TEMPORARY LABEL AND
TS LABEL PERMANEMT

it
[t
o
— =

MIN=M
NEND=LL
IFILLGEQWY) GU TO B8O
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DO 25 L=1,NEND

JI=ITEMPIL)
IFUIPER(JIIWEQW2) GU TO 25
IFCLABLIJU) GELMIN) GO TO 25
MIN=LA3L(JJ)
MSAVE=JJ

5 CONTINUE

IF(MINLLT.99999999.) GO To 228
) WKITE(My222)

Y FIRMAT(//7 412Xy 455 THE NETWORK BECAME DISCONNECTED s_)
ICONCH=1 ' : '
GU TO 30

o

IPERINSAYEY=2

IF(NSAVE.EQLITY GU TO 15
I=NSAVE
G0 TO 10

BACKTRACING THE SHORTEST PATH

5 KK=LSAVE(LJ)
LM=LM+l ,
IF(LMeGToLLL) GO TO 32

IDELY(XRsLM)I=KK

II=1J

IF(IL.EQeMTN(KK)) TJ=MONIKK]
IF(IT.EQ-MON(KK)) IJ=MTN(KK)
IF(IJ.EQ.IS) GO TU 30

GO TO 35

3 WRITE(Md+40)

0 FORMAT(///+12Xy 1z INCREASE THE VALUE OF LLL AND THEM USE THE ALGO
ARITHM AGAIN ') g
TCONCH=1

0 RETURN

END
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THE. MAIN P\UGRAH or MINCTF (—1—'.""""""'

CDMMDN /AAA/NNyMG,LLL WUHKJOO),MTI(BJU),WHC(3QD)¢IT1IN(330)7
dIDASH{300) 4 ICONCH .
COMMON /2ZZ/TIH00P2(100) 4NOEDG2(300),IDEL2(150420) yRESULT

COMMON /CLC/IMON(300),IMTH(500),THD(BUO), MMC (3001
MW=56

NK=MG

NKR=LCN

NK=NK#4

THE NUMBER OF Z0GES IN THE NETWORK IS INCREASED TO (HKi4)
IMDN(l)'MD4(1)
IMTINCL)=MTNLL)
MGM="G~-1

DO & K=144GiM
KX={Kag) +])
IMOM(KX)=MON(K+1)
IMTNIKX)=MTN(K+1)
CONTInuUE

THe PROCEDURE BeELOW PREPARES TH— NETWORK FOR THE MIN-COST FLOW
ALGUORITHM OF BUSACKER AND GOWEN ‘ /
THE EDGES 19395+ 7yeee ARZ REFERRED TO AS _SCLID_ EDGESs AND THE
EOGES 21416y8yese ARC REFERRED TO AS 'DASHED' EDGES. A SOLID £0GE
HAS A 'TWIN' SOLID EDGE AnND A DASHED EDGEs A O4SHED EDGEs ON THE
OTHER HANO, HAS ONLY A SCOLID EDuf. :

DO 3 K=lyiKy4
IMON(K+1)=THTiIIK)
THMTNIK+L)=THMON(K)
IDASHI{K)=K+1
IDASH(K+1)=K
IMON(K+2)=TIMTNIK)
ITMTNIK+2)=TMONTK)
ITAINIK)=K+2
ITWIN(K+2)=K
THMONIK+3)=THMON(K)
IMTN(K+3)=TMTNIRY
IOASHIK+2)=K+3
IDASH{K+3)=K+2
CONMTINUE '

FORM THE FORWARD STAR REPRESENTATION OF THE NETWORK
IN MINCTF ( BY 3&G )

CALL FSTARZ

ARITE MWy 3)

FUORMATIS( /) 912Xyt ¢+ FSTAR OF THE NETWORK IN ”I“JCTF ert)
WARITE(MAL29) (INODP2(IL) ,I=14NMN)

FORMAT(// 915K *INODP2(T) "9/ 49%X+1014)
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ARITE(MW, 49 (HOTDG2{J) yd=1,(K)

FORMATL/// +15X9 "HOEDBG2(J) " 95(/99%X,2014))

RETURN
END
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Ve e 2t aiy Wty W s, », o, Sy obe ats abs als wls Mo ale obs Wt wts Ws
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CALCULA]IUN DF THt J(A) VALJFS

o 2250 o 02 30 sl St st sl sty e T S B P S P S P B R Dy
PR AR R S R <R Sjesie sk sl 2 502302 208 3T o) siesle ok sl ol slasle Slo sl st xle e sle e sl Sfe e sl sis Sje sl e s S e e e sje sl sk

COMMON /AAA/NN,MG,LLL,10N(300),nTN(300), REMCAP(300) y ITWINI3GOY),
AIDASH(300) 4 ICONCH
COMMON /YYY/FCObT(3),UVC(B),CAP(B),LCIN(BuO)vCURCAP(BOD)yKFLH(BOO)
COMMON /VVV/V(300;.KM,INJM(500),Kwu4(100.20),FLquu(loo,ZO).
&KFLAGI(300) _
DIMENSTION MD(300),DELFL(300)
REAL MD. . - -
Mid=6
NK=MG
DO 6 K=14NK
VIK)=0,
CONTINUE
DO 1 K=1snK
LS=LCINtK)
IF(XFLWI(K) «£Q40e) GU TO 3
REALCT=FCOSTILS)+UVCILSI=XELWIK)
VIK)=REALCT=MD(K) /XFL#(K)
Gu TO 1
V(K)=-55555555¢%
CONTINUZ

DO 7 L=1lyiiK

TFIKFLAGIL)Y 4EQe=L) GO TO 7
VIL)=-555555555,

CONTINUE

DO 10 1I=1,nK
IF(VII)aNE«-555555555.) GO TO 11
CONTINUE

GO T0 12

FIND THE A&xIdUn OF THE V(K) VALUES

VMAX=-555555555,

D0 2 K=1l.NK

IF{VIK)sLESYMAX) GO TO 2

VAAX=V(K) .

KM=K

CONTINUE

WRITE{ My 8) (KyVIK) yK=14MK)

FORMAT(S(/) 18X VIK) VALUES'y//le(ZXyQ(I39’==>'vFll.O,EX)./))
YJRITg(“u'7) KM ’ -
FORMAT(// 915X 4 kM=1,13, ZA,'(THc MAX 1MUY VK)Y VALUE) ')

RETURN

END
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SUBROUTINE M211D)

b T s P R B B 2 307 3tr Sl e oy e o,
ot % X KRR PXP AR s PRI

THE MAIN PROGRAM UOF MI
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' He NCTF (-2-
COMMON /AAA/NNvHGyLLLyHOH(300)'MTN(BOU),MMC(BOO)'ITWIN(BOO)v
STUDASH(300),ICONCH , -

,COWMON /XXX/CDN(150)vCTN(150),CCL(150)'LCN

CuMMOon /ZZZ/INODPZ(IOO),NDEOGZ(300),IDELZ(ISO,ZO),RESULT
COoMMON /EEE/NDUH(lSO)yIDELDM(150,20)

COMMON JTJK/STOMDI30C), SUMFLH(300)

CUMMON /CCC/IMON(BOO);IMTN(BOO),TMD(BOO);TMHC(BOO)
COMMON /VVV/V(BOG),KH,INUM(BOO),KNUM(lOO;ZO)»FLNUM(lOO,ZO),
SKFLAG(300) ' '

COMMON /TTT/NOE(LSO)yIZNUH(3OO)1K2NUH(1OO,ZO)vFLZNUM(IOO;ZO)
OIMENSTON MD(300)4XMD(300) 4XMMC(300) .
INTEGER COMyCTN :

REAL MDyMHC

Miu=6

NK=MG

MKAR=LCN

MK =K

DO 41 I=1,150

NOELTI)=0

CONTINUE

DO 42 1=1,300

I2NUMtI)=0

CONTINUE

00 3 I=1,100

DU 44 J=1,20

KZ2HUM{I,4d)=0

FL2ZNUMIT yJ)Y=0.

CONTIMNUE

CONTINUE

D0 4 K=lyhK

SUMFLu(KI=0.

CONTINUE

THE HNUMBER OF EZDGES IN THE METWORK IS INCREASED TO (NK=4)

. —— - - e P - = —— W E  — mt > W = e e S T WO e S e S e WO W WD A G WS e A N e - -

TMD(LY=MD(1)
THMC (L )Y=MMC L)
MeM=MG-1

U0 6 K=1y4Gi4
KX=(Ksg)+l
THD(KX)=MD{K+1)
THMMCIRX)=MNACIK+1)
CONTINUE

ALGGRITHM OF bHUSACKeR AND GOUWERN

PO 5 K=1yHKy4
TMOLK+11=9999995999.
TMMCUIK+11=0.
THMO(K*+2)=THOIK)

14



[ Vel st e Y UG L AR

THMCIRK+2) =THMC (K)

THD(K+3)=299995999g,

THMC(K+3) =0,

CONTINUE

TFUAD(1) 1150992999959, ) 60 T 10

TMD(1)=2999999999,

TED(3) 2999999999,

10 DU 9 L=1,45H . )
IFGADIL+1) W NELD99999999,) 6N TO 9 \
KV=(Lag)+]
TUDIKV ) =999999959,
JER=ITHUIN({KY)
THOLJER) 299959799 5.

9 CUNTINUE '

JJ 39 Te=1,0K
STOMDUIE)=THDI(IE)

39 CONTINUE
UG 14 TJ=1,iK
IF(THDIIJ) wRNEL999995999,) GO TO 14
THNCLIL) =0,

14 CONTINUE
DG 56 I=1,MK
XMMCL1)=90,

COXMMC(L)=THUC)

56 CUNTINUE .

WIITE (Mae18) (JyTHDIJ) yJ=1,NK)
13 FURMATUO(/) 415X "ARC COSTS"+//922(2Xs4113,4'2=21,F114042X)4/))

i

[K=INUM(KM)

o0 7 J=141IK

NR=KNUMTIKHA J)

ARITE(HAAN Y L5) §RyCUMIMR) yCTNINR)
15 FORMATU(////7/7 15Xy "THE RESULTS FOR RELATION' yI441Xy ' ({FROM NODE?,

AT139_ TD NODE_yI3¢" Y '/ s X560 1"))

DU 22 LP=1420 :
: IDELOMUNAR LP)=D
22 COMNTINUE

RERUUTE THE CIRCULT DEMAND UF RELATION AR

—— - A m - - ah v A ——————— ——— > - — - —— - ——— — _ —— — - = ma — — i — - — . — — ——

IFIICONCHGERWLY GU TO 33
7 CONTINJE

CALCULATE THE FLOA O EACH ZDGE DATAIMED AFTER APPLYING THE
345 ALGURITHM

D0 51 K=1,%46
NV=I2NUMIK)




£s aduie cun A YM/SPLTURIT AK

DO 52 J=1,NV

SU‘FLJ‘I(K):SUHFL,J( KY+FL2NUMIK, J)
52 CONTINUL
51 CONTINUEZ

Gu TO 83

33 WRITEZA(MW3T) KH .

87 FURMAT(/// 912X, %% MO FEASIALE FLOW PATTERM AAS ACEN FOUND, THEREF
ORE EDGE*y I3y ' CANWOT HAYE A SHaLLER SYSTEM OR CANMOT BE DELETED =
skt) : J |

88 RETURIY

£ivD

14
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S
SUBROUTINE FSTARZ
s e T L T e

st te
P
s

THE FURWARD STAR REPRESENTATIGH DF A NETWORK (~TO TE USED IN BRG

230 2%

e st ot

CUMMON /AAA/ NN MGy LLL yMOH {3001 AT 300) sREMCAP(300) y ITHINI300)
sIDASH(300) ,1CONCH : |
CUMMON /ZZZ/TNOUP2(L10C) yMOE0G2(300)»IDEL2(150,20) +RESULT
CUMMON /CCC/THMONIZ00)y IMTN(300),THD(300) :
DIMENSTION NEDGEZ(109) -

NK{MG

NK= WK

DU 45 JI=1,NN

NEDGEZ(J1) =y

INCDP2UJI) =0

CUNTINUE

DU 247 I0=1,1K

NOEDGZIID)=0

CONTINUE

Ou 1 KzlyNK94
LOR= MO (K)
NEDGEZ2(LOR)=NEDGEZ(LOR)+2
LUOR=IMTHIRK]
NeDGE2(LOR)=NEDGEZILIR) +2
CONTINUE

InaopP2(1)=1

DO 2 [HN=1l,8n
[NODOP2ZUIN+L)=[NODP2(INY«NEDGE2 (1)
CONTINUE

DO 3 K=leNKy 4

LOR=TMOHN{K}
TZ2=INODP2(LGR)
NOcuG2(IZ)=K

KOrR=ITWINIK)
WOFDG2(12+1)=1DASHIKUR)
INODP2LLORI=INCDP2ILOR) +2
LOR=THMTWNIK)

40 =IDASHI(K)
1z=1HODP2(LUR)

NOELGe L IZ)=10R
MOEDGZ2112+1)=1ITWINIK]
TOOP2LLOR)=IN0DP2ILOKY 2
COMTINUE

DO 4 [=1+N
INODPZ{1)=100P2Z(I)-1EDGE2(TI)
CUNTINUE

ReTURRN




S LI

£iND

i

LIS

R

Vil DP« 1t UDL S AR



M AT Y Ial KA VARG S T B U RAAS B BFEV AN

SU[“r\ULJTJ.NL DHPTH?(KF\yL'l"\D) )

THf‘: SHJ}\T ST PATH ALbu'lITd\ —Tj oE UbLJ I*I r)d(r—)

st ohe oty Nk .. -
R O R sk o sts ate 2 3ie 3 e
3 XA PP XS P

conao« /AAA/Puqu;LLLyHU“(30“),MTV(300)vPcWCAP(300),ITUIN(300)y
STOASH(300) , ICONCH

COMMON /XXX/CON (1;0),LTN(x%u),CLL(lso),LCN

COMMON /ZZZ/TNODP2(100),KOED52(300), I0EL2(150,20)RESULT
COUMMON /CCC/IMONI30C) y IMTII300) »THD(3GO) ¢ TMMC (307)

DIMENSTUN LABLEL0O0) y IPER(LOO) , ITEMP L L0O0) 4 LSAVE(LDO) y#D(300)
INTEGER CUMCTN

REAL MDD, MIMyLABL,LS

MR =

MN=56

M= MG

MK =K g

NII=N

ICONCH=U

INITIALIZATION: ITEAP(K) IS THZ TEAPORARY FILE WHICH CONTAINS THE
NUDES TEMPORARILY LABELED

DU 36 K=1,NH

ITEMP(K)=U

sk .,.-,...., Sl e sl ste sk ste s ¥ .,.-, e e ot
PR -~ pxaex -~ EORO RO R)

CONTINUE
INITIALIZATION: IJEL2(KRsLI) IS THE .HMATRIX WHICH STORES THE EOGE
NUMSERS I THE SHORTEST PATH GF TRAFFIC RELATIGN KR
DU 37 LI=lsLLL ,
IDELZIKKyLI)=0
CONTINUE :
LM=0 ‘
4296999999,
IS IS THE “trinNIwb MODE OF RELATION KR
Ib CDN(KR
IT 1S TrE T:RMINATTNG NODE OF LATIOM KR
IT=CTNIKR)
INITIALLZATION OF THE LABELS UF NODES BY A 3IG NUMBER ¥
IPER DENDTES THE FLAG OF THE NOOS .
0 IF THE NODE IS NOT YET PROCESSED
1 IF THE NODE IS TEMPORARILY LARELED
2 IF THE NUDE IS PERMANENTLY LABELED
DU L LN=LeNII
LABLILN)I=H
IPERILN)I=U
1 CUMTIHUL




10

20

T it a Nl oF e LU L AL
15°
INITIALIZATION OF THE RBEGINNING MODE

LABLOIS)I=V

IPER(IS)=2

I=IS

LL=0U

MR A SR I A R T R R R R

START THE ALGORITHM

M e R R R L O Ak R R R

LocG=1na0P2(1)
LEND=1INODP2(I+1)-1

D0 20 L=LUBEGsLEND

COMPARE I WITH THE TEKRMIMATING NODE OF THE EDGE UNDER
CUNSIDERATIUN '

J=IMTN(KE)

J=THMINIKE)

SKIP TrE WNODE IF IT IS PERMAMNENTLY LABELED

IFCIPER(J) «EQL2Y GO TO 20

CALCULATE THE TEMPORARY LABEL OF THE NODE

LS=LABLIT) +MOIKE) :

IF(LS GE.LABLEJYY GO TOQ 20

LABLIJ)=LS

- - - - a wE S o e D A e WE A D me e Y e M e P e e G e T T G RS R G W A S W G W W M A TP Y G G0 S G W A g e S TR e - —

LSAVE(J)=KE » .
TF(IPER({J) »incw0) GO TU 20

e e e e e - A - ———— - — A ———— A ————— s o — T W= e T A - A o —

LL=LL+]

ITemP(LL)=J
CONTINVE

FIND THE NOOE WITH THE MINIMUM TEMPORARY LABEL 4ND
MAKE 1T5 LABEL PERMANENT B



“HiIJINT o LR FaN I Vi Sk s T U TAK

NehD=LL1L
TF(LL.EUeO) Gu TO 80
DO 25 L=1l,HEND

JJ=1TEMPIL)
IFLIPERIJIICEGya2) 50 TO 25
IF(LABLIJU) WGEWMIN) GO TO 25 ‘
MIN=LADLLJS)

NSAVE=JJ

CUNTINUE

IF(MINGLT«99999999.) GO TO 228

WRITE(MWy222) '

FURMAT(/// 912Ky tse5c THE NETWORK BECAME DISCONNECTED st
ICOMCH= ’

63 TO 30

TPER(NSAVE) =2

CHeCk FUR TeRMINATION

IFINSAVEWEQLIT) GO TO 15
I=NsAvVE S
63 'TC 10

KK=L5aVel1J)
Lid=LM+1
[FILMeGTablLL) GO TO 33

- —— o —— > . —— " — - T s D — - — W T o s s o ———
- —— — —————— ——

———— - — ———— ———- T —— - — ——— " - —_—— - - ——

LTOELZ (KR yLMI=KK

I1=1J ‘
TF(ITLEJIMTHIKK) ) TJ=ITMON(KKY
IE(LT.EQe LHONIKEY ] TJ=IMTHIKK)
IF(1J.EG.IS) GO TO 30

GO TO 3%

WRITE(HuWy40)

FURMATU(/// s 12Xy 5 INCREASE THE VALUE OF LLL AND THEN USE THE ALGO

ARITHM AGALIN #sx')
ICIONCH=1

Re TURN

c D

152
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SUBROUTINE MIHCTF(KK1X1D)

st e sk e 323k sk e e
g s e 1 SRS RN e sl s N2k sl s e e seak st C 202 52 32 sie sl e sk e i e se e sle sl ol e sk P T S e T ]
PR 3 SR s NIk e e e e s 3 30T 3T T 3003 20500 0 TR 2 S0 20 Sl ST SR Sl BT S S ST NSl e sl S K SR 3

" THIS SUJROUTINF CALCULATES THE MINIMUM COST FLON PATTERN FROM S TO
T WITA A SPECIFIED FLOW VALUS ( DUE TGO BUSACKER & GOWEN )

e 22 3t e e e sl e e sk s
2R SRR e g it S ';.~,._:-;;_:“ 35302 02 20008 3% 32 200 st st st st sr sie 2t stz afe e e sl st 2 30 st e st ai e se ot e sl sl e st e sk sz e sl sl sl she st e ot
XX XR S PARXR AP LS AP X TP AP KT P P EEAS L e 321 5 SRR ART EEEEARAE BRAEARAAA

CUMMON /AAA/NN'HGvLLL74dN(3OO)vﬂTN(3OO)vQEHCAP(3OO)vITNIN(3OO)9
&IDASH(300),ICONCH

COomMMOu /XXX/CUﬂ(lDO)vLTN(l50)1CCL(lSO)vLCN

COMMON /ZZZ/INDDP2(100) 4NOE 062(300)QIDELZ(lDO’ZO)vRESULT
COMMON /ECF/NOUW(lSO)'IDELDH(ISUyZO)

CUMMON /TJK/STOMD(300) ,SUMELWL300)

CUMMON /CCC/IMON(300) o IMTH{300) yTHAD(300) ¢ KMMC (300)
CUMMOi ATTT/NOELLS0) 3 I2MUMI300) yK2NUM{100,2 0)+FLZNUM(L100y20)
DL MENSTUN FLCWI300) yLFLAGI300) 3 XMD(300) ,0LDHY(300)
INTEGER CuUlMLCTN

M=o

VALUE=0,

NK=MG

MNK=NK:: 4

NOUATKR ) =0

DU 32 J=14MK

XDl JI=0.

AAD(JIY=5TUMG(J)

LFLAGLJ) =0

CONTINUE

DO 50 K=1yKy2

TED=TDASHIK)

XMMC(LIEDY=0.

AMD(IED)=999999999,

CONTINUC

WRITE(MW,36) (Jy X!"‘\C(J),J 1+ NK)

) rdh\AT(///’Lqu'INITIAL FLOW VALUES's//, LL(ax,%(TS, ==>1,F5.0),

&//0)

Ftrtt++rrtrrtterttrtrrrtttrrtetttttrttttrrtttrtrdrrttrttetrdrretrtrtttettrtb s

START THE ALCORITAHM

Pttt bttt rtttebtibr+tttbrrtetttrtrtrtrttrtitetrrttretetetrtreet
DO 55 I=1yhK ‘

IFUXHMCIT) o LToC.0001E+00.0R «XMMCIT) BT «0.999999E¢03) GO TO S5
XMMC{L)=0.0E+00 . ' D

CONTINUE , : ~
DO 77 JR=L9NKy2 ‘

IF(AMACIJR) JNEWCW) GO TGO T4

KDL IRI=999999999.

JFOK=IDASH(JR)

XMO(JFOR) =999979599,

GO TO 77

IFOR=1DASHIJR) :

TF(XMACCIFOR) oEQe0e) GO TO 77

XMDUIFOR) ==XMO(JRY

CuNTINUE

DU 15 ley“‘iK

OLDHMD(J)=0..

OLDMD(J)1=XHD(J)

CONTINUE



AL Ly [AW I e A VH/SP.TUIITAK

REMUVE THe HESATIVE CGSTS

CALL REMOVE(XHD)
IFIRESULTWEG14) GO T0 19

CALL SHPTHZ (KRyLM,yXHD)

IFCICONCHWEYS1) GU TO 10

WRITE(Mue43) (IOEL2(KRed) 9sd=1,LM)
FORMAT(//// y15K 4 *IDEL2 ENTRIES' 1/ 414X ,1014)
00 16 JK=1,n1K

XHD(JK) =D,

KM (JK)=0LDMD ( JK)

CUNTIMUE

CALCULATE THE LARGEST AMIUNT OJF FLOW ( FHAIN ) THAT CAM EE SENT
ALONG THE PATH ‘

FHMIN=999993959,

DU 2 L=1,0M

KX=1DELZ(KRyL)

TFEXHACIKA) «GELFMING 60 TO 2

FMINTAMAC (KK '

CONMTINUE

VALUT=VALUE+FMIN

ARITEI MW 5T FMIN,VALUE : o
FURMAT(/ /77 y 15X, VINTERMEDIATE FLOW VALUES 1y Fau0,/ 415X,
&' LUMULATIVE FLOw VALUE ='4yF5.0)

CHECK IF THE GIVEN FLOW VALUF IS EXCEECDED

DU '3 L=lyLM
KL=IOELZ{KR,L)

FLIW(KL)=U.

FLOW(RLY =FMIN

IF(FLUAIKL) «GT«XMHCIKLY) GO TU 3

XHACLRL) =XHACIRL)-FLOGIKLY .~
;;—KL—IS A SOLID €D L ?N ITS THIN SDL;DNTDGE
AND INCKEASE THE FL DGE 3Y THE AMDUNT Fﬂlf _______
IF(KL/2%2.E0.KL) GO TO 19

JUR=ITWINIKL)

XA [ JOR) =XeHC (JORY =FLOH KL

IF KL IS5 A DASHED EUGE, INCREASE THE ELUAS ON ITS SOLID EDGE AND
ON THE TAIN OF ITS SOLID EDGE 3Y THE AMOUNT FMIN



il JF @& 1 U & ) g

KGR=IDASHIKLY . oTorTemmmmemmmmmmmm
KMAC KO Y = XMl RORY +FLONIKL)

T T o T T e T e e e e e e e e e o e e e e e e e e e et o o —————— — —— - ———————

[FIKOR/2%2£0.K8R) 50 To 18
AURETTWINIAGR

RivdC CADK) = XHH0 (HOR) #FLIWIKL )
30 T0 L

IFILFLAGIRIRY «E0el) GO TO 1
LFLAGUKUR) =1

XD CKAOR) == XHD LK L)

IFCAMMCURL) WHEGe) 6D TO 3

IFILFLAGIKL) CEQLY 60O TQ 3

LFLAGIKL)Y=1 :

XMDIKLI=999999%99,

IF(LFLAGUJUIR) «ELL) 50 TO 3

LFLAGIJUR) =1

XMI(JURI=999999999 ., -

CUNTINUE :

ARITE( My T2 (Ile‘l'K:( I} 41=1,010)

FORMATU/// /415X "UPDATED FLUW VALUES' 3 //411(8XyB(I5y'==>",F56.0),
$//1)) .

vour=vALJE

FOUM=FMIN

STORE THE ABOVE INFORMATION IN I28UMUL) 9K2NUM(oy o) AND FL2NUM(oyge)
IF(YALUE «LESCCLIKRY) GO TO 2

YOUM=FML H=-VALUE+CCLIKR)

FDUM=YDUM

NOUE(KR)=LM

MUM=HDUM RS

NDUMIKR) =HDUM KR +Lid

DO 40 L=1yLH

KAaZzIDELZ{KRyL)

XKA=FLOAT (KA /be
TRAZXKA-TNT (XKA)
[FITKACEQ.D.) GO TO 4
INEA=INT(XKA+ L)

6J TO 5

TNEW=INTCXKA)
I2NUM(INEL) 3T 2HUMIINEW) «1
I2=120HUM(L[HEW)

DU 25 J=1,12
TFORZNUHINEW,J) «EQLKR) 60 T 35
CuNTINUE
KZHUMLINEny12) =HR



1
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A oo N fal VW O a1 U s} 1 RN

IFITRAHESD.) GO
FL2N Uw(14Lw,IJ):

GO TO 82

FL2ZNUM(INEWs 12 =FDUN
K=L « iU

T
- FDUM

TR e i e o e o - — . — - —

DJ 45 K=1,Kx
Ir(IUcLUA(lﬁyd).EQ-IHEH) G TO 49
[DELDMIRKR yKK) =T NE o

CUNTINUE

S5U TO 40

[2NUMUTHE) = T23UMITHEN) -1
TF(TKAGHNELO.) bu TO 33
FL2aaumlined, J FPLANUMITNEY  J) -FOUR
50 TO %0
FL2MNUMUINE Yy JY=FL2NUMIINEny J)+FDUM
CONTINUE

NSUM=NDUMIKR)

DO 22 KO=1yHSU™
IFCIDELDYM(KRyKDYWNELO) 50 TO 22
NOUA (KR ) =xDUM{KR) =1

CunNTInUC

II=0

DU 52 Ki=1y8SUH
IF(IDELOYMIKR (I} «NELDY GO TQ 26
"TUELDUMIKRyKIV=TDELDMIKRyKI+1)
TUELDMUIKRyKI+1)=D

ol TO 52 '

TI=11+}

CONTINYE

IF(II. 4;-NCU1(KK)) G3 T3 51

CHECK FuUrR T& RWINATIuW

IF(VALU;.bT CCLIKRY) GO
IF(yALUL-LT CCLIKRY) 60
GO TO 1¢

VALUE=VDU

DO 12 L=1l,LwM
KL=[DELZ{KRyL)

XMMC CKL) =AMHC (KLY -VALUE
ITFIKL/2%:2.540.KL) GO T3 37
IA=ITwIN(KL)

AMMCL Ty =xmC LT XY =VALUE
Ix= IDASH(AL)

XMACUIR) =XMHC (IR ) +VALUE
IF(lR/ZTLQEu~LK) S0 T 12
Tw=ITalNUIR)

CXMMCLLI WY =aMAC LT W) #VALUE

CONTINUE \
ARTITEL M 99) CCLIKR) y Lo XMMC (I ) 9 d=190K)

EORAATL//// y15%y " THE GIVEN FLON VALUE='4F5.04///+15X, *FLONS ON

&S'1//,11(8X18(15y'==>’1F6.0)1//))

—— - ——— > . —— - —

ARC

1!
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GU To 23
C KS=NDUMKR)

DO 24 M=1,Ks
IDEZLDMIKR M) =0

- CONTIinUE

RETURN
END

IS

15°
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SUBRUUTIME REMOVE({XMD)

G ot uls wto oz e she sio afg ate atg by
- PR x Py

o slo ate alp sty vty st abe b Vs 2t ol 0 b, sle ot fe sho aPe st
s ot 3% PRSP RPxd

C?VVERSIQN JF THE MNETHWDRK HITH NEGATIVE COSTS TO AN EQUIVALENT
METWORK AAVING NON-NEGATIVE COSTS

00 w3s ate 0o wby 0o oho Sbe
x4

A abs s aSe ats ot ate wts Wb e br wle st wbs she ale afe ato ste ads o by e shs wte s o P REr
< d % 2

COMMON /AAAZMHy MGy LLLy MON(300) yMTHI300) yREMCAP(300) , ITHIN(300) v
AIDASH(300) 4 ICONCH .

COMMON /Z222Z/TH0DP2(100),NOEDG2(300) ,I0SL2(159,20) ,RESULT
DIMEZNSTON XMD(300),CBAR(100) .

Meiz=b6

NKh=MG

NK=MKx4

RESULT=0.

JU 3 J=lyivK

IF(XMDUG) o LT«Te) 50 TQ 11

CUNTINUE

50 TO 10

Frtt bttt bttt bttt bttt bttt rttridrdretrttertrttrertettrretrd+tees
START THE ALGORITHM ’
FErrrttrbrtrrtrttrtrrtbrttttrebbrrtttrrrrbtbtbtrrbrrerttetetrrtitrrtess
IT=1 -

iCT=0 .

D0 1 I=Llyiin

AMONG THE EUGES IN THE FORWARD STAR OF ®WODE T, CHOOSE THE OnE

WLTH THE MIdIMU COST

T o e - . S = - T A S VS T -y " . ——— = i T  — —— — —— o — — —— o —— — —

S CBAR(UINI=99999999.,

e

LBEG=1MN02P2(])
LEND=INUDP2{TI+11}-1

00 2 L=iL3EGyLEND

KE=H0EDG2(L)

IFIAMODIKE) oBEWCBARILY) GO TO 2
CoAR{I)I=Xi1MDIKE) '
CONTINUE

IF{CBARII) «GEDe) GU TO o

DU & IL=LGEGyLEND
KE=nNOEDG21IL)
MOR=TIOASH{KE)
XMIUKE ) =XMD(KE)-C3
XM MOR) = X0 (DK ) «
CONTINUC

GU TO 1

ICT=1CT+1

COMTINUE

IF(ICTWEQaNN) GO TO 10



I VAL OY el UL A

TF(ITeGE e (Niue1)) GO YO0 7
IT=[T+1
GO Tu 8

¥

IF(IT.NE.(NH*I)) GO TO 10
WRITE(Mw,yw) :
FURMATU/// 912K, 15552 THERE IS
RESULT=1.

RETURN

END

MeGATIve

CIRCUIT IN THE

NETWORK

Rt )

15¢
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Malin PRO .

GrRAM

COMMON /AAA/NNYMGyLLL
SIDASH(I300) vyt CONCH
CUMMON /XAX/CONILS0) yCTHEL50) ,CCLILED) 4 LTHN

COMMON /XYZ/IHODPLL100) yMNUEDGEI300),yINELLI150,20)

COMIMON /ZZ2Z/INODP2(100),80EDG2(300),IDEL2(150420) 4RESULT
COMMON /EEE/HDUMILSO) yIDELOMI150420) ) :
-COMMON /YYY/FCOST(3),UVCI3),CAP(3),LCIN(300) CURCAP(300) 4 XFLW(300)
CUMMON /TJK/STOMD(300) 5 SUMFLMY{300) '
COMMON /VVV/V(300) yKHMyTNUM(300) y KNUM(LOO,20) y FLNUM{ 100,201,
SKFLAG(300)

COMMON /TTT/UDEL150) » I2HUMI300) yK2RUM(1I0,20) yFL2MUMI10G, 20)
DIMENSIGH CVTI3),HD(300),C0OST(300),CNS5THRI300).COSTAR(300)
ANNNELS0) s STURE(300) 3 STOFLY (300, IDUMI300) yKOUMILODy20)
SFLDUMILG0,20)95TOCAP(300),STOLINIZ0C) y SBRI30D) ¢EXCAP(300) ,
aISYSI300Uy20),y INDEXI300),STCOEXI300) 4ISTOUS(300,20)

TNTEGER CON,CTH

REAL ™D

MR=5

Mw=6 :

READIMR, 1) LLL

FURMAT(I2)

READIMRy2) MGy NN

FORMATIZI2X 14 )

ARTTE( My 27) MGy NN i
FORMATU/// 915Xy "MG= 914,/ , 15X "NN=* 4 14)

READ(MR,3) LCH

FURMAT(2X,14)

NK=MG

MKR=LCN

VRITE(Mwea)

FURMATU/// 915Ky PMON g 5X 3 "HTN" 35Ky MO 15Ky "EXCAP Y 4 /)

00 5 K=1yNK '

REAUGMR 36) MOALK) s MTHIK ) s MDIK ) yEXCAP(K)
FORMAT(214¢2(2%,F540))

WRITE My 1) MOMIK) g MTHNIK) sMDIK) +EXCAP(K)

FURMATU LS9l s4X 114 42X9F54045X4F5.0)

CONTINUE ' '

ARITE( My 8)

FURMAT(//7 v 10Ky CON Y ySX g CTH v 5Ky ' CCLY, /)

DU 9 IC=1,NKR . '

READIMR,10) CONCIC)CTNLIC) CCLIIC)

FORMATIZ2(2XyIa) y1X,F6.0)

CONTINUE

D0 755 I=1ynK

D0 756 J=1,40

ISYS(1,J)=0

CONTINUE

CUNTINUE

yMON(300), 300) yREMCAP(300) s ITWIN(300Y,

MINT



Rt PR A Viel/ 5P o1 ds L1 AK

DJ 56 IC=1,NKK

WRITE(MAyLL) CONLIC) CTNIICY,CCLIC)
FORMATILAX s 14 14Xy 14 yb4XyFhe0) '
CONTINUE

ARITE (M 56)

FURMATU/// 2 LSKe " SYSTEM 35Xy *FCOST 45K, 'UVC™ 41

00 22 1=1,3

READIMRYEY) FCOSTIL)yUVCII) yCAP(T)
FORMATIZXyFBa U1 2X9FTelgln F9,0)
WRITE(MW299) 19FCOSTII)4UVCITI) CAP(T)
FORMATULTA i1 15XaF3.042XyF54145X9F10.0)
CUNTINUL

CALL FSTAK
ARITE(MuyL1GD)

FORMATLH(/) 4124, '++ FSTAR OF THE NETHURK ++ 1)

ARITE(Mwe29) LTHODPII) sI=1gMN)
FORMAT// 415X "INUDPLIN Y/ 49%X410T4)
HK2=NK*Z

WRITE(MW49) (NOEDGELJ) 3J=1,4NK2)
FORMAAT(///+15K9 KO DFE(J)'y“)(/vQXgZOI‘r))

. DO 51 JU=1,3

SCYTUIN=FCuSTIJY+UVC L J)CaP L)
CONTINUE

m
m
o)
[o9]
m
g

IhITIALI’E THe IVFOR1ATIQV ABOUT THE

DO 50 X=1,NK

AFLitiK)=0.

IF(EXCAP(K) «EdeUs) GO TO 350
CURCAP(XKI=EXCAP(K) ‘
TF(EXCAPIK) «GT«CAP(LY) GO TO 352
INDEX(KI=1

ISYSIK,l)=1
COSTIK)=UVC (L) #MD(K)

Ga TO 351

IF(EXCAPIKR) wGTCAPI2)) GO TOU 353
TNODEX(K)=1

ISYS(KyLl)=2
COSTAK)=UVC(2)=MD(K)

GO TO 351

INDEXLK) =1

ISYS{KyL)=3

COSTIK) =YV (31D IK)

GO TO 351

CURCAPIKI=CAPLL)

LCINIK)=1
COSTIKI=CVYT L) =mD(K)/CAPTYL)
ITNUMIK)=D '

IDUM(K)Y=D

2X

s TCAPY, /)
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CONTINUE

DO 100 I=1,4100
DU 101 Jd=1y20
KNUMUIyJ)=0
FLIUMIT,J) =0,
KDJMtI40)=0
FLOUMIIJ)=0.
CONTINUE
CONTINUE

DO 12 KR=1L kKK

WRITEAMULS) KR,COMIKR) yCTH(KR) .
FURMAT(///// 115Ky " THE RESULTS FOR RELATION' +I4s1X%y*(FROM NODE',13,
&Y TO NODE' 3 I3, 17,/ 414X,560 121 ’ '

~ CALL SHPTHIKR,IELN,COST)

IF(ICONCHWEQL1)Y GO T 12

WRITE(wy25) (IDFELL(KRyL)yL=1,TIFLN)
FURMATI(/// 915Ky " IDELL ENTRIES'y/+14%X,1014)
ASSIGN THE FLOW CCL(KK) TO THE EDGES ON THE SHORTEST PATH OF
RELATION KR

HNN(KR)=TELN

D0-52 L=1,1ELM

K=IDELL(KR,L)

INUMIK)I=TNUMIK) +]

IL=1INUMLK) '

ANUMIK9IL)=KR

FLMUMIKIL)=CLL(KR)

XFLWIK)I=SXFLWIK) +CCLIKK)

TFIXFLWI(K) +LESCURCAPIK)) GO TO 52

- - —— v - - = e —— e L T ——— —— —_ > —— - S = - . e M s e T . e - — -—— —— -

IFEEXCAP(K).Eds0.) GO TO 33
DIFF=XFLU(K)~CURCAP (X)
IFIOIFF.LE.O.) GO TO 52
IF(DIFFL.GTL.CAP(L)) GO TO 952
CURCAPIK)=CURCAP(K)+CAP(L)
INDEX(K)=INDEX(K)+1

CINSIHDEX(K) |

ISYSIKsINI=1 |
CUSTIKI=CVT (L) *iD (K} /CAP(L)

Gu TO 52

IF(OIFF.GT.CAP(21) GO TJ 953
CURCAP(K)=CURCAP (K)+CAP(2)
TNDEX{K)=INDEX(K)+1

IN=INDEXIK)

ISYS(KyIN)=2 N
CUSTIK) =(CVT(2)=CVTILYI=HDIRY/LCAPI2)=CAPLL))
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GU Tu 52

CU{(.HP(I&)";,UF\CAP(K)*CAP(B)
- INDE K(K)—IVDEX(&)+1

IN=INDEX(K)

ISYS(K,y1N)=3 :
CUST(K)-(LVT(3)-CVT(7)) cADIKY/(CAPI3)1-CAP(2))
GO 10 52 '
b LCIN(K)I=LCINIK) +1

LS=LCIN(K)

CUQCAP(K)=CAP(LS)

IF(XFLH(K)-GT-CURCAP(K)) 60 TO 33

,CUST(K)-(CVT(LS)‘CVT(LJ—I)) dD(K)/(C“P(LSl-CAP(LS 1}),
? COMTINUE

ARITE(Mniy55)
5 5J&MAT(///'15X"EDGt' BXy VXFLW' 98Xy 'EXCAPY +8Xy "CURCAP 'y 8X,'COST",
a/) .
DU 53 J=1,NK : :
ARITE(MW54) J9yXFLW(J) 9EXCAPIJ) s CURCAP(J) yCOUST(4)
FORMATIL4K9149549F%e09s8K9F54094Xe5104094%X953.0)
CONTINUE
CONTIWNUE
DU 779 IT=1,4NK
IF(EXCAPIIT)«MNELOL) GO TO 779
TFUAFLWITII) WEQe0e) GO TO 779
LL=LCINIITI).
ISYS(IIy2)=LL
3 CUNTINUE
WRITE(MWy443) :
WRITE( MW e449) ((ISYSIKIL) sIL=1410) yK=140K)
WRITE(Mauys36)
6 FORMAT(//// v 15Ky PKNUNM HATRIX', /) _
WRITE(MW,23) ((nMu1(K,IL),IL 1,40),n-1,m&)
3 FURIIAT(")X,?.OI‘?) ‘ ‘
WRITE(MWy39) : |
9 FUORMAT(//// 915Xy 'FLNUN MATRIX'/) i
ARITE My 24) ((FLNUFIKIL) ¢ IL=1420) 4K= LvNK)
4 FORHMATI9Xy20F4.0) .
DU 38 I=1,Nn o ' )
STIRE(II=COSTHLI) , ‘
STAFLWI I =XFLal 1) .
STOCAP{I)=CURCAPII)
STOCIN(IY=LCINCD)
STIDEX(II=IHDEXLT)
3 CONTIKUE :
DU 1000 I=14NK
DO L0ULl J=1,20 A
ISTUSITJ)=ISYSIT,d
CUNTIWUE
0 CUNTINUE

N W4

| ad

"CALCULATE THE REAL INITIAL COSTS OF THE EDG[S nNJ
THE INITIAL TOTAL COST OF THE NanﬂﬁK




D FCRMATIS (/) 915Xy *INITIAL FLOWS UM EDGES's// 115Xy ' EDGE Y 93X, *XFLW Y,
8Ky "EXCAP' 48X, "COSTBR ¢ /) o

— nd == U
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ARITE(MA,T70)

DU 71 L:~1NK

LS=LCIN(L)

IF(XFLWIL)«NELOL) GO TO 300

COSTBRIL)=0.

GO TO 301

TFLEXCAP(L) «EJ.0W) GO TO 955

TFOXFLYWIL) «GTLEXCAP(L)) GO TO 355
IZ=ISYSiL,yL)
COSTBRILI=UVCITZI=XFLWIL)Y=MDIL)

GO TO 301 ' :

COSTBRIL)=0.

IC=ISYS(Ly1)

TD=INDEA(L)

OU 444 J4J=2,10

IL=ISYS(LyJJ)
COSTBRUL)=COSTBRILI+FCOSTIIL) +UVCIIL)=CAP(IL) ) =MDLL)
CONTINUE
CUSTBRILISIOSTURILI+(UVCLICI=CAP(IC)=MD(L))
DIFL=CURCAP(L)-EXCAP(L)
DIF2=DTF1-(XAFLW(LI=-EXCAPIL))
IFLUDIF2.5T-CAP(L)) GO TU 660
COSTHRILI=CUSTORILY={UVCIL1)=DIF2%M4D (L))
Gu TO 301

IFLOIF2.6TLAPIZ)) GO TO 667
CUSTBRIL)=CUSTAR(LY=(UVTL2) =D IF2=M4D (L))
GO TO 301 ,
CUSTBRILI=CUSTBRIL)I=(UVCI3)EDIF2:MD (L))
Gu TO 301
COSTHRALI=(FCUSTILS)+UVCILSIHXFLWIL) )=MDIL)
WRITE(MisT2) Lo XFLWIL) yEXCAPIL) 4COSTAR(L)
FORMAT(L4X 9y 1 495XsFBu098XeF5e0,3XyF1140)
CONTInUE

TOTC=0.

DU 73 K=1lynNK

TUTC=TOTC+CUSTRRIK)

COUNTINUE

DU 90U K=1lsiK

SBRIK)=CO3THRIK)

CONTIHUE

WRITE (Mw,745) TOTC

PREPARE THE NETWORK FUR THE BaG ALGORITAM BY FIRMING ITS
FURWNAKD STAR KREPRzSENTATLION ‘

INITIALiZE THE FLAGS OF THE EDGES--(FIX THE EDGES WITH EXISTING
- : CAPACITY)

KELAG DENUTES THE FLAG OF THz EOGE

164
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165
-1 _ IF THE EOGE [S NOT YET PROCFESSED
0 IFf THE EDGE IS DELETED
1 . IF THE EDGE IS FIXED

DG 16 K=1,\K

[PUEXCAP(K) W EGL04) GO TO 957

KFLAG(K) =} '

GJ TO lo

KELAGIK) =-1

CONTINUE

ITT=0 :
"’**""*e*+ff++++f+0—+H~+r++++++++r+++++ff++'++++++++¢~r+o-+++v++++1-++0'+0-
START THE ALGORITHA ' .
++++++o—++++++++o-i-f+++++++r+r+++¢+++++f+++++++++++++c»i-++++++l-+++¢-++
ARITE (Miy160) \ :
PURMATILO(/) 415K '"CURRENT FLOWS ON EDGES'+// 415K, "EDGE 48Xy ' XFLuI " 4
&/}

90 162 J=1.nK

ARITE(MW 161) JyXFLWLJ)

FURMATIL4Xy[495X1F3.0)

CONTINUE

DU 102 I=1,NK .

0D 103 4=1,20

KOUA LTy J1=KNUMIT 4J)

FLOUMI Ty gy =FLiUAL L, 9)

CONTINUE

TOUMLTI=TINUN(T)

COMTINUE

NO=0

CALL VCAL(MD) | |
WRITE(MWy170) (KFLAGLJ) $J=1,NK) o
FURMATU/// 515Ky *FLAGS OF EDGES'y/19Xy2014)

D0 83 J=1,NK -
IFUKFLAGUJ) «eNEWe=1) GO TQ 63_ ’
IF(VIJ)aMNELS555555554) 60O TU 40‘
CONTINOE -

PRINT THE FINAL FLOWS AND THE FINMAL NETWORK COST

iRITE(Muy191) e o B ]
;S;LZT(qz/),sz,-** NO FURTHER IMPROVEMENT CAN BE MADE, THEREFQRE
ASTIP )
ARITE (MW 44a8) a
CARITE (MW y449) (LISYSIKsIL)9»IL=1,10) yK=1yNK)

IF(TCUSTeE0e0.a0RsTCOSTLGELTOTC) GO TO 119
\ ol ELUN 5 ) | ﬂ
‘ igéaiérzzﬁ?jisx,'ﬁimAL,FLows UM EDGES' 4 // 115X 'ZDGE 18Xy ' XFLW! 48X,
KYEXCAP® 18Xy ' RECOST /)
00 106 L=1eNK
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WRITE(Myiy LOT) L,XFLH(L),EXCAP(L)qSﬁR(L)
FORMATIL4X 9T 4y5X 1 F840418XyF54043X9F1)o0)

CONTINUE
ARITE(MWy 104) TCOST

FORMAT(///v15Xy *FINAL NETWORK CO5T=*4yF11.0)

GO TO 91
WRITE(Miiy120)

FORMAT(4(/) ) 15Xy "FINAL FLOWS ON EDGES'+//y15Xe ' EDGE" 98Xy ' XELW ' 18X

C&8TEXCAP 'y BXy"RECOST ', /)

)9

23

13

DO 121 L=1,dK

WRITE(MAy122) Ly XFLWIL)EXCAPIL) ySBRIL)
FURMAT(L4X 9 1495XyF3e0y8X)F5.0y3XsF11.0)

CONTINUE
WRITE(MNY123) TUTC

FORMATI(/// 915Xy _FINAL METWORK COST='yF11.0)

Gu To ol

ITT=1I7TT+1 .
WRITE(MA,192) ITT

FORMATU/// 915X, "D OF TTERATIONS='414)

ARITE(HMwy 36)

WRITZ A9 23) (LRNUMIK,TL) 3 IL=1420) yik=1,NK)

WRITE(MNY39)

ARITEAMay Z24)  (LFLNUMIKyIL) 3IL=1420) 4K= 1,4 NK)

ARITEL4viy1048)

FORMATU//// v 15X "CURRENT IDELY WATRIXYy /)
MRITELMd s 129) ((IDELI(L,J)5J=1920)41=14hKR)

FURMATI9X,2014)

WRITE (M4 92230 (IMUMIK) 9K=1yNK)
FURMATU//// 41543 ' INUM VALUES' y/49%y2014)

. — - - A o . - 4 -t - —— - —— - ———— ————t - — —— = - ——— —— — —— -—

TW=INUMIKY)
JU 50 IL=1,1W

- —— "~ - —— T — - > —— S — 8 G —— — —— -~ —
- —— " - - - v -

- - ————— - ————— " - - —— —— ——— o —— - —— > = - w ——-—

LR=KHUMIKy IL)
TELNSNNAILR)
DU o6l IE=],1ELN

KLl=IDeLl(LR,Ic)
JU=1INUMIKL)
B0 113 J=i+JD

IF(KNUMIKLyJ) oNEwLR) GO TO 113

19=4
GUu TO 114
COMTINU:
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)4

30

3 1
35

51
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CL“‘FLVU”(KL:IQ)
Ker(Kl)-Aas(XFLd(Kl)—FLH)
CONTINUE

CONTINUE

L= INUMIK4)

DU U‘f 'I=1,I'u

LRK=RKNUM(KM, 1)

DO 80 K=1l,NK -

MU= INYM(K)

D0 82 J=1,MC

IFIKOUMIK,J) «NELLRY) S0 TO R2
IDUA(KY=TuUMIR) -1

KOUi{Kyd) =0

FLDUM(Kyd)=Ue

CUNTINUE

CONTINUE

CONTINUE .

ARITE( 4, L53) (IDUMIK) 4yK= l,JK)
FURMAT(/// 15X Y IDUIM V‘LUE 'y /43X s2014)
HKIT[( h-’l 33)
FURMATU4( /) 1544 "DECREASED FLUY VALUZS'5// 415Xy 'EDGE? 18X"XFL”'

a/)

DU 194 J=1,uK

WRITE(Ma195) JyXFLWIJ)
FURMAT(L4Xy1495X1FB40)
CONTINUE

J0 sl K=1,MK

TF{Ke2Q.KM) GU TO 31
JT=INUM(K)

I=0

DO 65 J=1,47
[IFIKDUM(Lyd) o NELD) GO TO 131
KOUM(K J)=KDUM(Kyu+l)
KOUM(Kyd*1) =0
FLOUM(K,J)=FLUVA(RyJ+1)
FLOUM(KyJ+11=0,

GU TO 85

I=1+1

CIUNTINUE .
IF(LeNELIDUMIKY) GO TU 130
CONTINUE ’ \

CALCULATE THE REMAINING CAPACITIES ON THE EDGES BEFDRE ENTERING
THE 384G ALGORITHM FOR RERJUTING

DU 30 K=1lyHhK

IFIK.EQ.KIH) 6O TO 31

IF(EXCAP(R)2EQ.T+) GO TO 9538 .

IFIXKFLWIK) oGT&EXCAP (X)) GO TO 959

TV=1MOEX{IK)

DO- 333 IY=2y1IW
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01

58

05

01
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31
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ISYSIKyiY)=0
INDEX(K)=INDEXIK) -1
CONTINUE
REMCAPIKI=EXCAPIK)I=XFLW(K)
CURCAPI(KI=EXCAP(K)
IS=ISYS(Ky1)
COSTIKI=UVC IS )MDIK)

GO TO 30
DIF=XFLWIK)~-EXCAP(K)
IFIDIF«GT«CaAP(1)) GO TO 300
REMCAP(KI=CAP(L1)-DIF
CURCAP(K)=EXCAPIK)+CAP(L)

_CDST(&)=CVT(1)#MO(K)/CAP(ll

GO TO 3¢
IFIDIF«GTLCAP(2)) GO TO 801
REMCAPIK)=CAP(2)-DIF

CURCAP(KY=EXCAP(K)+CAP(2)

COSTIKI=(CYT(2)=CVTIL) ) =MD UK /(CAPL2)-CAP(1))
GO TO 30 '

REYCAP(K)=CAP(3)-DIF
CURCAP(K)=EXCAP(K)+CAP(3)

CDST(K)=(CVT(3)—CVT(2))*WD(K)/(CAP(3)—CAP(2)3

GO TO 30

IFOXFLWIK) oGTWCAP(L)) GO TG 401 |
REMCAPIKI=CAPI1)-XFLW(K)

IF{KEMCAPIK) «EQ.04) GO TO 405
CURCAPI(K)=CaP(L)

LCINIK)=1

COST(RI=CVT(1)=MD(K)/CAPLL)

G0 10 30

CURCAP(K)I=CaAP(2)

LCIMN(KY=2 ‘
REMCAPIKI=CAP(2)=-XFLH{K)
COSTUKI={LVTL2)=-CyT (L) )=MDIKI/LCAPL2ZY=-CAP(L))
GU TO 30

IFIXFLALC) «GTCAP(2)) GO TO 402
REMCAP(K)=CAP(2)-XFLW(K)

TRIKEMCAP(K) WEQDW) GU T3 406

CURCAP (K)1=CAP(2)

LCTMIK) =2 | |
COSTIK)=(CVT(2)-CyTIL) =MD (K) /LCAP(2)-CAP (1))
6U TO 39 - ‘ | |
CURCAP(K)=CAP(3)
LCIN(KI=3
REMCAP(K)=CAP(2)-XFLWIK)
COSTIK) =(LVTE3)=CyT(2))MDIK)/(CAPI3)-CAP(2))
GG TO 30 ~
CURCAP (K1 =CAP(3)

LCIN(K)=3

REMUAP (K)=CAP(3)=XFLIIK)

i

COSTUKYS(OVTI3)-CVTI2) 120K/ (CAP(3)-CAPTL2]))

GO 70 30

LS=LCINEX) :
IF(LS.EQ.1) GO TO 500
REMCAP(K)=CaP{LS-1)

16
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IFILS.2Qe2) G0 TO 501

COSTUKY=LCVTL2)=CVTIL))#MO(KY/(CAP(2)-CAPILY)

CU TO 3u
COSTIRI=CVT(LI=MDIK)/CAP(L)
GU TO 30 ’
REMCAP(K)=0.
CUOSTIKI=999999999,

CONTINUE

JJ 930 J=1lyiK

TFOKFLAGLY Y oNELD) GO TO 930

CUSTI(U1=999999999,

CUNTINUE

DU 2222 I=14NK

INDEXIT) =0

DO 2223 J=2,20

ISYS(I,d)=0

CUNTINUE

CONTINUE

DU 2224 I=1,Mx

IFIEXCAPILI) ECsU-) GO TU 2225
IF(EXCAPIINLGTWXFLA(IYY GO TO
TFIXFLW(I)WFQW0a) GO TO 2224
TF(REMCAP(I)LGTLCAPIL)) GU TO

INDEA(T)=2

TSY5(142)=1

GU TO 2224

IFIREMCAP(T)YLOTLCAPL2)) GO TO

INIJEX(TI)=2
ISYSULee
Gu TO 22

)

o
[g¥]

[iNnDeX(1
I5YS(1+2
GO TO 2224
IFIREMCARP(TI)ICLTLCAP(L))Y GO TO
INDEX{T)=2

ISYS(I+2)=1

GO T2 2224

]
24
)

Woto g N

(o3

IFIREMCAPLITI)IGTLCAP(2)) GO TD

INDEX(T) =2
ISYStIy2)=2
GO TO 2224
INDEX({T)=2
ISYS(I,21=3
CONTINUC

IFIREMCAPIRK M) oNECDa) GO TO 456

DA 433 J=1+20C
ISYSIK,yJ)=0
CONTINUEL
THDEXIKM)=D
ARITE(MWr &43)

FORMAT(/// v 15Xy " SYSTEMS QN EDGES',/)
ARITE (Muy4869) [ (TSYS(KsIL) 3 IL=1,100,K=1,NK)
CFORMAT (9%, 1014) o

RERQUTE THE CIRCULT DEMAND OF THE RELATIONS USING

2221

2228

2239

169




21
28
35
37
lo4

s

165

167
166

&6

LA RS S A Vi SP e TUBLITAK

CALL ™M21{CJsST) -
IF(RESULT.EQ.1e) GO TC 91

IS5 A FEASISLE FLOA PATTERN OSTAINED ? IF #0y FIX THE SYSTEM
ON- EDGE KM )

IFCLICUNCHLEGWL) GO TO 65

ARITE(Mwy21)

FURMATU//// 915X "K2NUM AATRIX Y, /)

ARITE(MA123) (IK2NUMIKyIL) vIL=1,20) yK=1 yHK)

FORMATIOX,2014) -

WRITE(Mivy35) . :
FORMATU///7 315X,y "FL2ZNUM MATRIX',/) ’ '
WRITEIMN3T) {{FLZNUMIK,yIL) g IL=1420) ¢K=1yNK)
FORMATI9K420F4.0)

ARITE(Miy 164) (I2NUMIK) yK=14NK )

FUGRMAT(//// v L5Xy " I2NUM VALUES ' +/49%X,2014)

ARITE (MU, 165)

FURMATIGI/ )y 15X, "FLOAS OSTAINED AFTER APPLYING THE %46 ALGORTITHM_,
&// 915Ky *EDGE" 48Xy 'SUMFLW '+ /) '
DG 165 KI=1,46

WRITE(Muy167) KI,SUMFLWIKI)

FORMATIL14X9149TXyF3.9)
CONTINUE
CALCULATE THE FLOWS AFTER RZRUUTING.

DO 06 T=1,M6
SUMFLAlI)=SUAFLA (L) +XFLA(T)
CONTINUE

CWRITEL M4

41

FORMATIS(/) sL5Xy *FLUWS AFTER REROUTING? y// 915Xy *EDGE" 48X, *XFLW "',
88X9 'CUSTAR'»/)

D0 40 K=1lyM5
CIF(EXCAPIR)wEQW0W) GO TO 952 .
TFISJUMFLWIK) LEWCURCAPIK)) GO TO 3020
DIFK=SUMFLWIK)-CURCAP(K)
IF(OIFRWGTCCAPLLY) GO TD 9637
TNDEX(L)=INUEXIR) +1
IN=IMNDEX(K)
ISYS{K,y1n) =1
CURCAPIK)I=CURCAPIK)+CAP(])
COSTARIK)=0.
OU 3021 Li=2414
IH=ISYS(K,LL) : .
COSTARIK)=COSTARIKI+(FCOSTUIH) +UVCUIH)=CAP(IH)) =MD (K)
CONTINUE '

T KN=ISYS(Ky1)

COSTAR(KY=CUSTARIK) #+ lUVCIKN)EDTFREMD 1K) )
COSTIXK)I=CVT{L)=nDIK)/CAPLL)
GO TGO 3c¢3 ‘
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IFLUIFR.GTLCAPLZY) GO TQ 964
INDEX(XK)=IMDEX{K) «1
IN=IMDEX(K)

ISYSIKy1W)=¢

CCURCAPIK)=CURCAPIK)I+CAP(2)

COSTAR(KY=D,
DU 3022 LL=2,1IN

L IH=ISYS(K,LL)

)1

LA
Ns}

52

+3

CuSTAR(&)—~USTXh(&)+(CCOCT(IH)+UVC(IH) <CAP(TH) )

CUNTINUE
KN=ISYS(Ks1l)

CUSTAR(IK)I=COSTARIK) # (UVC LK Iz
CJST(K)“(CVT(&)-(VT(l)) MOLKY/LCAPLZ)Y=CAPILL))

GO TO 303

IHDEX(K)=INDEX(K) +1

IN=INDEAIK)

ISYS(KsIN)=3
CURCAP(RI=CURLAP(K) +CAP(3)
CUSTAR(K)=0.

DU 3023 LL=2+1H
IH=ISYS(K,LL)

CUSTAR(()‘CUSTAK(K)+(rCO°T(lH)*UVL(IH)

CONTINUE
KN=ISYS(Kyl)
CUSTAR(RI=CUSTAR(K) + (UVCIKM )=

GO TO 363

CUSTARI(K)=D,.
DR=SUMFLWIR)=EXCAP(K)
IF(ORGT.0+) GO T 4001
IP=1SYS(Kyl)

COSTARIRKI=UNVCLIP yx=SUMFLWIK) 4D (K)

COST(K)=UVCLIP)I=M4D(K)
GU TO 303
TE=ISYS(Ky1 )
IS=INDEX({K)

DU 2229 Tv=2415
Ka=ISYS(KyIV)

COSTAK(K)=COSTAR (KD # (FCOST (KW +UVC IKW) %L

CONTINUE

COSTAR(K)I=COUSTARIK) « (UVC(LE )=
DL=CURCAP(K)I-EXCAPIK)

D2=0Ll-(SJHUFLWIK)I=EXCAPIK) ]
KWa=ISYS(KyIS)

COSTARIK)=COSTARIK) = {UVL(KWwW)I

Gu TO 303

IE(SUMFLAIL) «OTWCAPILY) GO TO 43

LCIN(K)I=1
CURCAPIRI=CAPI(L)
GO TO 44

IF(SJMCLA(<).GT.CAP(2)) GO 1D 45

LCIM(K) =2
CURLAP(K)—th(’)

GO TO 4+

LCINIKDI=3

VE/SPTUBTITAK

<CAP(IH) )

DIFREMDIK) )
COSTIK)=(LVTI3)=CVT(2) 151D (K)/(CaP(3)-

DK

<MD K)

#HMBIK)

171
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CURCAP(LK)Y=CaP(3)
CALCULATE THE REAL CISTS OF TiI EQGRES AFTEJ RERDUTING
G4 LS=LCINIYK)
TFOSURMFLALL ) ait5e0L) G0 TS 392
COSTARIK)Y=a,
Gu TJ 302
102 CUSTAK(K)—(FLUCT(LS)*UVL(LS) SUMFLW (YY) VP(K)
103 WRITE( My, s2) Ky SUMFLW(K)Y,COSTAQIK)
42 “U\dArlL4Xv1%15K1F3.3v3X9F11-U)
IFIEXCAPLK)eNELUL) 6T TO <40
CEOKFLAGIK ) WNZLC)Y G0 TD 19a
CUSTIN)=993999959,
GJ TO &«¢

198 TF{LS.EQ.1) GU TI 197
COSTUR) = (LVTILS)=CVYTILS=1) ) =M0(K) /Z(CA2(LS)=CARP(LS-1))
GU TO 40
197 CUSTURI=CYT (L) :MD(K)/CAP (L)
40 CONTINJE
IF(SUMFLALKM) o NEeTW) 6O TO 503
CUSTIKM)=99699999%,
CALCULATE THE TOTAL NETWORK ZO0ST AFTER REROUTIMG
TCIST=20.
00 56 K=l,¥§
TCOST=TCODST+LOSTARIK)
56 CUNTINMUE
ARITE( 44y 26) TCOST _
26 FURMATU/// 415Xy ' TOTAL COST anEP RERQUTING='+FLl1l.0)
WRITE(MYy443)
ARTTEL My y449) ((ISYb(K.LL)vIL Lyl0) ¢K=1 4y HK)

Vi
o
(¢4

TFOTCOSTLLTLTOTL) GO TO ll“

L1S D0 48 K=1,406
CFLWIK)=SU"FLW{K)
STAFLW{KY=XFLwIK)
STIRELKI=LISTIKY
STOCAPIXI=CURLCAP(K)
STOCTImURI=LOINCR)
SBRIKI=CASTARIK)
STJC K(h)—I”Dc\(K)

43 CunTInue
D3 1002 I=14M0



Ll Alnd Fue A Y/ SPLTURITAK

DU 1002 J=1,20
ISTUS(I JUI=ISYS(I,4)
L1003 CONTINUE
1002 COMTINUE

DU 20 &=1,46
JE=1DUMIK)
00 38 J=1,10
IFIKeEYeXM) GO TO 87
Jd=JdF+J
KDUMIK 3 JJ)=K2NUMIK,yd) :
FLOUMIK y JU)=FL2NUM(K ) -
GD TO 3y - -
8T KUOUMIKyJ)=<2NUYNIK,J)
FLOUMIK, J) =FL2HUMIK,y J)
68 CUNTINUE
20 COMTINUE
UPDATE THe IDeLl MATRIX
[V=INUM(KAN)
DO LlU L=141V
IR=KNUA (KM, L)
NC=hNNLIR)
U0 112 LL=1,MC
TOELL(IkyLLI=0
112 CUNTIAUE
O JE=NDUMI IR
MuN(TIRY=JE
DU L1l H=l,JF
ISELLUTIR M) =TSO IR, )
11l COMTIWUZ
110 CUNTINJE
DU 92 K=1,46
DO 93 L=1+20
CRINIH UK L) =CDUMIK L)
FLNUMIS, L) =FLOUMIK L) .
93 - CUNTINUE )
TRIMIK)I=TO K ¢ T2ZNUM(K)
92 CONTINUE
SIMCE KM CAN BT DELETED, SET ITS FLAG TU 9

TOTC=0.
TOTC=TCST
ARITE( My 34) KM
3¢ FOJMAT(///7 12X %2 STINCE A FEASIBLE FLOW PATTERN HAS BEEN FOUNDr 4
AND THE TOTAL COST AFTER REROUTING'+/415X,*1S LESS THAN THE PREVIOU

45 COST, S05Z',T3,' CAN HAVE & SHMALLERQ SYSTEM OR CAN SE DELETED sxe

1]




e MLAR FOR A YR/ SPLTUBLTAK

SUGe KM TAMANOT SE DELETED, THEREFIRE FIX KM BY SETTING ITS
FLAG T3 1

55 ITF{iNDeNECLY GO TO 116
CARTITE(Mdy L1T) Kn ]

LT FORMAT(/// 912Ky t3se A FEASIRLE FLDW PATTERN HAVING A TOTAL COST GR
SATER THAN THE PREVIOUS ONE',/,15X,*HAS BEEN O3TAINFD, THEREFQRE E
aG 'y T3y CANNOT HAVE A SMALLER SYSTEM OR CANMUOT HE DELETED w#uk*)

16 KFLAGIKM)=1

DO 17 J=14M5
CUSTULUI=STIARE(Y)
XFLWLJI=STOFLYW ()
CURCAP{JY=STOCLARPLJ)
LCTH(J)=STOLINGJ)
ITNDEX(J)=3TODEX(J)

17 CUNTINUE '

DG L1004 I=1,40
50 1005 J=1,20
ISYS(I+J)=ISTOS(TI U0
35 CONTINUE
)4 CONTINUZ
GO TGO 9u
91 STOP
=)

17



10.
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