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ABSTRACT 

A telecommunications network can be separated into a switching and a 

transmission network. Using the idea of this separation, the planning and 

optimization of telecommunication networks is divided into two distinct but 

interlinked stages as the switching network optimization and the transmis-
/ 

sion network optimization. Furthermore, a modular approach is chosen to 

solve these sub-problems. In this. study, the first two modules of the trans- I 

mission network optimization problem, namely, the network structure and 

circuit routing optimization modules, will be.handled. Unlike the algorithms 

contained in literature, a sim~ltaneous optimization procedure is adopted 

in this study. 

The developed solution procedure considers this problem both as a 

development (no existing transmission media) and as a capacity expansion 

(taking account of the existing network) problem. 

One of the most important features of this problem is the existence 

of economies of scale in the link cost functions for installing trans­

mission systems. These link cost functions can be decomposed into a fixed 
-

and a variabl~ cost component. In the case of using alternate systems, 

·these functions become piecewise concave, that is, concave in the range 

covered by any single technology. 
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Some of the major characteristics of the developed algorithm are as 

follows: it can take into account the existing network, consider mixed 

technology and alternate transmission systems, handle economies of scale 

and fixed charges present in the problem, together with the capacity limits 

and the parallel links in the network. 

l 
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U Z E T 

Bir telekomUnikasyon sebekesi iki ana. bilese~den olu$maktadlr: bir 

santral sebekesi ve bir iletisim sebekesi. Bu aYlrlmdan dolaYl telekomU-

nikasyon sebekelerinin planlanmasl ve eniyilenmesi problemi de iki asamada 

gerceklesmektedir. Unce santral sebekesinin eniyilenmesi problemi cHzUl­

mekte, daha sonra bu asamanln Clktllarl girdi olarak kullanllarak iletisim 

sebekesinin eniyilenmesi problem; ele allnmaktadlr. Bu farkll, fakat bir­

biriyle yakln iliSkisi bulunan problemlere modUler bir yaklaSlm uygulanarak, 

bunlarln kendi aralarlnda da bazl altproblemlere ayrlsmalarl saalanmaktadlr. 
\ 

Bu callsmanln konusu, iletisim sebekesinin eniyilenmesi probleminde ilk iki 

altproblem olarak gecen serim yaplslnln belirlenmesi ve devre yonlendiril­

mesinin eniyilenmesi problemleridir. Bu iki altproblem genellikre ayrl ayn 

_eniyilenmektedir. Callsmada probleme yeni bir boyut getirilmis ve bu prob­

lemlerin eszamanll eniyilenmesi dUsUnUlmUstUr. 

Gelistirilen cozUm yordamlnda bu problem hem mevcut iletisim sistem­

lerinin gHzHnUne allnmadlgl bir gelistirme problemi olarak, hem de mevcut 

sebekenin hesaba katlldlglbir kapasiteartlnml problemi olarak ele alln­

maktadlr. 

Problemin en onemli Hzelliklerinden biri, iletisim sistemlerinde Hlcek 

ekonomisinin gecerli olmasl ·ve maliyet islevinin' bir sabit bilesenle, devre 

saYlslna baall bir deaiSken bilesene ayrlstlrllabilmesidir. Ancak, alternatif 



vii 

sistemlerin kullanllmasl sozkonusu oldugunda, maliyet i~levi parcall sUrekli 

icbUkey bir i~lev olmaktadlr. 

Geli~tirilen algoritmanln en onemli. ozellikleri, mevcut ~ebekeyi goz­

onUne alabilmesi, birden fazla teknolojinin, alternatif ileti~im sistemle­

rinin, olcek ekonomisinin, sabit maliyetlerin, sebekedeki paralel ve kapasite 

klSltll ayrltlarln icerilmis olmasldlr. 
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I I I NTRODUCT I ON 

A telecommunications network is the means of interconnecting 

telephone customers on demand. This network is in fact a collection 

of a number of telephone exchanges (or switching nodes) interconnected 

by links (transmission systems). The basic elements of a transmission 

system are the circuits which are fixed means of conveying one conver-
. . 

sation or other communication in both directions between two specified 

nodes [1]. 

The optimization of telecommunication networks is a rather complex 

problem. This complexity is due to the trade-off between the investments 

in equipment to meet the demand from the customers and the quality of 

service that will be given. It is essential ,to enable the customers 

to make successful calls to other customers in an economic manner, but 

of course together with a satisfactory quality of service. This pre­

scribed standard of service is evaluated in terms of the proportion of 

successful calls during the busy hour of the day (known as· Grade of 

Service or blocking). Some of the factors that can degrade the quality 

of se~vice perceived by the customer are caused by equipment failures, 

. and cong~stion due to unforeseen surges of traffic due to customer behav-
.. . .' ~ ,- ;. ~ ~. : :-~ , 

. ' ".~:.'- ~;:. : . 

iour. On th~ qth~r h~n~~ th~ financial return will be insufficient if 
. ,. '. . ..' -: ~; ':.: t ,1 ': •. , : !:.., :', . 

'. " . 
the inve~:tments'in equi'pmen.t are too high. Likewise, if they are too 

. , ... ,.... ," .,.' ~ ~. . 
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small the quality of service perceived by the customers will be poor be­

cause of the insufficient plant to carry the telephone traffic. Hence, 

to resolve the trade-off between cost and service, the investments in 

equipment must be m~nimized subject to a set of service level constraints 

[2J. 

A telecommunications network comprises two major component networks: 

a switching network and a transmission network. A switching network con­

sists of switching nodes interconnected by groups of circuits (trunk .... 

groups) over which the telephone traffic flows. A transmission network 

consists of the transmission systems which carry the trunk groups between 

switching nodes. One of the traditional transmission facilities is-the 

cable consisting of a large number of wires. Recently, the use of radios, 

satellites and fiber optics have been initiated. 

The optimization of telecommunication networks is divided into two 

distinct but interlinked stages as the Switching Network Optimization 

Problem (SNOP) and the rransmission Network Optimization Problem (TNOP) 

'(2,3,4,5]. 

The general optimizatton procedure can be illustrated as· follows: 

Switching 

Qual ity of 
Service 

~-----t-------a..I Transmi ss i on 

Costs 

Fi gure 1.1 - The ge'nera 1 descri pti on of the procedure. 
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The left part of the figure represeDts the Switching Network Opti­

mization Problem in which the circuit demands are determined from the 

optimization of traffic routings in the switching network. Evranuz, 

et.al., [".6:1 :,\ have conducted a study on SNOP. In another study, Mlslrll 

[ 7 ]' presents an algorithm for SNOP together with some different ap­

proaches to this problem. 

The right part of the figure stands for the Transmission Network 

Optimization Problem. In this problem, these circuit demands will be 

routed optimally in' the transmission network. Baybars and Kortanek 

[" 8: 1" Evranuz C :g"}\ Evranuz and Mi rabogl u ~ L 10 ; 11 I 12". ]:; .; 

Evranuz and Aktin [.13:'TI have studies on the optimization of the trans­

mission facilities for telecommunication networks. 

Finally, the overall optimization process, as enabled by the 

algorithms developed, takes place in between the opposing poles of 

Quality of Service and Costs. 

The transmission network optimization, as mentioned by Nivert 

and Noort [14J' \, is carried .out in a number of logical steps. First 

of all, the network structure has to be designed in such a way that a 

certain degree of structural ,reliability is achieved, and that the 

routing of circuits will not require major changes in the already exist­

ing parts of the network. Secondly, the circuit demand is routed in 

an optimal way, taking into account the diversification requirements. 

In order to determine whether th~ service requirements are met, 

the network is then analysed in a rather approximate manner. It is 

on the basis of this analysis that the requirements on'a stand-by pro­

tection network can be established, which is to be optimally routed on 
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the remaining capacities in the network. The analysis may also serve in 

defining the appropriate degree of overdimensioning of particular trunk 

groups. Cavellero and Tonietti [15J, Kaptano§lu and Ev~anuz [16] and 

Kaptanoglu [17] have studies on the determination of stand-by requirements 

in telecommunication networ~. 

The general optimization procedu~e uses a modular approach in 

solving its related problems. The switching network optimization problem 

is divided into eight main modules,· while the transmission network opti­

mization problem into five main modules [4J. 

The switching network optimization problem and the last three 

modules of the transmission network optimization problem (which are the 

Grade of Service Evaluation, Stand-by Requirements Determination, and 

Stand-by Optimization modules) are totally out of the scope of this 

study. Only the first two modules of TNOP, namely, the network struc­

ture and circuit routing optimization problems are analyzed in the thesis. 

But rather than optimizing them separately as it is done by the members 

of the COST 201 Project [2,4J, a simultaneous optimization procedure is 

proposed. This procedure considers the problem both as a development 

(no existing media), and as ~ capacity expansion (taking account of the. 

existing network) problem. 

After this introductory presentation of the problem, Chapter II 

gives some of the related concepts of telecommunication networks. 

With the aim of defining the problem clearly, Chapter III provides 

a more exact description of the telecommunications network optimization 
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problem, and states the two problems, namely, the network structure and 

the circuit routing that will be optimized simultaneously in this thesis. 

It also includes the input requirements and the resulting outputs. 

A brief review of the related literature is given in Chapter IV. 

Chapter V presents a survey on shortest path algorithms and intro­

duces the special implementation which was developed especially for the 

capacitated networks involved in the transmission network optimization 

problem. 

Chapter VI starts with the characteristics of the problem and the 

main assumptions of the developed model, and describes the formulation 

of the problem. At the end of the chapter, flowcharts of the solution 

procedure applied are included. 

In Chapter VII, the test network is introduced, and the numerical 

results of the developed algorithm are discussed. 

The listing and explanation of the computer program appear in the 

appendices. 
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This chapter presents some of the basic concepts that are commonly 

used in telecommunication networks, and also includes some technological 

aspects. of transmission networks. The material presented in this chapter 

will provide a better understanding of the.prob1em definition. 

2.1 BASIC DEFINITIONS 

A telecommunications network is a collection of junctions (or 

points) some or all of which are joined by direct communication links. 

Such· a network can be illustrated by a graph in which "vertices" and 

"edges" correspond to the "pointsll and "1inks" of the network, respect-

ive1y. An example of a rea1-1ffe telecommunications network with 8 points 

and 15 direct links are shown in Figure 2.1 [8J. 0": '.' ,. 

Figure 2.1 - A telecommunications network 
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A link is a collection of facilities known as transmission equip­

ment which when taken together comprise various transmission systems. 

Telephone traffic, which will be refer-red to simply as traffic, 

is defined as the aggregate of telephone calls over a group of circuits 

(trunks) with regard to the duration and the number of calls [18J. 

Traffic intensity is the traffic volume (total occupancy) occurring 

during a specified period of time divided by the duration of the period, 

both quantities being expressed in the same time unit [lJ. The resultant 

quantity is fundamentally dimensionless and is expressed in erlangs, after 

the Danish mathematician A.K. Erlang, who is the founder of the telephone 

traffic theory, or in terms of hundred call seconds per hour (CCS). Since 

there are 3600 seconds in an hour, 36 CCS equals one erlang. 

As mentioned in Chapter I, a telecommunications network is separated 

into a switching and a transmission network. 

A switching network is a collection of switching nodes and their 

interconnecting switching links without regard to the transmission media 

on which the switching links are carried. A switching node is a switching 

machine at a specified location. A switching link is the total number of 

trunks connecting any two spe~ified switching nodes irrespective of their 

grouping into trunk groups and direction of operation. A trunk group is 

a set of circuits treated as an entity for dimensioning purposes and 

provided to carry a specified amount of traffic between the same two 

switching nodes. Figure 2.2 illustrates the above definitions [lJ. 
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Switching node:i Switching node j Switching node k 
Trunk group A(1j) Trunk aroyo 

. At i k) ': 
p ci rcuits q circuits 

Trunk group B(jk) 

r circuits 

Figure 2.2 - An example of switching n'odes and links. 

In the figure given above, 

Switching link ij =A{ij) = ~ circuits 

Switching link jk = A{jk) + B(jk) = q + r circuits 

A transmission network, on the other hand, is a collection of trans­

mission nodes and their interconnecting transmission sections. A trans­

mission node is a location in the tnansmission network where a transmission 

section terminates and which provides .multiplexing, demultiplexing, or ana­

log~e:/digital conversion for the interconnection of transmissio~ sections. 

A transmission link is the total transmission capability between any two 

specified transmission nodes comprising one transmission section.or a 

number of interconnected transmission sections. Finally, a transmission 

section is a transmission medium at any specified le~el of-multiplexing 
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between two transmission nodes' such that no intermediate nodes are involved 

and all circuits are carried on common physical equipment at some point 

between the nodes. 

The hierarchy of concepts in relation to the switching and trans­

mission networks in illustrated below [lJ . 

Switching 
Network 

Switching 
Node 

Switching 
Link 

Trunk Group 

Elementary 
Circuit Set 

Circuit 

Transmission 
Network 

Transmission 
Node 

Transmission 
Link 

Transmission 
Section 

Figure 2.3 - The hierarchy of concepts. 
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2.2 NATURE OF TELEPHONE TRAFFIC 

In real-life telephone n'etworks, not all pairs of points are 

connected directly by transmission facility links. That is, in graph 

theoretic terms, telephone networks are typically non-complete graphs [8J. 

However, since the graph itself is connected, it is possible to dial any 

point from any pther sp~cific point. Traffic, in the form of voice 

telephone calls, originate at a junction A, such as a city, to be trans­

mitted to another junction B, termed the destination. If there is a direct 

link in the network connecting pOints A and B then the call is transmitted 

through that link as long as not all the circuits of that link are busy 

at a given time. However, if all the A-to-B lines are busy, or if there 

is no direct iink joining A and B, then the call can be transmitted from 

A to B through a sequence of links (with the assumption that there are 

'switching facil ities at point A to switch the A-to-B traffic to some other 

link). Depending on how dense ( in terms of the number of links) the 

network is, there may be just a few or perhaps many such sequences of 

links which could carry the traffic of a specified link. Such sequences 

are referred to as alternate routes [8J. 

Furthermore, if the custDmer demand for some pair (A,B) exceeds 

the capacity of the direct link between A and B, then the excess demand 

can be switched to an alternate route. Hence, in peak traffic conditions 

when the traffic offered to a first choice direct trunk group encounters 

a blocking condition where all circuits are engaged, it can overflow to 
'-" ;:.'." : .. 

a secon~'ch~~~a tr~nk group and so on, until th~ last and final traffic 
~ .! '" : I t I . , , 

"' '" '!; !., 

routing is 'reqch~q,'whi!=h i~ generally the basic route. 
" . ': : . ~ -.. " ." ",:; : ~ ; .~, 
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Figure 2.4 illustrates an alternate routing plan '[2J. 

First choice route = {l} 

Second choice route = {2,5} 

Final choice route = {2,3,4} 

Direct route = {l} 

Final links 

High usage links 

= {2,3,4} 

= {1,5} 

Figure 2.4 - Routing plan for origin destination pair (A,D). 

In the example above, traffic routing from A to D is first offered 

to the first choice direct route A-D. If all circuits in this trunk group 

are already carrying calls, then the traffic overflows to the second choice 

route via B, A-B-D. If this traffic toute is engaged, the traffic' flows 

via the final routing A-B-C-D. There are two possibilities to establish 

a hierarchy of the links in the network, where a link is termed high-

usage if its traffic can ,be switched to an alternat~ route (s); and is 

terrried a final choice link if traffic overflows onto it. Thus, the excess 

traffic of final 1 inks are lost. Furthermore, ,a high-usage 1 ink can only _ 

carry its own traffic, whereas a final link can carry the traffic for 

other p~irs of points in' the networ~[19J. 

Routing implies that more than one set of circuits oan be installed 

on a link to meet the requirements of several relations. However, because 

of the high fixed cost of installing a system, and of , the economies of 

scale involved in installing a larger system, it will often be le-ss 

'.'; 
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expensive to route them than otherwise. 

It is important to differentiate between the offered and the carried 

traffic in order to clarify the nature of telephone traffic in a network. 

The carried traffic, which is a measurable. 9uantity, is the amount of 

traffic actually handled by the system. The offered traffic, on the 

other hand, is usually greater than the carried traffic by the amount of 

lost or blocked traffic. This blocked traffic will either be lost and 

cleared away. from the system, or overflow to an alternate route, if there 

exists any. Kaptanoglu [17] gives in detail the theories and methodologies 

utilized in the calculation of blocking probabilities which are of great 

importance for the optim~zation procedure. 

2.3 TECHNOLOGICAL ASPECTS OF TRANSMISSION SYSTEMS 

Transmission systems provide the circuits for transmitting speech 

and other signals between the nodes of a telecommunications network. These 

c'ircu;ts convey the signals in both directions. If a circuit uses a sep~­

rate transmission path for each direction, then each of these unidirec~ 

tional paths is called a channel. In general, a complete channel consists 

of sending eq·uipment at a.terminal station, a transmission link which may 
/ 

contain repeaters at intermediate stations, and receiving equipment at 

another terminal station [20]. 

Both transmission channels and the signals they convey may be 

classified in two classes: analogue and digital. An analogue signal is 

a continuous function of time; at any instant it may have any value between 

limits set by the maximum power that can be transmitted. Speec~ signals 
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are an example of analogue signals. On the other hand, a digital signal 

can only have discrete values. The most common digital signal is a binary 

signal, having only two values, lip and Hall. A telegraph signal is an 

example of a digital signal. A tel'evision waveform is a mixture of 

analogue and digital signals, since it transmits both the picture contents 

and synchronizing pulses. 

Recently, digital techniques have been introduced into both switching 

and transmission. By this means, speech signals are sampled and converted 

into a series of coded pulses, each occupying a 'discrete and recurring time 

interval, and the time periods between these slots can be occupied by other 

conversations. This enables a large number of trunk groups to be time­

division multiplexed onto two pairs of wires or coaxial tubes [3J. 

In order to transmit an analogue signal ~ithout error, the channel 

must be a linear system. Any deviation from linearity will cause non­

linear distortion,of an analogue signal. The most common examples of 

analogue channels are the cable systems and the radio-relay systems equipped 

with lineaf amplifiers. A digital channel does not require to be linear, 

since its output provides a number of discrete conditions corresponding to 

the input signal. A teleg~aph circuit, whose output signal is provided 

by the operation of a relay is an example of a digital channel. 

It is not necessary to'transmit analogue signals over analogue 

channels, and digital signals over digital channels. Data communication 

and voice-frequency telegraphy over telephone lines are examples of trans­

mitting digital signals over analogue channels. Analogue signals may be 

coded for transmission over digital channels by means'of analogue-to­

digital converters. An example is the transmission of speech by means of 
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pulse-code modulation over lines equipped with~regenerators. 

-If a link can provide adequate transmission over a band of fre­

quencies which is wider than that of the 'signals to be sent, it can be 

used to provide a number of channels. At the sen9ing terminal, the sig­

nals of different channels are combined to form a composite signal of 

wider bandwidth. At the receiving terminal, the signals are separated 

and retransmitted over separate channels. This process is.known as multi­

plexing. It is used in order to maximize the number of traffic groups 

that can be carried on the transmission media~ The separate channels 

that enter and leave the terminal stations are called baseband channels. 

The transmission link which carries the multiplex signal is called a 

broadband channel ,or a bearer channel nO]. 

The transmission network comprises transmission nodes interconnected 

by transmission links. Some types of transmission media are: 

- analogue coaxial cable 

digital coaxial cable 

- ~digital PCM dedicated cable 

analogue·microwave radio 

- digital microwave radio' 

- optical fibre cable 

- submarine cable. 

These different transmission media are made up of modules of cir­

cuits multiplexed to form the necessary frequency range ('for analogue 

systems), or .. bit range (for digital systems). The transmission nodes 

provide multiplexing and demultiplexing facilities and also form flexibility 

points for the interconnection ,of transmission links or modules of circuits 

between-transmission systems [2]. 
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III. PROBLEM DEFINITION 

The first section ,of this chapter includes a detailed description 

,of the overall optimization problem., This will be helpful in under­

standing the relationship between the two distinct but interlinked 

stages of the telecommunications network optimization, that is; the 

switching network and the transmission network optimization problems, 

clearly. The second section of the chapter briefly describes the trans­

mission network optimization problem, and gives more exact definitions 

of the network structure and circuit routing optimization problems which 

will be handled in the thesis simultaneously. 

3.1 THE GENERAL TELECOMMUNICATIONS NETWORK 

OPTIMIZATION PROBLEM 

A major characteristic of the overall optimization procedure is 

that the switching and transmission networ~,are treated separate.ly in· 

such a way that a consistent result will be obtained. The .procedure has 

to produce minimum cost routings of traffic flow in the switching net­

work, and the minimum c9st routings of circuits in the transmission net­

work. These minimum cost flows are constrained by tne quality of service 
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parameters. A problem exists as how to achieve the quality of service 

required, and in order to handle this problem various possible measures 

are considered. One is the overdtmensioning of-trunk groups, in which 

the trunk group capacities are, increased. A second measure is the diver­

sification (or"miJat'irouting) of trunk groups, and a third measure is 

the application of redundancy in the transmission network [4,14]. 

The basic network elements to be treated by the procedure are switches, 

trunk groups, transmission stations and transmission sections, Of these 

elements, the most relevant attributes (location, hierarchy, technology, 

cost factors, capacity constraints, length, service requirements, failure 

data, etc.) are specified. In addition, items like the traffic demands, 

the routing strategy are input data. The'output of the procedure essen­

tially consists of a dimensioned sw.itching network (trunk group sizes) 

and a designed transmission network (capacities of transmission sections, 

trunk group routes and stand-by capacities). Moreover, the relation 

between quality and costs will be qualified in terms of a number of 

parameters. 

A flowchart of the overall procedure is given in Figure 3.1 [2J. 

As it can be seen from the figure below, the major inputs to the 

switching network optimization problem are the matrix of traffic demand 

between a 11 switching nodes, hierarchy, minimum bl ockings, maximal routing 

scheme, ~nd the mean circ~it cost coefficients. , The major output of this 

procedure is a circuit demand matrix (being, a translation of the traffic 

demand ma.tri~) which is passed forward to the transmission network opti-
;". , .. '.' :,' .. : ~'."''' .; " .. 

, ," .,' ~ • I .• 
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In addition to the circuit demand compri~sihg -a matrix of trunk groups 

received from SNap, the other main inputs to the transmission network opti­

mization problem are the maximal graph of tran~mission nodes and media, -

cost figures and service requirements in failure conditions. The output 

consists of a detailed description of the resulting ana1ogue~digita1 net­

work, including the routing of all circuits, the proposed stand-by capa­

city per link together with the best routing of it, and a summary of the 

quality of the network. 

The relationship between the switching and transmission networks 

can be made evident by the following example [lJ. 

'7:'-------'8\ \.!V 1 00 \.:::) 

(a) (b) 

Figure 3.2 - Routing of trunk group AB on the transmission network. 

Figure 3.2(a) shows a trunk group of capacity 100 between the 

switching nodes A and B. In Figure 3.2(b), these circuits are routed 

in the transmission network where W,X,Y,Z are the transmission nodes. 

These 100 circuits are allocated to three transmission paths in the 

following manner: 
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A -r WYZ -r B 20 circuits 

A -r WYXZ -r B 30 circuits 

A -r WXZ -r B 50 circuits 

As it can be seen from Figure 3.2(b), there may be more than one 

transmission sections between two transmission nodes. This\' example also 

makes it clear that all the circuits of a trunk group may hot be affected 

by the failure of a transmission m~dia. 

Taking advantage of certain network characteristics, the two main 

subproblems, that is, SNOP and TNOP, are further broken down, thus 

allowing for a modular .and flexible procedure to be constructed [14J. In 

the overall optimization procedure, SNOP is handled in eight main modules, 

while TNOP in five main modules. 

3.2 THE TRANSMISSION NETWORK OPTIMIZATION PROBLEM 

The transmission network planning procedure involves examination 

of the matrix of trunk groups comprising the switching (for functional) 

network and grouping them to form the physical network of transmission 

nodes and links. It requires optimization to [2J: 

a. minimize the cost by minimizing the length of trunk groups, 

/ maximizing trunk groups sharing the same transmission link 

to achieve economies of scale; and selection of the most 

economic transmission media, 

. b. meet security criteria (against failure of transmi.ssion media) 

by, for example, 

I 
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i) route diversity (or multirouting) where circuits making up 

individual trunk groups are split between two or more phy­

sically separate transmission paths~ 

il) a stand-by network where back-up systems are provided which 

can be used to duplicate working systems if they fail, 

iii) overdimensioning which is more relevant to the traffic 

relations, because it protects these relations rather than 

a particular trunk group or transmission section [3J. 

The transmission network is described as a multigraph. Each edge 

of the graph represents a transmission medium or the part of it using 

the same analogue or digital technique; so each transmission medium is 

represented by one or a pair of edges. In the last case, when a medium 

is in failure condition, the corresponding pair of edges fails at the 

same time. 

The failures considered are single failures of transmission media. 

Multiple failures and node failures are not cbntained in the failure 

model. 

Capacity limits and modularities of transmission media are taken 

into account in the procedure. 

As mentioned at the end of Section 3.1, the transmission network 

optimization problem is divided into five ma.in modules [4J which are: 

NSO - Network Structure Optimization 

CRO - Circuit Routing Optimization 

GOS - Grade of Service Evaluation. 



. SBR - Stand-by Requirements Determination 

. SBO - Stand-by Optimization. 
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Nivert and Noort [14J and Lindberg, et.a1 [21J who are members of 

the COST 201 Project describe the inter-relation between these modules 

by the following flowchart. 

The first module which is the Network Structure Optimization 

(NSO), determines the basic structure of the transmission network from 

a maximal set of existing or proposed media. To each link, a capacity· 

limit and a cost function, comprising a fixed.an a variable component, 

are associated. As a result of the optimization procedure, the unneces­

sary· links, subject to certain connectivity criteria being met, are 

deleted. In order to guarantee the connectivity of the network, a 

minimum node degree will be maintained for the transmission stations. 

Different connectivity criteria are discussed in Section 4.1. 

This new network or the available network is passed to the Circuit 

Routing Optimization (CRO) module which performs the optimal routing of 

the trunk group demands upon it. If required, this module will also 

route the trunk groups on diverse paths (multirouting), and through the 

use of penalty functions will ensure that the maximum capacity of-a 

media is not exceeded. 

In parallel, the Grade of Service Evaluation (GOS) module.prepares 

the traffic data for the Stand-by Requirements Determination (SBR) module 

by transforming the trunk group data into equivalent circuits. The SBR 

module is then able to examine the effect of a failure on each of the 

t~ansmission media and give the number of stand-by circuits which are 
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Figure 3.3 - Flowchart of the Transmission Network Optimization 
Problem. 
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required to maintain the grade of service in failure conditions. The 

studies by Cavellero and Tonietti [15J, Kaptano91u and Evranuz [16J and 

Kaptanoglu [17J analyze the problem of stand-by -requirements determination. 

The final module, which is the Stand-by Optimization (SBO) module, 

routes the stand-by requirements in the transmission network using the 

available capacities of the media, and if necessary, using transfer of 

technique at a transmission node. The requirements are met at minimum 

cost, considering all single failures of the media. 

In this thesis, instead of optimizing the NSOand CRO modules in­

dependently, a simultaneous optimization procedure is adopted, The 

problem is to specify the links on which different transmission systems 

. are to be'installed, together with the type of the systems and the number 

of circuits to be installed on each such link, The objective is to mini­

mize the cost of routing while meeting the point-pair circuit demands. 

This problem can be solved both as a development (no existing media) 

and as a capacity expansion (taking account of the existing network) 

problem. In the following sections, the optimization of the NSO and CRO 

modules are presented separately, This will bring a better insight to 

the solution procedure given in Chapter IV, 

3.2.1 The Network Structure Optimization 

The objective of the Network Structure Optimization (NSO) module 

is to determine the structure of the transmission network, This is 

achieved by routing the circuit demand between the switching nodes on 

the maximal transmission network, and deleti:ng:' the transmission media 



24 

which are either under-utilized or.expensive. The deletion of a trans­

mission medium is only carried out if the connectivity degree of the 

nodes is not violated [4]. 

The resulting available transmission network (which is a subset 

of ·the inputted maximal network) is passed to the circuit routing opti­

mization module for more accurate routing of the trunk group circuit 

demands upon it. 

The major inputs of the NSO module are [4]: 

i) the maximal graph which comprises media that are either existing 

or proposed by the planner (each medium is represented by a 

link in the maximal graph), 

ii) the cost coefficients of each transmission medium, 

iii) the capacity limit of each medium, 

iv) the technology of each medium, whether analogue or digital, 

v) the threshold value for the minimum number of circuits on a 

medium,_ 

vi) the minimum required degree of each node. This should, in 

most cases, guarantee the connectivity of.the graph. Node 

failures are considered to be negligible in comparison to 

media failure. 

The main outputs of this module are: 

i) the available transmission media, 

ii) the capacities of the available media. 
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The members of the COST 201 Project have propsed an algorithm for 

the NSO module which uses the inputs stated above. The flowchart of this 

algorithm [4J is given in Figure 3.4 for a better understanding of the 

NSO module. 

3.2.2 The Circuit Routing Optimization 

The objective of the Circuit Routing Optimization (CRO) module is 

to determine the optimal routing of trunk groups in the transmission 

network. To increase the flexibility of the network against failures 

trunk groups can be multirouted, that is, more than one transmission 

path can be given to each trunk group. This is only performed when the 

associated cost is reasonable [21J. 

The links of the network in this module can have transmission media 

with mixed technology, that is, both analogue and digital. Such media 

are represented by a pair of links having common failure characteristics. 

The change of technique in a transmission node is represented by splitting 

the node into an analogue and digital node, and iritroducing a transfer 

link in between. The advantage of this representation is that only the 

cost coefficients for the links-are required. The cost for transfer 

of technique in a node is described by a cost coefficient on the transfer 

link. The process of handling mixed technology is illustrated in Figure 

3.5 [4,14J. 
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IV. LITERATURE SURVEY 

The first section of this chapter includes a general literature 
, 

survey on the following topics: 

i .. The mu It i commod ity networ k flow problem (es pec i a 11 y the 

minimum cost multicommodity flow problem), 

ii. Economies of scale in networks, 

iii. Planning and capacity expansiQn of telecommunication networks, 

iv. Static and dynamic design problems in planning and optimal 

routing in telecommunication networks. 

The second section gives a more specific survey in the sense that, 

the different studies on the Network Structure and Circuit Routing Opti­

mization modules within the framework of the COST 201 Project and pre­

sented. 

4.1 A GENERAL SURVEY 

Mathematical planning of telecommunication networks is typically 

concerned with the so-called multicommodity network flow pro.blems. Some 

of the papers in literature concerned with multicommodity flows deal with 
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the problem of determining a minimum cost flow; while some others deal ',! 

with a maximum flow problem. In both problems, there is a capacitated 

,network and discrete commodities from certain sources are sent'to certain 

sinks along the links of this network. This, means that the flow on each 

link is a set of individual and interchangeable commodities. 

The objective of the minimum cost flow problem is to minimize the 

total cost of carrying a specified amount of the flow from each source 

to its correspondent sink for all commodities. 

On the other hand, maximum flow problems are basic1y concerned with 

how to get the largest amount of flow consisting of numerous commodities 

through a capacity limited network structure. Each commodity is defined 

by its unique source and sink with the resultant flows competing for 

capacity within the links of the network [22J. 

The mu1ticommodity network flow problem can be formulated as below 

[23 J: 

Consider a network which has N nodes {1,2, ... ,N} and M directed arcs 

{al ,a2,· .• ,aM}' Arcs al ,a2,··· ,aR, (R, -~ M) have capacities bl ,b2,·· • '~R,' 

Let there be K commodities andde!ine xkm as the flow of commodity k in 

arc am' A source node sk and a sink node tk is associated with each, 

commodity k. The constraints are: 

1. Flows are nonnegative 

for all k and m 

2. Capacity restrictions on arc am 

K 
E x

k 
< b 

k=l m - m 
1 < m < R, 



where 

3. Flow conservation for commodity k at ·node n 

-fk ' if n = sk 
E x - E x = 0 if nfsk and n f tt 

ame:Bn 
km 

ame:An 
km 

fk if n = t , t 

f k: the amount of flow of commodity kin the network, . 

Bn: the set of arcs terminating at node n, 

A : the set of arcs originating at node n. n 
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For the minimum cost problem, the flows fk are given and the objec­

tive is to minimize the total cost 

min zl = E c
k 

x
k k,m m m 

The maximum flow problem views the fk as variables and has the objective 

max z2 = E fk 
k 

A general approach to solve the multicommodity flow problem is by 

decomposing it into several sin~le commodity flow problems. For this 

reason, some papers on the single commodity flow problem are also given 

below . 

. The main computational procedures developed for solving the minimum 

cost flow problem are the primal-dual type algorithms of Ford and Fulkerson 

[24J, Busacker and Gowen (described in [25J.). These are dual methods in 

which feasible flows become available when the computations terminate. 

Fulkerson's 1I0ut-of-Kilter" algorithm (described in [24J) is essentially 
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a primal method in that it can be started with a feasible flow or one 

becomes available at an early stage. 

Another primal method for solving the minimum cost flow problems 

is "given by Klein [26]. In the si!TIp1e procedure he proposes, the feasible 

flows are maintained throughout. He also gives primal algorithms for the 

assignment and transportation problems. Klein uses the maximum flow routine 

of Ford and Fulkerson to find an initial flow and constructs-a special net­

work. He then uses a matrix mu1tip1icatio~ method to find the shortest 

routes between every pair of vertices. There is also a negative cycle 

tracing routine in the algorithm he proposes~ 

One of the methods for solving the minimum cost flow problem is 

to find cycles of negative length in a marginal cost network [27]. These 

negative cycles indicate a change in the flows around the cycle, which 

will result in a reduction in the total cost. The detection and flow 

change around the negative cycles are the topics of Bennington's [27] 

paper. He claims that it is always possible to detect any negative 

cycle in the marginal cost network by using a shortest path algorithm 

from one node to all other nodes. He proposes an algorithm that finds 

negative cycles in this manner and which can be used in Klein 1 s [26J 

method for solving the minimum cost flow problem. He presents alsoth~ 

computational results comparing this algorithm with the out-of-kilter 

algorithm. 

Tomlin [28] uses the Dantzig-Wolfe decomposition principle to solve 

the minimum cost "multicommodity flow problem. He states this problem as 

follows: 
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Consider the network [N,A] with nodes j = 1,2, ... ,~ and directed 

arcs. Assign each arc a capacity bij ':: 0, and associate with each arc 

a cost cij >0 per unit flow. For each commodity k = 1,2, ... ,q, denote 

the source sk and the sink t k, and let the required flow of commodity k 

be rk (assuming a single source and sink for each commodity)~ The prob­

lem then becomes to meet the flow requirements and capacity constraints 

over an existing network at minimum cost. 

Tomlin [28] formulates the minimum cost multicommodity network flow 

problem in both node-arc (where each commodity must satisfy the Kirchoff 
\ 

, c 

node conservation requirements) and arc-chain form, leading to very large 

1 i nea r programs. 

Chen and De Wald [22J use the Dantzig-Wolfe decomposition principle 

in solving the maximum flow multicommodity flow problem. They first 
\ 

formulate this problem in node-arc form as a large~scale linear program. 

Then taking advantage of the special structure, the Dantzig.,.Wolfe decom­

position principle is utilized to partition this problem into a master 

program and a set of sub-programs. Each sub~program'is solved as a 

shortest route (chain) problem based on the original network with the 

arc distances being the dual Yar.iables of the master program. A shortest 

route can be determined by an efficient algorithm. This chain effectively 

labels the chain oyer which a positiye amount of flow is to be directed. 

Finally, an appropriate amount of flow is trarismitted oyer the chain in 

a fashion analogous to (and probably a generalization of) the single 

commodity flow augmentation procedure. The procedure util ized i nthi s 

process for this purpose is referred to as the Backttackin~ Method, since 

it often requires the backtracking and reduction of previously allocated 
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chain flow. A criterion is also developed to test the flow at each itera­

tion for optimality. 

Hartman and Lasdon [23] present an algorithm for solving minimum 

cost or maximum flow mu.1ticommoditY flow proble~s. By using the special 

structure of any basis matrix, the simplex method can be performed while 

maintaining the inverse of a working basis whose dimension is only the 

number of currently saturated arcs. Aside from multiplication by its 

inverse, all other simplex computations are performed using addition or 

graph theoretic operations. The algorithm is a specialization of the 

generalized upper bounding method for block angular problems. 

An important feature of the telecommunications network planning 

problem is that the cost functions associated with i.rstall ing transmission 

systems are concave, reflecting economies of scale [5,6,8]. The~func­

tions may be approximately decomposed into a fixed charge and a linear 

cost part. The fixed charge represents the initial investment cost of 

installing a transmission system (e.g., cable) on a link .. The linear 

cost part, on the other hand, represents the cost of installing the cir­

cuits (e.g., wires in cabl~s) of that system. Furthermore, it is also 

assumed that both of these costs depend on the length of the individual 

links (i.e., the actual distance between the two points joined by that 

link). 

The paper by Yaged [29J presents a foundation for examining network 

economy of scale effects. The point-to-point nature of circuit demands 

and the dynamic nature of an evolving communications network are the 

important properties of the models studied in the paper. Tne effects of 

these two properties on measurements of network economy of scale effects 

are investigated. 
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Yaged states that a natural measure of ~he network scale effect is 

the network cost elasticity e, which is defined as the. ratio of the frac­

tional decrease in network average cost per circuit mile to the fractional 

increase in total circuit miles carried by the network. It is also noted 

that the average cost per circuit mile on a link decreases as· the number 

of circuits increases. Hence, the maximum scale effect is given by e = 1, 

while e = 0 signifies no scale effect. 

Yaged [29J uses a simple example to show that static studies, while 

providing useful ins.ight, have 1 ittle relevance to issues concerned with 

a communications network evolving over time. The paper describes static 
I 

network models and relates network sca·le effects to transmission facility 

economies of scale. A dynamic model of network evaluation is also pre-

sented, which includes the point-to-point nature of demand and the sequen­

tial nature of facility installation decisions. This model can be used 

to evaluate the network scale effects arising from the availability of 

high capacity low average cost (gross investment) transmission facil ities . 

. Like in many applications within the private and public sectors, 

planning for the expansion of capacity is of vital importance in communi­

cation networks [30J. The compl~xity of;·this expansion policy results 

from the strong dependency between, the optimal routing of the demand and 

the optimal capacity expansion plan. The optimal routing at each period 

depends on the existing link capacities, and the expansion policy for 

any link depends on the routing decisions. 

Luss [30J presents a literature survey on capacity expansion prob­

lems. He defines the basic capacity expansion problem as the problem 

which consists of determining the sizes of facilities to be added and 
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the associated times at which they should be added, as well as the types 

of facilities to be installed so that the present worth cost of all ex-

·pansions is minimized. 

The capacity expansion cost is usually cO,ncave, exhibiting economies 

of scale, that is, the average cost per capacity unit decreases with the 

expansion size [5,6J. Some commonly used cost functions are [30]: 

i. the power cost function 

f(x) = Kx 
a 

where ° < a < 1 x 2:.0, 

ii. the fixed charge cost function 

{
o , 

f(x) = . 
A+Bx, 

if x = ° . 
if x > ° 

iii. or some combination of the two. 

However in some applications, the expansion cost function is not 

concave. Suppose that different technologies are used to ·adde facil ities 

where 

f(x) = 
° 

Al+Blx 

A2+B2(x-a) 

. if x = ° 
if a < x < a 

if a < x 

and A2 ~ Al+B,a. In that case, the cost function is piecewise concave, 

that is, concave in the range covered by any single technology. In fact, 

this is the case in telecommunication networks. Figure 4,1 [30J illus­

trates such a typical cost function. 
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Figure 4.1 - A typical capacity expansion cost function. 

In the papers by Yaged [31], Baybars and Kortanek [8], Ulusoy [32], 

Evranuz and Miraboglu [10,11,12], and Evranuz and Aktin [13J, economies 

of scale is taken into account while developing the ~lgorithms .. 

Literature contains several papers on the planning and capacity 

expansion of telecommunication networks. Opposite to the operational 
, 

planning methods, the model by Claus and KrMtzig [33J allows a global 

cost-optimum network to be obtained, which is subject to a certain set 

of constraints. 

The planning problem of Claus and Kr~tzig, which'is taken from 

the work of the "Network Planning Department of the Telecommunication 
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Administration of the Deutsche Bundespost", i~ how to utilize and to 

extend the capacity of an existing burried cable network in such a way 

that all (future) traffic requirements are met by minimum costs. Hence, 

the decision variables in the model are the discrete digital systems (peM) 

set up on existing cable 1 ines and new cable 1 inks to be installed in 

the future. 

This cost-optimu~.planning and capacity expansion problem is solved 

by using mixed-integer programming. Furthermore, the formulation takes 

account of the circuit capacity of the system, and path diversification 

required for reliability.reasons. 

In another study conducted by Hackbarth [34J, a cost-optimum network 

structure for the planning of telecommunication transmission networks is 

calculated which provides sufficient capacity for the trunk groups required 

between the exchanges. For reasons of network reliability, each trunk 

group is split up depending on its size, and the par~are routed over 

several ~dge-disjoint paths. 

It has been shown that this problem can be described by a multt­

commodity network flow problem with a non-linear objective function. 
~ 

Furthermore, it was shown that, i,n long-term planning of telecommunica-

tion transmission networks, the objective function can be represented 

by a sum of continuous monotone increasing concave functions [34]. 

For the resulting concave minimization problem, Hackbarth shows 

that local minima can be calclJliated by a sequence of solutions to linear 

problems, and that a corresponding procedure can be described by a fixed 

point algorithm. The linear problem is solved in such. a way tha~ for 

each trunk group, the corresponding edge-disjoint paths having minimum 
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total lengths are calculated. The fixed point algorithm is used in a 

heuristic procedure to calculate a sequence of local miriima ~ith decreasing 

values of the objective function. For this purpose, a densely meshed 

initial network is systematically reduced by prohibition of edges. 

In the network model Hackbarth [34J chooses an undirected graph, 

because the sum of all circuits required between two exchanges is taken 

as the demand, and the direction is unimportant in a transmission link 

[31J. 

One particular approach to communications network planning problem 

is to formulate it as a linear program as done by Mc Callum [35J. 

Mc Callum considers a communications network in which the nodes 

mi~ht be interpreted as switching nodes ~nd the arcs as transmission 

. links. The fore~asts of circuit requirements .between specified pairs 

of points are given. The requirements are called demands, and must be 

met by routing circuits along.certain circuit paths or designs in the 

network. If an arc has insufficient capacity to provide for these 

demands, then its capacity can be augmented by the construction of new 

facilities. 

Hence, the problem attacked by Mc Callum [35J is to determine the 

routing of circuits on designs, and the construction of new capacity so 

as to meet the demands at minimum cost. Cost is defined here as the 

sum of routing costs and construction costs. 

Mc Callum considers the single~time-per1odversion of this problem 

formulated as a linear program in arc-chain form, and applies the gene­

ralized upper bounding technique of Dantzig and Van SJyke.-



40 

In the planning and capacity expansion oJ telecommunication net­

works, the nature of the design problem becomes another important fea-
-

ture. Some of the papers contained in literature concentrate' on the 

static design problem, while some others on the dynamic design problem. 

In the static design problem, demands are taken to be constant 

over the time horizon of interest. This implies that all the investment 

decisions are executed at the beginning of the time horizon. 

However, in the dynamic design problem, demands change over the 

time horizon. This leads to finding an optimal investment policy in 

which the time and capacity of each investment decision made over the 

time horizon is specified. The study of this problem is obviously more 

complicated and. would require a heuristic approach. 

The paper by _Baybars and Kortanek [8J, analyzes such a dynami c 

model for the facilities design problem .in telecommunication networks. 

Baybars and Kortanek [8J define the transmission facilities plan­

ning problem in telecommunication networks as a fixed charge multi­

commodity flow problem, and state this problem as follows: 

Given point-pair circuit requirements for each year in the planning 

horizon, find a minimum presentv~lue cost facility installation plan by 

specifying the type of transmission systems and the links themselves on 

which the systems are to be installed, as well as the number of circuits 

to be installed on each such link in each period of the finite planning 

horizon. 

However, this transmission network optimization problem is con­

sidered on the switching network, instead of the transmissi~n network 

itself in Bajbars and Koftanek's [8] studj., Therefore to increase the 
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grade of servite·, alternate routing is considered in place of multi­

routing in transmission networks', The formulation also takes into account 

alternate transmission systems with different cap~cities, and the cost 

functions associated with installing transmission systems are taken as 

concave, reflecting economies of scale. The links are specified as high­

usage and final choice in their formulation. But since in transmission 

networks a link may carry high-usage and final cho.ice trunk groups 

simultaneously, it is insignificant to make such a distinction. 

This transmission facilities planning problem is formulated as 

a mixed integer program, and~ a heuristic method is presented to solve 

this model. 

In order to ensure system reliabiliti (i.e., to avoid dependency 

on a specific transmission system), 8aybars and Kortanek [8J assume that 

not all the transmission facilities on specific links will be of the 

same type. 

In another paper by. Baybars and Kortanek [19J, again a heuristic 

approach to the transmission facility planning in telecommunication net­

works is presented. A procedure is developed for· obtaining approximate 

optimal solutions over a three period planning horizon. It is assumed . . 

that the transmission supplies are unlimited, and there is only one 

alternate route for circuit assignment. 

On the other hand, Evranuz and Miraboglu [10,11 ,12J formulate the 

optimal planning of transmission facilities in telecommunication networks 

as a static design problem. Alternate transmission media, multirouting 

and economies of scale are also considered in their formulation. Three 

different models are developed and tested for comparison against eachother. 
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The minimum cost routing in multicommodity network flow problems 

is formulated for stati~ network models in the paper by Yaged [31J, and 

an iterative technique for finding a local minimum to the problem is 

presented. 

The cost of the network is modeled as the sum of the cost of 

providing a given number of channels on each link. Each link cost is 

assumed to be a concave function of the link size. This assumption, 

like in many other papers, is again based upon the fact that the trans­

mission systems which can be installed on a link display economies of 

scale. 

Yaged [31J shows that an optimal solution to the concave routing 

problem is a shortest path routing. Multirouting and.the·technologies 

of transmission systems on the same link are not considered in the 

formulation. 

Another paper in which the optimal routing in networks is formu­

lated as a static design problem is by Ulusoy [32J. Given the set of 

nodes and the demand between each pair of nodes, the problem is to 

select a set of arcs to route the flows through the network such that 

the demands are satisfied and the resulting total cost ii minimum. 

Fixed charge and economies of scale are also taken into consideration 

in the developed heuristic algorithm which is based on the shortest 

path algorithm. Since the shortest path algorithms assume a linear 

cost function and the cost·functions in the paper are taken to be con­

cave with fixed charge allowed, four linear approximation techniques 

to the cost function are suggested so that a unit ~ost can be assigned 

to each arc. The arc cost functions f ij are assumed to have the form: 



1. 5x .. L .. 
1 J lJ 

f .. = 1 . 2x .. L .. +42L. . 
lJ lJ lJ lJ 

0.6x .. L. .+174L .. 
lJ lJ . lJ 

o < X •• < 140 
- lJ-

140 < x .. < 220 
lJ - . 

220 < x ... 
lJ 

where x .. are the arc flows and L .. are the distances of arcs. . lJ 1 J 

Like in Yaged1s paper [31J, mu1tirouting is not considered and 

only a single technology is taken into account. 
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A different approach to a large-scale network routing problem 

with non1 inear cost functions is described by C1 aus and K1eitman [36J. 

This approach involves a multistage construction process. 

The specific problem that is considered in the paper concerns the 

optimal location of rented telephone line? in order to minimize the 

rental costs, given the properties of the rental rate structure. This 

is known as the IIte1paking prob1em ll
• 

The problem under consideration. takes the following form: 

Given the set of requirements, each of which involves a pair of 

locations between which a communication line is desired, construct a 

network of·:te1paks and private 1 ines which can accomodate the require-

ments at minimum cost. 

This problem is one in wh'ich concentration of use along paths pro­

vides savings up to the capacity of te1paks [36J. The general pattern 

is that of routing many simultaneous requirements over routes on which 

costs are of a step function nature in their dependence on usage. Claus 

and K1eitman illustrate the ?tep function nature of costs by the following 

graph. 
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Figure 4.2 - Cost function for telpak renting. 

According to Claus and Kleitman [36J, an exact, minimum cost solu-

tion does not appear to be a feasible possibility for problems in the 

size range of interest here. Their approach consists of a number of . 

heuristic steps, each of which is geared to rectifying the worst 

failings of the previous steps. They claim that the combinea effect 

of all of these steps seems to be considerably more effective than 

any of them alone. 

. 
4.2 A SURVEY ON THE NETWORK STRUCTURE AND CIRCUIT 

ROUTING OPTIMIZATION PROBLEMS 

As mentioned in Chapter I II, the tel ecommunications ne-twork opti­

mization problem is first divided into two sub-problems which are further 
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partitioned into modules. Two of these, namely, the Network Structure 

Optimization (NSO). and Circuit Routing .Optimization (CRO) modules, cons­

titute the topic of this thesis. 

The methods for planning and optimization of telecommunication 

networks are developed within. the COST (European Co-operation in Scien­

tific and Technical Research) 201 Project which is conducted by 11 Euro­

pean countries, including Turkey. The basic objective of~the COBT 201 

Project is to develop computer~based planning procedures to optimize the 

dimensioning of telecommunication networks by minimizing the total cost 

under specified constraints of quality of service [3,4J. 

One of the major problems that arise during the transmission net­

work optimization is to find an efficient 'connectivity measure for the 

network. For this purpose, three different measures are proposed. 

The first one is to consider the node degrees, that is, the number 

of edges coming in and going out. the nodes [4J. But this is rather a 

weak measure, and there ;s no way to guarantee the connectiveness of the 

network. Consider the following example in.which degree of node A is 

six, and degree of node B is seven. 

e 

Figure 4.3 - A failing case for the connectivity measure on 
node degrees. 
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Suppose that a minimum node degree of three is used as a connectivity 

measure.- If edge e is the proposed edge for deletion and the network is 

checked for connectivity, it will be seen that A will remain with a node 

degree of five and B with a node degree of six. Since they are both 

greater than the minimum node degree, e will be deleted, but the network 

itself will become disconnected. 

For this reason, another protection measure is developed, which is 

to route the flow between the same node pair over several edge~disjoint· 

paths [37J as illustrated in Figure 4;4. 

Figure 4.4 - An example of three edge-disjoint paths for the 
node pair (A,B). . 

A third connectivity measure is to use a flow augmenting algorithm 

which is equivalent to route a flow in a capacitated network. For this 

reason, a maximum flow algorithm is used between the nodes for which the 

connectivity will be checked. Each edge is assumed to have a capacity 

of unity [9J. 
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Nivert and Noort [14J, propose an algorithm for the network struc­

ture optimization problem which first routes the circuit demands on the 

shortest. paths in the initial graph. Those edges with a flow below a 

threshold are deleted, unless node degree requirements are violqted. 

Next, the media are ordered according to a criterion of efficiency. The 

least efficient links are subsequently rerouted onto cheaper paths, if 

available, and the rerouted links themselves are deleted. The algorithm 

terminates either when no more deletions are found; or when the network 

cost does not decrease significantly any more. 

Evranuz has two papers on this probl em. In his first paper [37], 

he gives an algorithm for solving the network structure optimization 

pro~lem in which the trunk group requirements are routed in k shortest 

paths. 

In his second paper [9J, Evranuz proposes a heuristic algorithm in 

which the fi~ed charges and capacity limits on the links, and the existing 

network are taken into consideration. Also, different technologies are 

presented by parallel links in the network. 

The circuit routing op~imization problem is formulated as a multi­

commodity flow problem with c.apaci,ty constraints. For several reasons, 

thismulticommodity flow problem is separated into a number of single 

commodity flow optimizations [14,21J. 

Nivert and Noort [14J introduce an algorithm in which both analogue 

and digital transmission media are considered. The algorithm also handles 

multirouting using a piecewise linear convex cost function. 

Lindberg, et.al [21'] take into account the maximum capacitY':cons­

traint on each transmission medium, and reduce this capacity by an input 
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factor in order to a'lways have some remaining capacity for the construc­

tion of the stand-by network. 

The capacity constraints are handled using Lagrangean relaxation, 

and the problem is decomposed into,severa'l single commodity minimum cost 

flow sub-probl~ms. A feasible solution is obtained by iteratioris where 

the Lagrange multipliers are changed by a subgradient technique. This 

means that if a capacity constraint was violated at one iteration, this' 

Mink will get a higher cost coefficient at the next. However Lindberg, 

et.al. claim that, this alone is not sufficient to produc~ feasible solu­

tions. Therefore, they use also a. penalty cost which is given as input. 

As soon as the total flow on an li'nk has reached the capacity 1 imit, thi s 

penalty cost is added to the Hnk. 

Each sub-problem ,consists of routing one circuit demand. A shortest 

augmenting path technique is chosen to solve the minimum cost flow problem 

in this capacitated network. With this technique, it is necessary to use 

a shortest path algorithm a few times for each circuit demand., Since 

this is the innermost loop of eRO, an efficient algorithm is needed. 

Lindberg, et.al. [21J have chosen two df the shortest path algorithms 

from the paper:lby Dial. et.al. [38J for this purpose. 

To increase the flexibility of the network against failures, Lind­

berg, et.al. also consider multirouting by using a piecewise linea~ 

convex cost function as in the paper by Nivert and Noort [14J. The 

first part of this function represents the real cost, while the slightly 

increasing second part serves to find a reasonable second path, and the 

,third part is a penalty cost forcing multirouting. 
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Unlike the papers mentioned above, the study by Evranuz and Aktin 

[13] brings a new dimension to the transmission network optimization prob­

lem in the'sense that, the network structure and circuit routing modules 

are optimized simultaneously. The study presents an approximate algorithm 

that can be used for large transmission networks, and which comprises more 

than one technology, parallel links, alternate transmission systems, the 

existing network, fixed charges, and economies of scale. 



VI A SURVEY ON SHORTEST .PATH ALGORITHMS AND. 
A SPECIAL IMPLEMENTATION FOR 

CAPACITATED NETWORKS 
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This chapter has two main purposes. The first purpose is to pre­

sent a brief survey on the different shortest path algorithms contained 

in literature, and to give some methods for storing large-scale networks 

in the comp~ter. The second purpose is to introduce a special implemen­

tation of Dijkstra's shortest path algorithm for capacitated and parallel­

edged network problems. This developed algorithm will be used in the 

solution procedure described in Chapter VI. 

5.1 LITERATURE SURVEY ON SHORTEST PATH ALGORITHMS 

In the analysis of transportation and communication systems, one 

major problem that arises naturally is to find th~ shortest, cheapest 

or fastest route between two points in the network, In other words, a 

routing which is minimum according to some criterion is required. To 

solve thiS problem, one needs an algorithm in which the shortest path 

between those specified points is found. Therefore, the shortest path 

algorithm is extensively used in the design of transportation and commu­

nication networks [39J. 
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In most of the applications, the networks are very large and 

efficient algorithms are thus required. The literature contains several 

algorithms for the calculation of shortest paths in large networks. 

Gilsinn and Witzgall [39J analyze and compare a set of labeling 

algorithms in which the shortest paths from one node to all other nodes 

in" the network are calculated. The paper points out the importance of 

computer implementation technology and investigates different data hand­

ling (more specifically, list processing) techniques which can be used 

to improve the basic algorithms in this class. 

The paper by Dial, et.al. [38J .further extends the work of Gil sinn 

and Witzgall [39J, emphasizing the fact that alternative list structures 

and labeling methods indeed exert a remarkably powerful influence on solu­

tion efficiency, .and that the identity of the best of these methods depends 

upon the topology of the network and the range of the arc length coeffi­

cients. An additional significant result of the study is that the label­

setting algorithm previously documented as the most efficient is dominated 

for all problem structures examined by the new methods. 

The survey paper written by Dreyfus [40J treats five discrete 

6hortest path problems which ar~: 

i. determining the shortest path between two specified nodes 

a network, 

i i . determining the shortest paths between all pairs of nodes 

a network, 

·i i i . determining the second, third. etc., shortest paths, 

of 

of 



iv. determining the fastest path through a network with travel times 

depending on the departure time, and 

v. finding the shortest path between specified endpoints that passes 

through specified intermediate.nodes. 
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Furthermore, it gives theoretical computational bounds for each class. 

Also, some algorithms are modified to yield efficient procedures. 

Dantzig [41] presen~s an effective method for obtaining the shortest 

route from a given origin to all other' nodes in a network or to a particular 

destination point. The method starts by fanning out from the origin. Its 

special feature is that this fanning out is done one point at a time and 

the' distance assigneq is final. 

Glover, et,al. [43,44J develop a new hybrid solution algorithm which integ­

rates'the features':of .label:"settiing and .\label-d:o~rrectingmethodsjn:an effective 

,manner. It is also reported that this new algorithm has proved notably super­

ior to the best label-setting and the best label-correcting algorithms on all 

problem topologies tested. 

5.2 NETWORK REPRESENTATION 

The first sub-section of this section contains some definitions of the 

terms that are commonly used in describing the shortest path algorithms. 

Data storage problem in large-scale network is analyzed in the second sub­

section. The terminology adopted in this section is taken from the studies 

by Gilsinn and Witzgall [39J, and Dial, et.al. [38J. 
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5.2.1 Terminology 

A network consists of a finite set N of nodes and a finite set E of 

arcs, and can be denoted as G(N,E). An ordered pair (v,w) of nodes corres­

ponds to each arc e £ E, where v is the starting or beginning node and w 

is the terminating or ending node. 

A directed path, or simply a path, is a finite sequence of arcs 

P ={el'e2, ... ,en} such that for each i = 2,3, ... ,n, arc ei begins at the 

end of arc ei _l . P is called a path from node v to node.w if arc el starts 

at v and arc en terminates at w. A path P from v to w is called a circuit 

if v = w, that is, if the beginning and ending nodes of P are the same. 

A path for which ei ~ ej whenever i ~ j is ~alled arc-simple. 

such a path no arc appears. more than once. 

Hence, in , 

Assume that to each arc e = (v,w) in G(N,E) there corresponds a non-

negative length denoted by Q(e) or ~(v,w). Then, a path which is defined as 

n 
d(P) = E ~(ei) 

i=l 

can be assigned to each path P. If d(P} is the minimum length of any path 

between two specified nodes, then P is called a shortest path. 

5.2.2 Data Storage Problem in Large-Scale Networks 

A network having M arcs and N nodes may be represented in the computer 

in several ways. Since this representation directly affects the performance 

of the developed algorithms applied to the network, efficient techniques have 

to be developed. 

. 
! 

. j 
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One way of representing a network in the computer is by considering 

all possible node pairs (v,w). This is called the matrix representation. 

Corresponding to each pair, the following information is stored: 

if nodes v and ware connected by arc e 

Q,(v,w) = if v = w 

if no arc exists between v and w 

where v = 1,2, ... ,N and w = 1,2, ... ,N. Hence an N by N matrix is required 

for storage. But if N is quite large and M is small compared to N2 which 

is the case in many applications, most of the entries in the matrix.will be 

infinity .. Therefore, storing the entire matrix will be inefficient or even 

impossible - if N is large. - in this case. 

Consider the network in Figure 5.1. 

3[5] 5[3] 

Figure 5.1 ~ Example network. 

~:v is the node number, 

e[2(e)] :e is the arc number and ... 
Q,(e) is the length of arc e. 

This network may be'represented in matrix form in the following manner: 



55 

Table 5.1 - Matrix Representation of the Example Network 

~ 1 2 3 4 Node o. 
No. . 

1 0 7 6 00 

2 00 a 5 1 

3 00 3 a 2 

4 00 00 8 a 

Another way, which is the ladder rep~esentation, requires a list of 

all arcs in the network. This list must contain'the beginning node, the 

ending node, and the length of each arc e E E. Thus, 3M storage locations 

are required. 

The network in Figure 5.1 may be represented in ladder form by the 

following lists: 

Table 5.2 - Ladder Representation-of the Example Network 

Arc No. Beginning Ending Arc Length Node Node 

1 1 2 7 

2 1 3 6 

3 2 3 5 

4 2 4 1 

5 3 2 3 

-
6 3 4 2~ ", 

7 4 3 8 



5.2.2.3 Th~ Forw~r£~t~r R~resentation - ------

The most popular way of storing a network is to use a linked 

list structure [50J. In this method, the arcs in the, 

network are ordered by their starting nodes so that all of the arcs which 

begin at the same node appear together. Therefore, only the ending node 
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and the length of each arc have to be stored. Also, to indicate the block 

of computer memory locations for the arcs beginning at each node, a pointer 

is kept. Thus, the pointer has N entries; each shows the beginning position 

of node v in the arrays containing the information about the arcs. In other 

words, each entry indicates the storage location of the first arc starting 

at each node. Hence, N + 2M units of memorY,are required. If the nodes are 

numbered sequentially from 1 to N, then one can determine the last arc starting 

from v as the arc immediately preceding the first arc starting at node v+l. 

lIf the nodes do not naturally appear in such a fashion, it will be necessary 

to convert them to this form, since efficient operation of the algorithms 

requires that node~ be numbered sequentially.) The representation of a 

network in which all the arcs starting at the same node appear together is 

called the forward star form, and the forward star of a node v, denoted by 

FS(v) consists of all the arcs starii~g at v, that is,FS(v) = {(v,j):(v,j) E E}. 

Furthermore, if the arcs that belong to the forward star of each node are 

sorted by ascending length, then this will be called the sorted forward star 

form. 

To store the example network in Figure 5.1 in forward star form, the 

following lists are required: 
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Table 5.3 - Forward Star Representation of the Example Network 

Node Pointer Ending Node Arc Length 

1 2 7 

2 3 6 

3 3 5 

4 4 1 

3 

2 

3 8 

Note that, the lists headed "ending node" and "arc length" are the 

same in both ladder and forward star forms. The third list (labeled 

"beginning node") required by the ladder representation is replaced in 

the forward star form by the list labeled "pointer". 

5.3 BASIC LABELING METHODS 

The two fundamental ways of storing a network in the computer were 

described in the previous section. Corresponding to these, there are two 
. . 

basic methods for treating shortest path problems: matrix methods which use 

the matrix representation of the network, and labeling methods which 'utilize 

ladder or forward star representations [39]. . . 

Matrix methods yield;the shortest distances between all pairs of nodes 

simultaneously. Since they require large computer stora~e loc~t;ons, their 

application is restricted to relatively small ne~works. The computational 



58 

effort of matrix methods depends only on the number of nodes and is indepen­

dent of the actual number of arcs presentin the network. Therefore, if N is 

quite large and M is small compared to N2, these methods tend to be less 

efficient than labeling methods. For this reason, in handling large and 

sparse networks labeling methods are preferred. 

Labeling methods for computing shortest paths can be divided into two 

general classes as label-correcting and label-setting which will be exp.1ained 

in the following sub-sections. A detailed description of these algorithms 

can be found in the studies by Aktin and Evranuz [45,46]. 

Some additional definitions have to be given before going into the 

labeling methods. 

In the context of directed networks, a rooted tree, or simple'a tree, 

is a network T(~T,ET) together with a node r {called the root), such that 

each node v e: Np except r, is accessible from r by a unique arc-simple path 

in T. Alternatively, the network T(NT,ET) is a tree if: 

i.every node v e: NT - {r}is the end of exactly one arc in T, 

if. r is not the end of any arc in T, 

iii. there are no circuits in T. 

A rooted tree T is called a minimum tree or shortest path tree (in 

the larger network G(N,E) under discussion) if T contains all node~ of G 

accessible from.r, and if for each node v e: NT' the unique path in T from r 

to v is a shortest path from r to v in the network G [38,39]. 

Each step of the laqeling algorithms can be characterized by a tree T 

rooted at. node r. Th~r~fore when the algorithms terminate, the shortest 
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paths. from r to all nodes accessible from r are obtained. Since the manner 

in which Tis handled directly affects the performance of the algorithms, 

efficient techniques have to be developed. 

Gilsinn and Witzgall [39], and Dial, et.al. [38] present various 

implementation techniques which will improve the efficiency of the basic 

labeling algorithms. 

5.3~1 The Label-Correcting Method 

The typical label-correcting method starts with any tree T routed at 

r and "corrects" T until no further improvement or· enlargement is possible. 

That is, the arcs in ET are exchanged, augme.nted, or updated in such·a manner 

that the unique path from r to Yin T is replaced or shortened. But until 

termination, there is no guarantee that this new path is a shortest path. 

Label-correcting methods work for negative arc lengths as long as 

there are no circuits of negative length in the network G(N,E). 

5.3.2 The Label-Setting Method 

. The label-setting method, on the other hand, starts out with th~ tre~ 

T consisting of r alone, and at each iteration augments NT by one node v E N, 

and ET by one arc t u, v) E E in such a manner that u E NT' v E NT' an.d the 

unique path from r to v in T is a shortest path. Hence at each step, T is 

a minimum tree for all nodes in T. A label-setting method terminates when 

all arcs in E which have their ~tarting endpoints in NT also have their 

ending endpoints in NT' or - if the goal was to determine the shortest paths 

only to a subset S of nodes - when all nodes in S are in the tree. 
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It should be noted that label-setting methods work only for non­

negative arc lengths. 

5.4 A SPECIAL IMPLEMENTATION OF DIJKSTRA'S SHORTEST PATH 

ALGORITHM FOR CAPACITATED NETWORK PROBLEMS 

A telecommunications network, being capacitated and parallel-edged, 

has quite an interesting structure. Since it is capacitated, a flow 

value which ha~ to be updated from time to time is associated with each 

edge. For this reason in handling such a network, the edges become more 

important than the nodes [45,46]. ~One other problem arises from the 

parallel edges in the network. Although. the algorithms that are·pr.esented 

in the studies by Gilsinn and Witzgall [39] and Dial, et.al. [38] calcu­

late correct path lengtns when multiple edges exist for the same node pair, 

they are unsuitable for this problem since they calculate shortes~ paths 

over the nodes in the network. Therefore by using the algorithms given 

in these papers, it will be hard to keep track of the. edges on the shortest 

path, and unless a new array is kept to store this information, it will 

be impossible to understand by which edge a certain node on the shortest 

. path was reached. But keeping a new array is undes·irable because of its 

extra memory requirement. Therefore, an edge number processing algorithm 

is more suitable for.a capacitated and parallel-edged network problem in 

which the edges are more important than the nodes [45,46J. for this' 
) 

reason, an algorithm which is in fact a special implementation of Dijksira's 

shortest path algorithm· was developed. 
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(5.4.1 The Characteristics of the Developed Algorithm 

The characteristics of the developed algorithm can be summarized 

as follows [45,46]: 

i. By processing the edge numbers, it will be easy to handle 

capacitated edges, 

/ 

ii.Since for each intermediate node on the shortest path one w"ill 

be able to· understand by which edge that certain node was 

reached, parallel edges won't cause any trouble, 

iii. Multirouting and circuit routing will be handled very efficiently, 

iv. Since only the shortest path between two given nodes is required, 

the algorithm includes a stopping criterion. Also, a warning 

mechanism is developed .for informing the user whenever the net­

work becomes disconnected, 

y. Forward star representation of a network is employed also in 

this new implementation. 

The program of the developed algorithm written in Fortran language 

appears in Appendix C. 

Note that this algorithm can be used in any capacitated, parallel-

edged network. 



5.4;2 Flowchart of the Algorithm 

( S~~ ) 

Read the arrays which store the beginning, 
ending nodes and the length of the edges, 
and the relation (node pair) for which 
the shortest path is required 

Using these, form the arrays which give 
the forward star representation of the 
network 

Let the beginning node of the relation be 
the root, and the ending node of the rela­
tion be the target node 

Set the flag of the nodes which show 
whether they are temporarily or permanently 
labeled to zero, in order to indicate that 
they are not yet processed. Label the root 
node permanently (by setting its flag to 2) 

Initialize the node potentials of all the 
nodes, except the root node, by a big 
humber M. The node potential of the root 
has value 0 

A~----------------~+ 

By using the forward star of the 
latest permanently labeled node, 
determine the adjacent nodes on the 
list 

62 



I, 

Take the next adjacent node 

YES 

NO 

Label the node temporarily (by setting its 
flag to 1) and calculate its node potential 

NO 

YES 

Update the node potential by its new value 
and store the edge number which is used in 
labeling this node . 

NO 

YES 

Among the temporarily ,labeled nodes, find the one 
having the minimum node potential and'change its 
label to permanent 
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YES 

NO 

YES 

Determine the shortest path between 
the given node pair . 

Print the necessary 
information 

STOP 
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The network became 
disconnected 

Figure 5.2 - Flowchart of the shortest path algorithm used in 
the solution procedure. 



5.4.3 A Performance Comparison of the Developed Algorithm 

and Some Other Algorithms 
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The developed algorithm was compared with two of the different 

implement~tion techniques given in the Gilsinn and Witzgall studY,[39]. 

However, because of the reasons stated below, this comparison does not 

have a general quality. It was just performed to determine roughly the 

place of the developed algorithm among some others contained in the 

literature. The reasons can be stated as follows [45,46]: 

i. The structures of the developed algorithm and th~ algorithms 

given in Gilsinn and Witzgall [39] are different. The first 

one processes edge numbers, while the others process node num­

bers during the calculation of shortest paths, 

ii. The aim of the developed algorithm is different than that of 

the others given in the Gilsinn and Witzgall study [39J. In 

the developed algorithm, only the shortest path between the 

given node pair is needed. However in the others, the calcula­

ti on of a shortest path tree whose root node is spec,ifi ed by 

the user is required. That is, finding the shortest paths"from 

one node to all other nodes in the network are intended, 

iii. It was not possible to separate the time required for printing 

the outputs from the computer times taken. Because of the 

differences mentioned in (1) and Cii), for the algorithms given 

in the Gilsinn and Witzgall study [39J, the arrays c~ntaining 

the predecessor node of each node, and the distance of each 
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node from the root have to be printed. However, for the developed 

algorithm, it is suff~cient to print the matrix which stores the 

edges in the shortest paths of the given relations. For this 

reason, an actual timing comparison cannot b~ made~ 

The first of the techniques chosen from Gilsinn and Witzgall study 

[39], namely C2, has been applied to a label-correcting method, and 

employs a FIFO sequence list on which nodes appear at most once and 

which is treated in a rotating manner through the use of two pointers 

u and v. Pointer u points to the entry whose forward star is to be 

examined next and v is the position of the last node added. As u moves 

down the list, there/is unused ~pace at t~e top of the list above u which 

may be used for new nodes when space at the bottom of the list is exhausted. 

The second technique, S2, is applied to a label-setting method, 

and contains a list which is partially ordered in a tree-sorted form. 

The elements of such a list may be considered as nodes in a binary tree 

in which the label of the predecessor of any node never exceeds the label 

of the node, that is, d(p(V)) < d(V). The labels of nodes in any path 
, -

in the binary tree are linearly ordered, but nodes on different paths 

are non-commensurable. 

Both techniques, C2 and S2, employ the forward star representation 

of a network. 

The comparison was made for three different tes~ networks.' The' 

first of these has 10 nodes and 16 edges, the second 10 nodes and 21 

edges, whil e the third has 77 nodes and 126 edges. The l,ast two networks 

are real transmission networks. Table 5.4' gives the timings for the 



67 

three algorithms as applied to these different~networks. Frpmthe figures 

given in the table, SHPTH, the developed algorithm, was found to be superior 

among the others; since it is the one that fits to the solution procedure 

presented in Chapter VI in the most effective manner. 

Table 5.4 - Results of the Timing Experiments for the Three 
Algorithms 

Timing (seconds) 
Network 

C2 S2 SHPTH 

1 10 10 8 
(N= 1 0 ,M= 1 6 ) :l: t.=13 l: t.=13 L m.=7 

: i=l 1 i=l 1 j=l J 

2 10 10 15 
(N=10,M=21) ':L t.=15 L t.=14 L m.=9 

i=l 1 i=l 1 j=l J 

3 * 181 
(N=77,M=126) t1 = 74* t1 = 34 E m.=lll 

j=l J 

Note that, 

t. = the time required to calculate the shortest path tree whose 
1 

root node is specified as i, 

m. = the time required to calculate the shortest path between 
J 

the give~ node pair (specified as j), 

*Due to the size of the problem, it is the time obtained only by taking' 
r = 1. 



VI. PROBLEM FORMULATION AND 

THE SOLUTION PROCEDURE 
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This chapter states the characteristics of the problem together 

with the main assumptions of the model used. It also provides a detailed 

description of the solution procedure, and presents the minimum cost flow 

algorithm which plays an important role within the framework of the pro­

cedure. 

6.1 CHARACTERISTICS OF THE PROBLEM 

The characteristics of the problem can be stated as follows: 

i. The problem of " simultaneously optimizing the network structure 

and the circuit routing in transmission networks can be for­

mulated as a capacity expansion problem. 

The transmission facilities planning problem, as stated by 

Baybars, and Kortanek [19J, is to find a minimum cost facility 

installation plan by specifying the type of transmission sys­

tems, and the links themselves on which the systems are to be 

installed, as well as the'number of circuits to lie installed on 
"" 

~~ch such link. The point-pair circuit requirements are given 

as input. 
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The decision variables of the problem considered here are 

the different transmission systems set up on existing links, 

and the new transmission media to be installed in the future. 

The point-pair circuit requirements (demands) must be met 

by routing circuits along certain circuit paths, and if a 

link has insufficient capacity to carry these demands, then 

its capacity can be augmented by the construction of new 

facilities. Hence, cost is defined here as the sum of routing 

costs and construction costs. 

In this thesis, besides a capacity expansion problem, a devel­

opment problem is also considered. In the development problem, 

the existing network is not taken into account, and a trans­

mission network is developed throughout the solution procedure 

which starts with a maximum possible network. In fact, these 

two problems are closely interrelated,and consideration of 

the existing network with fixed cost components of existing 

media equaling to zero, changes the development problem to a 

capacity expansion problem. 

ii. The optimal routing of circuit demands is treated as a multi­

commodity network flow problem. 

It is known that message flows have definite origins and desti­

nations, and a.demand.(in number of circuits) is associated 

with each flow between these node pairs. The problem is to 

send these discrete items through a capacity limited network 

structure. The property that each message flow can be defined 

by its unique source and sink makes the routing problem a multi­

commodity flow problem, in which the resultant flows all share 
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the same channels and compete for capacity within the links 

of the network [22,47J. In this specific transmission network 

problem, a commodity corresponds to a message flow between a 

node pair., 

Furthermore, the objective, being to mi.nimize the total network 

cost while meeting these circuit requirements, distinguishes 

the problem as a minimum cost multicommodity network flow problem. 

iii. Fixed costs are taken into consideration during the solution 

procedure. 

iv. As mentioned by Evranuz and Aktin [13J, one of the most important 

features of the problem is that the link cost functions associ a-

ted with installing transmission systems are piecewise concave, 

that is, concave in the range covered by any single technology. 

This is ali indicator of the validity and importance of economies 

. of scale in the problem. Hence, as capacity increases, the aver­

age cost per capacity unit decreases [5,6]. 

Furthermore, the cost functiori of a link can be decomposed into 

a fixed cost component and a variable cost component. The- fixed . . 
• 

cost component depends on the length of the link, whereas the 

variable cost component depends both on the length and the number 

of circuits in the transmission media [b,13]. 

v. The model considers also alternate transmission systems :for each 

link. Table6.l.which is taken from Baybars and Kortanek [8] 

gives the installation costs of three alternate transmission 
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systems, as well as the installation costs of their respective 

circuits, and the circuit capacity of each system. 

Table 6.1 - The Cost Components and Capacity of the Alternate 
Systems Used in the Model.· . . 

System Fixed Cost Variable Cost Capacity 
(dollars) (doll ars) (no. of circuits) 

1 530,000 3,100 30 

2 870,000 1,070 90 

3 1,400,000 277 270 

Figure 6.1 illustrates the behaviour of this cost function . 
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Figure 6.1 - The cost function of three alternate transmission 
. systems. 
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Consider a link where there is no existing media. Suppose that a 

flow of 40 is assigned to this link. The question is whether to install 

two systems of capacity 30, or one system of capacity 90 on this link. 

As it can be seen from Figure 6.1, the cost of installing two sys­

tems of capacity 30 and therefore using five units of one of these systems 

is much higher than selecting a system with capacity 90. Looking at the 

figure, it is seen that until and including 30 units, system 1 is cheaper. 

In the range between 31 and 90 units system 2 is the cheapest, and from 

91 units system 3 is the most economic one. 

The data in Table 6.1 will be used in the developed model. 

vi. The costs of links calculated during the solution procedure are 

in the most 1gener~l form, that is, there is a linear relation­

ship between the cost and length of a link. This is the case 

if the transmission media are cables. What happens if other 

media, such as microwave radios or satellites are used? 

In the case of a microwave radio, intermediate stations are 

required at certain locations on a link. For example, if . 

there is a link of hundred kilometers, there may be inter:-­

mediate stations at every twenty kilometers on this link. But 

specifying the location of these stations are rather complex, 

and the decision of location highly depends on the power of 

the station and the topology. Therefore in this case, the 

cost of a .1ink doesn1t exhibit a 1ineaf relationship with the 

distance and there will be jumps ·in the cost function, when­

ever.a station is located. 
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In the case of a satell ite, on the ot.her hand, from the poin.t 

the signal reaches the ground station, costs may have a.linear 

relationship with the distance of the links .. For example, suppose 

that Washington and Ankara are connected through a satellite. 

Then, Istanbul will be connected through a cable or microwave 

system to Ankara in order to have a contact with Washington, and 

this will bring a linear relationship to the cost function of the 

link between Istanbul and Ankara if a cable system is used. 

Note that any type of link cost function can be used in the model. 

vii. The technology of a transmission medium can be analogue, digital 

or mixed. These different technologies are also considered in 

the model. 

viii. Since each link cost function has three discrete system capa­

cities (30-90-270) associated with it, the model takes also 

modularity into account. Modularity, which is to take the size 

of trunk groups in multiples of a fixed module size, can be 

performed both in analogue and digital media [4J. 

ix. The model can handle the parallel edges in the network. 

x. There are capacity limits on the links. 

xi. Since message flows can pass in either direction, the links 

of the network are considered as undirected. 

xii. The problem is modeled as static, which means tha~ the projected 

demanffiwill be met by the target network. 



6.2 ASSUMPTIONS OF THE MODEL 

The main assumptions of the model can be stated as follows: 

i. There is no analogue/digital conversion, meaning that the 

changes of A/D techniques in a transmission node are not 

taken into account. 
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ii. Since a maximum possible network is taken, there is only link 

deletion. Adding links is not considered in the model. 

iii. The developed model does not concern multirouting, which is 

to route the circuit demands over diverse paths. But the 

reliability of the network is considered implicitly by the 

nature of the developed algorithm such.that, even if a media 

on the path of a certain relation fails, the relation can be 

connected through a .sequence of links which carry the circuit 

requirements of other relations. 

iv. In the solution procedure, once a link is fixed, itis not 

further considered as a candidate link for lowering- the system 

on it, or for deletion. 

v. In the minimum cost flow algorithm, if the remaining capacity 

of a link is zero, or if the capacity of a link is all used, 
\ 

the capacity of this link is not highered to the capacity of 

the next system. In these cases, the network may become dis­

connected which will be traced by the algorith.m, and rerouting 

may not be realized. 



6.3 THE SOLUTION PROCEDURE 

The problems of optimizing the network structure and routing 

the circuit demands on this network were separately explained in 

Section 3.2. As stated In COST 201 Project Report [4], the general 

trend is to optimize these problems individually. ,However, the pro­

cedure presented in this section will perform a simultaneous opti­

mization. 
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As mentioned in Section 6.1, this optimization problem is formu­

lated both as a development and as a capacity expansion problem. These 

two problems are explained in detail in Sections 6.3.1 and 6.3.2, res­

pectively. However, since one is a special case of the other, a general 

procedure is introduced in this section. 

, The general procedure of simultaneously optimizing the network 

structure and circuit routing in transmission networks is illustrated 

in Figure 6.2. 

The multicommodity flow nature of the problem was explained in 

Section 6.1. In the solution procedure, this multicommodity network 

flow problem is decomposed into several single commodity flow problems, 
-

and each of them handles one' circuit routing. That is, in each sub-' 

problem, the circuit demand of only one relation (node pair) is routed. 

The solution procedure consists of two major steps. In- the' first 

step, the link cost function which was given in Figure 6.1. is approximated 

as illustrated in Figure 6.3, and the circuit requirements are ro~ted 

with the assumption that the capacity of transmission systems are used 

in certain ratios [13J. Since multirouting is not taken into considera­

tion, this ratio is taken as one. However, if there is multirouting, 



I Obtain the initial flows on the 
links by performing an initial 
circuit routing in the network CRO 

L 
Consider one by one the candidate links which' 
are ranked according to some criterion. These 
links will either have a smaller system or will 
be deleted 

Reroute the circuits on these 
candidate links if possible 

Update the network structure by 
either fixing or deleting these 
links according to the result of 
rerouting 

Stop when all the ltnks of the 
network are processed' 

Figure 6.2 -A general glance at the problem. 
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different ratios can be given to each divers~ path such that the sum of 

all ratios equals to one. 

Total 
Cost 

1 500000 

900000 

500000 

. Figure 6.3 - The approximate link cost function. 

Number of 
Circuits 

These initial routings are obtained by using the shortest path 

algorithm presented in Section 5.4, which is a special implementation 

of Dijkstra's shortest path algorithm. 

However in this algorithm, instead of using the actual distances 

between the node pairs, the approximated link cost values are used. 

These cost values are in fact obtained as a result of a first order 

linear interpolation. Using .the cost values is necessary in order to 

consider alternate transmission media, since by employing the leDgth 

of links which are constants, different systems cannot be considered 



during the routing. These approximate cost values are calculated from 

the slopes in Figure 6.3 as follows: 

where 

Here, 

I CVT - CVT ] caST. = ~s ~s-l x MD. 
1 CAP _ CAP 1 

~s ~s-l 

(6.1) 

CVT~s = FcaST~s + [UVC~s x CAP~s] (6.2) 

MDi 

CAP~s 

FcaST~s 

UVC~s 

CVT~s 

shows the type of the current system installed on link i, 

is the length of link i, 

is the capacity of system ~s, 

is the fixed cost of installing system ~S", 

is the unit variable cost of system ~s, and 

is the total cost of the current system installed on link ;. 

The circuit demands wh;chare sorted in descending order are routed 

by the use of this shortest path algorithm. Dur~g the routing process, 

if the flow on a 1 ink exceeds the capa"c;ty of the current system on that 

link, the next greater system is' installed on the link. 
I 

The first step ends when all the circuit demands are routed. Then, 

the initial flows and the real cost values associated with each lJnk are 

calculated. The real total cost of link i is computed as: 

REcaST; = [FCOST~s +[UVC~s x XFLWi]]x MDi (6.3) 

where 

XFLW; is the total amount of flow on link i. 
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The initial total network cost'is also calculated. 

In the second major step, by using a criterion for handling the 

links, a more realistic cost comparison is made [13J. Associated with 

each link i, the following criterion is calculated: 

. o[ FCOST R, + [UVC n x'··XFLW. ] ] 
V. = S NS 1 MD 1 x . 

j XFLW. 1 
001 . 

(6.4) 

The Vi values are sorted in descending order, and the link having 

the maximum V value is chosen. This is the candidate link which either 

will have a smaller system, or will be deleted from the network. That 

is, if a feasible flow pattern having a smaller total network cost is 

obtained after rerouting the total circuit demands on this link, the 

link will either have systemR.s-l if R.s t- 1., or will be deleted if R.s = 1. 

The connectivity of the network is also checked during the rerouting pro­

cess. The. V value of a fix or deleted link is set to infinity so that 

it won't be chosen later on. 

For the rerouting process, there are two alternatives. The 

tirst one, which is proposed by the COST 201 Project members [3], is 
/ ' 

to reroute all the flow between the endpoints of the candidate link. 

Th~s may be easier and may require less computer time, however a routing 

which is far from being minimum may be obtained. The 'following example 

illustrates such a case: 
b 4 

-----

1. 

7 

Figure between the endpoints 
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Suppose 1 ink dis the candidate 1 ink, and ft.i s on the path of 

relation (1,7). That is, the path of node pair (1,7) is {a,b,~,d}. 

And suppose that after rerouting the total flow on link d between the 

endpoints (6,7), path --- is obtained for r~lation (1,7). However~ 

if the relation was rerouted as a whole, path -~-.- which' has a smaller 

cost could have been obtained. But, by rerouting between endpoints 

(6,7), this minimum path can never be taken into account. 

Therefore, a better way of rerouting is to take relation by relation, 

that is, to perform this process between the source and sink nodes of 

relations using the candidate link [9,37J. Consider another example: 

2 
Demands 

Rel ation (1,2): 60 

Relation (4,1): .40 
1 4 

Relation (1,4): 35 

I 

3 
Figure 6.5 - A better way of rerouting (a). 

suppclse relation (1,2) has the path {(l,,2)}, relation (4,1) has 

the path {(4,3),(3,2),(2,1)}, and relation (1,4) has {(1,3),(3,4)}, and 

the initial routing is as shown. Now, suppose link (4,3) is the candi­

date link. Then, the relations using that link will be found, ~nd the 

corresponding flows will be decreased from the links on the path of those 

relations as shown: 
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1 4' 

3 

Figure 6.6 - A better way of rerouting (b). 

After the flows on the links are decreased, the remaining capaci­

ties are calc~lated and the network is ready for rerouting. In the 

example above, relations (1,4) and (4,1) will be rerouted. 

The rerouting of circuit demands is performed by' the minimum cost 

flow algorithm of Busacker and Gowen (described in [48], and [49J~ A 

detailed explanation of this algorithm is given in Section 6,3.3. Within 

this algorithm, again the shortest path algorithm of Section 5.4 is used. 

After the rerouting process, the total network cost is calculated. 

If this new cost is less than the old cost, then the rerouting is valid 

and the system on.the candidate link is updated. Of course, all the cost 

figures and flow values, and the systems on all the other links will also 

be revised. This process continues until all the links of th~ network 

are processed, and no further improvement can be made. 

The flowchart of the solution procedure is given in Figure 6.7. 
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6.3.1 The Development Problem 

The major difference between the develo~ment and capacity expansion 

problems is in the initial network which is given as input. The first 

problem considers a maximum network in which there are no existing media. 

The second problem, on the other hand, takes into account the existing 

network. The flowchart in Figure 6.7 is the general solution procedure 

which is applied to both problems. However, as it is stated in Section 

6 .. 3.2, the cap'acity expansion problem requires some variations in this 

procedure. 

The procedure for the development problem starts with a network 

in which the existing capacities on all links are taken as zero. In the 

initialization stage of the algorithm, it is assumed that system 1 is 

installed on all links. During the initial·touting pro~ess, if the flow 

on a link exceeds this init.ial capacity, a higher system which can carry 

this flow value is installed on the link. After the routing process, the 

links with zero flow value have still system 1, while the others have 

been updated accordingly . 

. Unless they are fixed or deleted, all the links can be a candidate 

for further examination. After decreasing the flows on each link-as 

explained in Section 6.3, the remaining capacities are calculated. 

Figure 6.8 illustrates an example (The system data given in Section 

6.1 is used). 
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Calculate the system costs 

Initialize the link information 
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Take the next relation 

Find the shortest path of the 
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... 
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Calculate the real initial costs 
of the links and the initial total 
network cost after the initial 
routi ng 

Prepare the network for the Busacke 
and Gowen algorithm and form its 
forward star representation 

Set the flag of all links to -1, 
indicating that· they are not yet 
processed 

Set the iteration counter to zero 

Calculate the V values of the 
links, and choose the link with 
maximum value. Denote this link 
by KM 
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Increase the iteration counter by one 
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? 
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Calculate the flows after rerouting 
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after rerouting 

Update the costs that are used in 
finding the shortest paths 

Calculate the'total network cost 
after rerouting 

.. ~ 
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Rerouting cannot be realized 
YES change all the information 

~ ___ ...-I in the arrays with their 

Update the system on link 
KM and set its fl ag to 0 

Update the related arrays 

Update the total network 
cost 

old values 

Figure 6.7 - Flowchar~ of the' solution procedure. 
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Link 2 - System 
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Link 4 - System 1 
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remaining 
> 

capacities 

Figure 6.8 - Calculating remaining capacities in the development 
problem. 

Note that after decreasing the flows, link 1 has 18 units of flow 

left. Since this is a development problem and there is no existing 

(fixed) media on link 1, it can be lowered to system 1 with a remaining 

capacity of 12. Link 5, which is the candidate link, is also lowered to 

system 1 from system 2 with a remaining capacity of 30. 

After the rerouting process, the flows and systems on 1 i'nks are 

updated, and if the new total network cost is less than the old. one, 

these new systems will become the current systems on the links. The 

process continues in this manner. until no further improvement can be 

made. 
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6.3.2 The Capacity Expansion Problem 

In the capacity expans'ion problem there is an existing network, 

that is, some links have existing media which must be taken into account. 

During th~ solution procedure, the links with no existing media are 

treated in the same manner as in the development problem. Therefore, 

there is no need in repeating the treatment of such links. 

In the initialization stage of the algorithm, the cost of the 

links with existing media are calculated according to the current systems 

on them. The fixed cost component of existing media are taken as zero~ 

During the initial routing process, if the flow on such a link exceeds 

its existing capacity, another system will be installed near the current . . 

one such that, they together will be able to carry the total amount of 

flow on the link. For example, assume that the existing capacity of link 

i is 30, and a flow of 40 units is assigned to this link. Since there 

is .already an existing media with 30 units, the problem is hO\'/ to carry 

the extra ten units. For this reason, a second system with 30 units is 

installed on link i. 

It is important not to delete links with existing capacity. There­

fore, such links are fixed at the beginning of the algorithm to avoid 

deletion. 

The remaining capacities of these links are also calculated taking 

into account the existing media. An example is given in Figure 6.9 

(Again the system data in Section 6.1 is used). 



Flows aft:~+lO 
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routing 

45+10 
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90 

Existing media: 
Calculate the 

Systems on Links: remaining 

Link 1 - System 1 Link 1 - 0) + 1 ~ Link 3 - System 1 Li nk 2 - .2 capacities 
Link 5 - System 1 Link 3 - (j) 

Link 4 - 1 

Link 5 - (j) + 1 

Figure 6.9 - Calculating remaining capacities in,the capacity 
expansion problem. 

Note that after decreasing the flows, link 5· is left with l~ 

units of flow. There were two systems of capacity 30 on this link; 

one being the existing ~edium, and the other being the installed medium. 

However, after the decreasing process, the second system wit~ 30 units 

is not required any more: Therefore, the remaining capacity of link 5 
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is 20, and there is only the existing medium left on it. 

After the rerouting process, the solution procedure continues as 

it is explained in the development problem. 

6.3.3 The Minimum Cost Flow Algorithm Used in the 

Procedure 

The rerouting of circuit demands is one of the major steps in the 

solution procedure. This step is performed by applying a minimum cost 

flow algorithm between the endpoints of the relat;-ons using the candidate 

link KM. The problem is to find a flow of a given value (the circuit 

demand of the relation) between the endpoints of a relation so that the 

total cost of the flow is minimized. This process is repeated for all 

the relations using KM. 

The "out-of-kilter" algorithm of Ford and Fulkerson [24] is the 

best-known procedure for the minimum cost flow problem. However, a 

conceptually simpler algorithm was preferred in the solution procedure. 

For this reason, the minimum cost flow algorithm of Busacker and Gowen 

[48] was chosen. 

The minimum cost flow algorithm of ~usacker and Gowen is a dual 

algorithm. The reason is that, the algorithm involves the "building up 

of the minimum cost flow pattern with the given value by starting with 

a minimum cost flow pattern having some value less than this given value, 

and adding extra flo .... 1 in the network "to obtain a minimum cost flow having 

a v~lu~ greater than th~ starting value, et~. until the minimum cost 
. .': . ,:.' . 

flow patt~"~n wHhtre given value is reached. Since the zero flow is 
" "','" ~. ..~ ... , 

a minimum"costf16w"~f Y~lue zero, a starting minimum cost flow pattern 
.. ' .. -;, .' -', '. ·~, .. ·I 

is always available. 
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A different approach is the primal approach which is used in the 

minimum cost flow algorithm of Klein[26,48]. The aim of this approach 

is first to obtain a feasible flow pattern and then improve this flow' 

pattern until the minimum cost flow is reached. Klein [26] uses the 

maximum flow algorithm in finding an initial feasible fl~w pattern. 

His algorithm is based on negativ~ circuit determination. 

The algorithm of Busacker and Gowen requires the links of the net-

work to be directed. However, the transmission network that is used in 

the procedure is undirected. Therefore, each link is separated to two 

arcs, one in each direction, thus increasing the number of edges in the 

network. 

The next step of the algorithm is to construct an incremental graph. 

In this graph, associated with each arc there is a "dashed" arc in the 

opposite d.irection which carries the flow passing through its "solid" 

arc. The cost of this dashed arc is the negative of the cost of its 

solid arc. The construction of this incremental graph increases the 

number of links to 4x(the actual number of links in the network}. There­

fore, the network is prepared for this incrementai graph before entering 

the minimum cost flow algorithm, and at the end, these arcs are again 

converted to the original links of the network. 

The algorithm then finds the shortest path.between th~ endpoints 

of a relation. However, since there are negative costs on the arcs, 

either a shortest pa~h algorithm working with gener~lcost matrices, 

. for example, the algorithm due to Ford (described in [48]), must be 
. -

utilized, or the negative costs must be removed. It was preferable to 

use a negative cost removal algorithm, because there is already a shortest 
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path algorithm used in the solution proc~dure. For this reason, the 

algorithm described in Bazaraa and Jarvis [49J was used in removing the 

negative costs, and the shortest path algririthm described in Section 5.4 

was later on applied to this network. 

The minimum cost flow algorithm then calculates the largest amount 

of flow that can be sent along this shortest path, and allocates this 

flow value on the arcs of the shortest path. ·This procedure continues 

until the given flow value is reached. 

Since the optimal routing of circuit demands is treated as a multi­

commodity network flow problem, after rerouting a relation, the flows on 

the IIdashed ll arcs which show the actual amount of flow used in rerouting 

that relation, are all set to zero so that those flows won't be reused 

during the rerouting of the next relation. 
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VII. NUMERICAL-RESULTS 

The solution procedure presented in Chapter VI is applied to a 

test network which is commonly used by 11 European countries in the 

context of COST (European Co-operation in 5cientific and Technical 

Research) 201 Project: "Methods for Planning and Optimization of Tele­

communication Networks". This test network ;s a part of the Irish 

telecommunications network. 

The first section introduces the test network and tabulates the 

input data. Then, the results of the development and capacity expan­

s;on problems are listed. Finally, an analysis of the results is 

presented. 

7.1 THE TEST NETWORK 

The switching network of the test network is given in Figure 7.1. 

It is a small test network with 6 switching nodes and 15 tr~nk groups. 

The transmission network of this test network is illustrated in Figure 

7.2. This network consists of 10 transmission nodes and 21 transmission 

media. The nodes numbered from 1 to 6 are the switching nodes, and 

the ones from 7 to 10 c~nstitute the transm;ssi~n nod~s. The switching 
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Figure 7.1 - Switching network of the test network. 

nodes are the originating and terminating nodes of trunk groups, whereas 

the transmission nodes are the junctions ?r multiplexing nodes-over which 

the trunk groups are routed. 

The originating and terminating nodes of the links in Figure 7.2, 

together with their distances are presented in Table 7.1. 

I' 

Table 7.1 - Originating and Terminating Nodes of the links 
and Their Distances 

Link No. Originating Node Terminating Node Distance 

1 1 7 11 
2 1 7 12 
3 1 8 64 
4 1 9 26 
5 2 3 78 
6 2 5 - 144 
7 2 3 75 
8 2 9 20 
9 2 10 14 

-10 3 6 15 
11 3 9 46 
12 3 5 40 
13 4 5 - 30 
14 4 10 30 
15 5 10 30 
16 6 7 90 
17 6 8 75 
18 8 9 98 

( km) 
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Note that while the original transmission network has 21 'trans- i 

mission media, only 18 of them were taken. This is due to the fact 

that, some links having common endpoints are also equal in length. For 

.example, there are two links of length 11 between node pair (1,7). 

Therefore, only one of them was taken into consideration. 

The circuit demands of 15 relations are given in Table 7.2. 

Table 7.2 - Originating and Terminating Switching Nodes of 
Each Trunk Group and. Their Number of Circuits (Set 1) 

Relation No. Originating Terminating Number of 
SW Node SW Node Circuits 

1 6 3 12 
2 5 2 14 
3 4 2 17 , 

4 3 2 5 
5 2 3 5 
6 3 1 30 
7 2 1 59 
8 1 6 9 

9 1 5 10 
10 1 ·4 11 

11 1 3 17 
12 1 2 26 
13 3 6 3 
14 2 5 2 
15 2 4 3 

This table tabulates the originating and terminating switching nodes 

of each trunk group (relation) and the number of !=ircuits (demand) 

requ i red between them ... There is also another set of ci rcuit demands 

consisting of 14 relations and their corresponding information which 
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was used in the same test network. This set is given in Table 7.3 . 

. Table 7.3 - Originating and Terminating Switching Nodes of 
Each Trunk Group and Their Number of Circuits (Set 2) 

Relation No. Originating Terminating Number of 
SW Node SW Node Circuits 

1 2 5 8 
2 2 6 17 
3 3 4 33 
4 3 5 6 

5 2 4 27 
6 3 6 7 
7 1 2 25 
8 1 4 18 
9 1 .5 23 

10 2 3 35 
11 1 3 22 
12 4 5 13 
13 4 6 17 

14 5 6 22 

All input data are taken from COST Project 201 except for the 

. system capacities and related cos~ figures. These figures are taken 

from the paper by Baybars and Kortanek [8J, and were tabulated in 

Section 6.1. Three alternate transmission systems are considered in 

the model. 

7.2 RESULTS OF THE TEST NETWORK 

The algorithm presented in Section 6.3 was programmed in FORTRAN 

language, and was run on the IBM 4331 system at the Marmara Scientific 
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and Industrial Research Institute. The first part of this section pre­

sents the results of the development problem together with a sensitivity 

analysis. In the same manner, the results of the capacity expansion 

problem are given in the second part. 

7.2.1 Results of the Development Problem 

The data set of circuit demands, and the different cases analyzed 

~re specified at the heading of the tables. 

For the calculation of criterion V, three different formulas are 

used. The one given in Section 6.1 is denoted by V1, while 

XFLW. 
V = 1 . 

1 MD. 
1 

is denoted by V2, and 

where 

Vi = [ REALCT - PRECT ] x MDi 
DELFLi 

DELFL. = XFLW. - CAP n 1 
1 1 ~s-

REALCT = FCOSTQ.s + [UVCQ.sx DELFL;] 

.1 

PRECT = FCOSTQ.s_l + [UVCQ.s_l x CAPQ.s_l] 

is denoted by V3. 

(7.1 ) 

(7.2) 

(7.3) 

(7.4) 

(7.5) 
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If criterion V2 is used, the candidate link will be the one having 

the minimum V
2 

value. Criterion V3, on the other hand, is treated like 

V
1

, that is, the link having the maximum V3 val~e will be the candidate 

1 ink. 
Table 7.4 - Demand Data Set 1; Demands in Descending Order; " 

Criterion V1 

System Chosen (initial values) System Chosen (final values) 
Used Real Total Used Real Total Type Capacity Capacity Cost ($) Type Capacity Capacity Cost ($) 

- - - - - - - -

- - - - - - - -
- - - - - - - -
3 270 162 37,566,720 3 270 162 37,566,720 

- - - - - - - " -
- - - - - - "- -
- - - - - - - -

; 

3 270 116 28,642,640 3 270 116 28,642,640 

2 90 57 13 ,033 ,860 - 2 90 57 13,033,860 

1 30 24 9,066,000 1 30 24 9,066,000 

2 90 66 43,268,512 2 90 66 43,268,512 

- - - - - - - -

- - - - - - - -
2 90 31 27,095,088 2 90 31 27,095,088 

1 30 26 18,318,000 1 30 26 18,318,000 

- - - - - - ~ -
" " 

- - - - - - -, 

- - - - - - - -
Total Network Cost 176,990,816 Total Network Cost 176,990,816 

No improvement could be obtained (7 iterations). 

, 
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Table 7.5 - Demand Data Set 1; Demands in Ascending Order; 
Criterion V1 
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System Chosen (initial values) I System Chosen .(fina1 values) 
- Used Real Total Used Real Total Type Capacity Capacity Cost ($) Type Capacity Capacity· Cost ($) 

-. - - - - - - -
- - - - ..; .. - -
- - - - - - - -
3 270 162 . 37,566,720 3 270 1'62 37,566,720 

- - - - - - - -

- - - - - - - -

- - - - - - - -
; 

3 270 116 28,642,640 3 270 116 28,642,640 
2 90 57 13,033,860 2 90 57 13,033,860 
1 30 24 9,066,000 1 30 24 9,066,000 
2 90 66 43,268,512 2 90 66 43,268,512 

- - - - '. - - - -
- - - - - - - -
2 90 31 27,095,088 2 90 31 . 27,095,088 

1 30 26 . 18,318,000 1 30 26 18,318,000 

- - - - - - - - . 
- - - - - - - -
- - - - - - - -. 

Total Network Cost 176,990,816 Total Network Cost 176,990,816 
: 

No improvement could be obtained (7 iterations). 

, 

i 

i 

J 

j 
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Table 7.6 - Demand Data Set 2; Demands in Qescending Order; 
Cri terion V 1 
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System Chosen (initial values) System Chosen (final values) 
- Used Real Total Used Real Total Type Capacity Capacity Cost ($) "Type Capacity Capaci ty Cost ($) 

- - - - - - - -

- - - - - - " - -
- - - - - - - -
2 90 88 25,068,160 2 90 88 25,068,160 

- - - - - - - -
- - - - - - - -
- - - - - - - -

3 270 174 28~963,952 
; 

3 270 196 29,085,840 

3 270 132 20,111 ,888 3 270 154 20,197,200 

2 90 63 14,061,150 2 90 63 14,061,150 

3 270 130 66,056,448 3 270 152 66~336,784 

1 30 22 23,928,qOO - - - -
1 30 13 17,108,992 - - - -
3 270 95 42,789,440 3 270 108 "42,897,472 

2 90 37 27,287,696 2 90 72 28,411 ,200 

- - - - - - - -
- - - - - - - -

- - - - - - - -

Total Network Cost 265,375,712 Total Network Cost 226,057,792 
-

Links 12 and 13 have been deleted (9 iterations). 

I 

i 
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Table 7.7- Demand Data Set 2; Demands in Qescending Order; 
Criterion V2 

System Chosen (initial values) System Chosen (final values) I 
I 

ink - Used Real Total Used 'Rea 1 Tota 1. 
No. Type Capacity Type Capacity I 

Capacity Cost ($) Capaci ty 'Cost ($) I 

I 

1 - - - - - - - -

2 - - - - - - - -

3 - - - - - - - -

4 2 90 88 2.5,068,160 2 90 88 25,068,160 

5 - - - - - - - -

6 - - - - - - - -
I 

7 - - - - - - - -

8 3 270 174 28,963,952 3 270 196 29,085,840 

9 3 270 132 20,111 ,888 3 270 154 20,197,200 

10 2 90 63 14,061,150 2 90 63 ,14,061,150 

11 3 270 130 66,056,448 3 270 152 66,336,784 
I 

12, 1 3O, 22 23,928,000 
I - - - -

" 

I 

13 1 30 13 17,108,992 - - - -

3 270 95 42,78~,440 3 270 108 - 42,897,472 
I 

14 

15 2 90 37 27,287,969 2 90 72 28,411 ,200 I 

I 
16 - - - - - - - -

I 
17 - - - - - - - -

I 
18 - - - - - - - -

I 

Total Network Cost 265,375,712 Total Network Cost 226,057,792 I 

Links 12 and 13 have been 'deleted (9 iterations). 
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Table 7.8 - Demand Data Set 2; Demands in D~scending Order; 
Criterion V3 
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System Chosen (initial values) System Chosen (final values) 
- Used Rea 1 Total Used Real Total 

Type Capacity Capacity Cost ($") Type Capacity Capacity Cost ($) 

- - - - - - - -
- - - - - - - -
- - - - - - - -

2 90 88 25,068,160 2 90 88 25,068,160 

- - - - - - - -
~ 

- - - - - - - -

- - - - - - - -
: 

3 270 174 28,963,952 3 270 196 29,085,840 
I 

3 270 132 20,111 ,888 3 270 154 20,197,200 

2 90 63 14,061,150 2 90 63 14,061,150 

3 270 130 66,056,448 3 270 152 66,336,784 

1 30 22 23,928,QOO - - - -

1 30 13 17,108,992 - - - -
3 270 95 42;789,440 3 270 108 " 42,897,472 

2 90 37 27,287,696 2 90 72 28,411,200 

- - - -
- - - -

- - - -

Total Network Cost 265,375,712 Total Network Cost 226,057,792 

Links 12 and 13 have been" deleted (9 iterations). 

. 

I 

I 
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Table 7.9 - Demand Data Set 2; Demands in Ascending Order; 
Criterion Vl 

System' Chosen (initial flows) System Chosen (final flows) 
Used Real Total Used Type Capacity Capacity Cost ($) Type Capacity Capacity 

- - - - - - -
- - - - - - -
- - - - - - -

. 
2 90 88 25,068,160 - - -
- - - - - - -
- - - - - - -

- - - - - - -
3 270 128 28,709,120 3 270 136 

2 90 86 .. , 13,468,280 2 90 78 

2 90 63 14,061 ,150 2 90 63 

3 270 130 66,056,448 3 270 138 

2 90 ' 68 37,710,490 2 90 76 

1 30 30 . 18,690,000 1 30 30 

2 90 78 28,603.,792 2 90 78 

1 30 8 16,644,000 - - -
- - - - - - -
- - - - - - -
- - - - - - -

Total Network Cost 249,011,328 Total Network Cost 

Link 15 has been deleted (9 iterations). 
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Real Total 
Cost ($) 

-
-

-

-

-

- , 

-

28,753,440 

13,348,440 

14,{)61,150 

66,158,384 

38,052,800 

18,690,000 

'28,603,792 

-

-

-

-
232,736,144 

: 
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System Chosen ( ; nit i a'l flows) System Chosen (final flows) 
ink Used Real Total Used Real Total 
110. Type Capacity Capacity Cost ($) Type Capacity Capacity Cost ($) 

1 - - - - - . - - -

? - - - - - - . - -t.. 

3 - - - - - - - -

4 2 90 88 25,068,160 2 90 88 25,068,160 

5 - - - - - - - -

6 - - - - - - - - , 

7 - - - - - -- - - -

8"\ 3 270 105 28,581,696 
: 

2 90 88 19,283,200 

9 3 270 133 . 20,115,760 3 270 150 20,181,696 
.-

10 2 90 63 14,061 ,15O 2 90 63 14,06),150 

11 1 30 '-. 17 26,804,192 - - - -
12 3 270 135 57,495,?92 3 270 152 57,684,160 

. 

13 3 270 143 43,188,320 3 -27O 168 43,396,080 

14 3 270 125 43,038,736 3 270 150 43,246,496 . 
15 1 30 8 16,644,000 - - - -

16 - - - - - - - -

17 - -' - - - - - -

18 - - - - - - - -

Total Network Cost 274,997,760 Total Network Cost 222,920,928 

Links 11 and 15 have been'deleted (9 iterations). 
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Table 7.11 - Demand Data Set 2; Demands Unsorted; Criterion V3 

System Chosen (initial flows) System Chosen (final flows) 
Link Used Real Total Used Real Total I 

No. . Type Capacity Capacity Cost ($) Type Capacity Capacity Cost ($) I 

I 

1 - - - - - - - -

2 - - - - - - - -
3 - - - - - - - -

4 2 90 88 25,068,160 2 90 88 25,068,160 

5 - - - - - - - -

6 - - - - - - - - I 

7 - - - - - - - -
; 

8 3 270 105 28,581,696 2 90 88 .19,283,200 

9 3 270 133 20,115,760 3 270 150 20,181,696 

10 2 90 63 14,061,150 2 90 63 14,061,150 

11 1 30 17 26,804,192 - - - -

12 3 270 135 57,495,7~2 3 . 270 152 57,684,160 

13 3 270 143 43,188,320· 3 270 168 43,396,080 

14 3 270 125 43,038,736 3 270 150 43,246,496 

15 1 30 8 16,644,000 - - - -

16 - - - - - - - -

17 - - - - - - - -

18 - - - - - - - -

Total Network Cost 274,997,760 Total Netwo~k Cost 222,920,928 
.. 

Links 11 and 15 have beeri deleted (9 iterationi). 
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7.2.2 Results of the Capacity Expansion Problem 

The results of the capacity expansion problem are tabulated in the 

same manner as in Section 7.2.1:. However, this time the existing capaci~ 

ties ·are taken into account d.uring the calculations. 

Table 7.12 - Demand Data Set 2; Demands in Descending Order; 
Criterion V2 

System Chosen (initial values) System Chosen (final values) 
Ex. Total Used Real Total Ex. Total Used Real Total Types Cap. Cap. Cap. Cost ($) Types Cap. Cap. Cap. Cost ($) 

1 30 30 - - 1 30 30 - -
- - - - - - - - - -
- - - - - - - - - -
2 90 90 88 2,448,160 2 90 90 88 2,448,160 

1 ,1 30 60 35 49,802,992 1 ,1 30 60 35 49,802,992 

1 30 30 - - 1 30 30 25 11 ,160,000 

- - - - - - - - - -: 

2 - 90 50 18,470,000 2 - 90 52 18,512,800 

1 - 30 27 8,591,800 - - - - -
1 ,1 ,1 30 90 63 18,829,488 1 ,2 30 120 63 14,974,650 

2 90 90 88 . 4,331,360 2 90 90 90 .4,429,800 

3 - 270 127 57,407,1"52 3 - 270 129 57,429,312 

1 ,1 ,1 30 90 81 39,332,992 1 ,2 30 120 108 31,393,792 

1 - 30 27 18,410,992 - - - - -
- - - .. - - - '- - -

-- - - - - - - - - -

- - ' - - - - - - - -
- - - - - - - - - -

Total Network Cost 217,624,928 Total Network Cost 190,151,488 

, Ii 

, 
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Table 7.13 - Demand Data Set 2; Demands in Ascending Order; 
Criterion V2 
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System Chosen (initial values) System Chosen (fina~ val~es) 
Ex. Total Used Real Total Ex. Total Used. Real Total Types Cap. Cap~ Cap. Cost ($) Types Cap. Cap. Cap. Cost ($) . 

1 30 30 - - 1 30 30 - -

- - - - - - - - - -

- - - - - - - - - -

2 90 90 88 2,448,160 2 90 90 88 2,448,160 

1 ,1 30 60 40 51,012,000 1 ,1 30 60 40 51,012,000 

1 ,1 30 60 31 90,158,400 1 ,1 30 60 31 90,158,400, 

- - - - - - - - - -
2 - 90 60 18,684,000 2 - 90 60 18,684,000 

1 - 30 27 8,591,800 1 - 30 27 8,591 ,800 

1 ,1 ,1 30 90 63 18,829,488 1 ,2 30 120 63 14,974,650 

2,1 90 120 98 29,950,592 2,1, 90 120 98 29,950,592 

3 - 270 96 57,063,680 3 - 270 96 57,063,680 

1 ,1 ,1 30 90 81 39,332,992 1 ,2 30 120 108 31,393,792 

1 - 30 27 18,4,1 0,992 - - - - -
- - - - - 1 - 30 27 18,410,992 

, - - - - - - - - - -
- - - - - - - - - -
- - - - - - - - - -

Total Network Cost 334,481,664 Total Network Cost 322,687,744 

Link 14 has been deleted (5 iterations). 

, 

I 

I 

i 
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Table 7.14 ~ Demand Data Set 2; Demands Unsorted, Criterion V2 

. Sys tern Chosen (initial. values) System Chosen (final values) 
Link 
No. Types Ex. Total Used Real Total Types Ex. Total Used Real Total 

Cap. Cap. Cap. Cost ($) Cap .. Cap. Cap. Cost ($) 

. 1 1 30 30 - - 1 30 30 - - , 

I 

2 I - -- - - - - - - - -

3 - - - - - - .- - - -

4 2 90 90 88 2,448,160 2 90 90 88 2,448,160 

5 1 ,1 30 60 50 53,430,000 1 ,1 30 60 50 53,430,000 

6 1 ,1 30 60 41 94,622,400 1,1 30 60 41 94,622,400. 
-

7 - - - - - - - - - -
; 

8 3 . - 270 140 28,775,600 3 - 270 146 28,808,832 
I 

I 

9 ·3 - 270 107 20,014,944 3 ...:. 270 113 20,038,208 

10 1 ,1 ,1 30 90 63 18,829,488 1 ,2 30 120 63 14,974,650 

11 2,1 90 120 96 29,665,392 2,1 90 120 102 30,520,992 

12 1 - 30 6 21,944,nOO - - - - -
13 1 ,1 30 60 46 20,178,000 1 ,1 30 60 46 20,178,000 

14 2 - 90 62 28,090,192 2 - . 90 62 ·28,090,192 

15 2 - 90 45 27,544,496 2 - 90 51 27,737,088 

16 - - - - - - - - - -
! 

17 - - - - - - - - - - ~ 

18 - - - - - - - - - -

Total Network Cost 345,542,144 Total Network Cost 320,848,384 
; 

. 

Link 12 has been deleted (5 iterations). 
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7.3 ANALYSIS OF THE RESULTS 

Looking at the tables given in the previous section, it is seen 

that the number of iterations in the capacity expansion problems are 

less than those in the development problems. This is due to the fact 

" that the Vi values of the existing media are set to very large (if the 

minimum is chosen) or very small (if the maximum is chosen) numbers such 

that they won't be considered as candidate links for deletion. In other 

words, such links are fixed at the beginning of the algorithm. Since the 

number of iterations is directly related to the number of the candidate 

links, there are less iterations in capacity expansion problems. Of 

course, this highly depends on the inp~t data of existing media. 

In all of the different cases given "in Section 7.2, the links having 

the smallest flow values are deleted (since they are already having system 

1, "before entering the minimum cost flow algorithm for rerouting, their 

remaining capacities become zero). The V values of such links indicate 

that they are under-utilized or expensive, and must be deleted from the 

network. 

A set of interesting results are given in Tables 7,6, 7.9 and 7.10. 

A better result was obtained in the case where the demands are unsorted. 

Although the initial total network cost in Table 7.10 is higher than in 

the others, a smaller final total network cost was obtained in the same 

number of iterations. Table 7.9 starts with the smallest initial total 

cost, but doesn't improve much. Therefore, the order of the circuit 

demands exert a remarkable influence on the results. 
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Finally. it should be noted that, the different V criteria all 

yielded the same results; choosing the same candidate links for deletion, 

although the order of the choices may be different at the intermediate 

steps. Other V criteria can also be used ;n the solution procedure. 
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VIII. CONCLUSION AND EXTENSIONS FOR FUTURE WORK 

( 

In this study, the network structure and circuit routing in trans-

mission networks are optimized simultaneously. The developed algorithm 

specifies the type of transmission systems and the links themselves on 

which the systems are to be installed, as well as the number of circuits 

to be installed on each such link. While meeting the point-pair circuit 

demands, a minimum cost routing is obtained. 

As a result of the existance of economies of scale, and the consi­

deration of alternate transmission media, the link cost functions become 

. piecewise concave. 

In this problem, the variable cost? of the media are very small 

compared to the fixed costs [9J. Therefore in all of the cost compari-
-

. sons, the fixed costs are also taken into account. 

Two different but inter\elated problems are presented in the solu­

tion procedure. One is the development problem, in which there are no 

existing transmission media in the network. The other is the capacity 

expansion problem, which takes the existing network into account. For 

this problem, the fixed cost of the existing media are taken as zero 

during the solution procedure. 

f : 
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The developed model also takes different technologies into account. 

That is, a transmission media can have analogue, digital or mixed techno­

logy. However, no analogue/digital conversion is considered. This can 

be achieved by using transfer links which is explained in Section 3.2.2. 

In order to increase the flexibility of the network against trans­

mission media failures, the circuit demands can be mUltirouted .. That is, 

diverse transmission paths can be assigned to each relation. However, 

in the solution procedure presented in Chapter VI, multirouting is not 

taken into account. 

One way to consider multirouting is as follows: 

Systems on Links: 

Link 1 - System 2 

Link 2 - System 1 

Link 3 - System 2 

Link 4 - System 1 

Link 5 - System 3 

Figure 8~1 - An example of multirouting. 

Suppose KM = 1. Then, the remaining capacities (given by the 

numbers on the links) are calculated before entering the Busacker and 

Gowen algorithm for rerouting. 

The first step is to consider the relations using link 1; and 

their respective flow values which constitute the flow on link 1: 

31 = 16(Relation 1) + 7(Relation 2) + 8(Relation 3). 

Then, the relation having the smallest flow value is chosen. In 
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this case, relation 2 with value seven is the smallest. The shortest 

path of relation 2 (J as shown by II II I in Figure 8.1) is taken, and the 

flows on the links of this shortest path are analyzed: 

Link 3 has 36 units. Hence, in order to have a smaller system 

(system 1)· on thi slink, 36 - 30 = 6 units must be taken out. 

Similarly, link 5 has 95 units. In order to have system 2 on this 

link, 95 - 90 = 5 units must be taken out. 

The next step is to choose the maximum excess.f1ow which is smaller 

than the value of relation 2: 

max{5,6} = 6 < 7. 

Hence, the flow of relation 2, which is seven, can be separated as 

six plus one. The maximum value is then subtracted from all the links 

on the shortest path of relation 2. The updated flows are illustrated 

in Figure 8.2. 

Figure 8.2 - Updated flow values. 

Updated Systems on Links: 

Link 1 - System 1 

Link 2 - System 1 

Link 3 - System 1 

Link 4 System 1 

Link 5 - System 2 

As a result, the systems of the links on the shortest path have 

decreased. At this stage, the second shortest.pat~ of re)ation 2 (not 

necessarily link-disjoint) can be calculated (suppose path ....... in Figure 8.2).: 
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. This is necessary in rerouting the maximum flow value which was decreased 

from all the links on the first shortest path. Then, the cost of this 

new path can be compared with the cost of the old path to see whether it 

is economic to use this path. Multirouting can be realized if this 

result is positive. 

A quite different and more realistic approach to this optimization 

procedure may be to consider it as a dynamic design problem. 

Finally, it will be interesting to compare the results of the simul­

taneous and independent optimizations of the NSO and eRO modules. 

~ . ' 
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APPENDIX A 
DESCRIPTION OF THE INPUT DATA 

The parameters and arrays which denote the basic inpu~t6 the 

computer program are as follows: 

CAP(L) 

CCL(KR) 

CON(KR) 

CTN(KR) 

EXCAP(K) 

FCOST(L) 

LCN 

LLL 

MD(K) 

MG 

MON( K) 

MTN( K) 

NN 

UVC(L) 

The circuit capacity of transmission system L. 

The demand (in number of circuits) of relation 
(node pair) KR. 

The beginning node of relation KR. 

The terminating node of relation KR. 

The existing capacity (in number of circuits) of 
edge K. 

The fixed cost of installing transmission system L. 

The number of rel at i o'ns (i. e., the 'number of node­
pair circuit demands). 

The maximum'possible number of edges in the snortest 
path of a relation. 

The length (in kilometers) of edge K. 

The number of edges in the network. 

The originating node of edge K. 

The terminating node of edge K. 

The number of transmission nodes in the network. 

The unit variable cost associated with transmission 
system L. 
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APPENDIX B 
EXPLANATION OF THE COMPUTER PROGRAM 

The variables which denote the basic outputs of the computer 

program are as follows: 

ISYS' (K, . ) 

RECOST{K) 

XFLW{K) 

The matrix which contains the transmission systems 
on edge K. 

The final cost of edge K. 

The total amount of flow (in number of circuits) 
on edge K. 

It may be helpful to include the definitions for some additional 

variables used within the computer program. 

COST{ K) 

COSTAR( K) 

COSTBR{K) 

CURCAP(K) 

FLNUM{ K,. ) 

ICONCH 

The approximated cost value of edge K (this value is 
used during the calculation of the shortest paths). 

The real tQtal cost of edge K after rerouting. 

The initial real total cost of edge K. 

The current capacity 0n number of circuits) of edge K. 

The matrix which stores the circuit demand of the 
relations using edge K. 

i 

The variable which indicates whether the network 
became disconnected or not. 

ICONCH = 1 , if the network became disconnected. 

ICONCH = 0, otherwise. 



IDASH( K) 

IDEL1(KR,.) 

INDEX( K) 

INODP(I) 

-INUM(K) 

IPER(I ) 

ITEMP(. ) 

ITWIN( K) 

KFLAG (K) 

KM 

KNUM(K,.) 

LASL(I) 

LCIN(K) 

LSAVE( I) 

The dashed edge of edge K. 

IDASH (K) = K+l } 
IDASH (K+l) = K 
IDASH (K+2) = K+3 for K = 1,5,9, ... ,4MG 
IDASH (K+3) = K+2 

The matrix which contains the edge numbers in the 
shortest path of relation KR. 

The index which shows the number of transmission 
systems on edge K. 

The pointer which shows the beginning position of 
node I in the array NOEDGE(.). 
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The index which shows the number of relations using 
edge K. 

The flag of node I in the shortest path algorithm. 

IPER(I) = 0 , if the node is not yet processed. 
IPER(I) = 1 , if the node is temporarily labeled. 
IPER(I) = 2 , if the node is permanently labeled. 

The array which contains the temporarily labeled 
nodes in the shortest path algorithm. 

The twin edge of edge K. 

rrWIN (K) = K+2 } ITWIN(K+2) = K for K = 1,5,9, ... ,4MG 

The flag of edge K. 

KFLAG(K) = -1, if the edge is not yet processed. 
KFLAG(K) = 0, if the edge is deleted. 
KFLAG( K)= -1, if the edge is fixed .. 

The candidate edge for deletion. 

The matrix which stores the relations using edge K. 

The current node potential of node I in the shortest 
path algorithm. 

The current transmission system on edge K (for the 
edges having no existing media on them). . 

-
The edge number which is used in "labeling node I in 
the shortest path algorithm. 



NEDGE( I) 

NNN(KR) 

NOEDGE( .) 

REMCAP(K) 

RESULT 

SUMFLW(K) 

V( K) 
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The total number of edges which go out of node I. 

The actual number of edges- in the shortest path of 
relation KR. 

The array which stores the edge numbers that go out 
of each node in the network. " 

The remaining capacity (in number of circuits) left 
on edge K before entering the minimum-cost flow 
algorithm.' 

The variable which indicates the existance of a 
negative circuit in the network. 

RESULT = 1 if there is a negative circuit in 
the network. 

RESULT = 0 , otherwise. 

The amount of flow (in number of circuits) on edge 
K obtained as a result of the rerouting. 

The deletion criterion calculated for edge K. 

In the above list of the additional variables, the arrays IDASH{K) 

and ITWIN(K) need further explanation. As it is men~ioned in Chapter VI, , 

the number of edges in the network are increased before entering the 

minimum-cost flow algorithm of Busacker and Gowen, and an"incremental 

graph is constructed. In this graph, the edges numbered as 1,3,5,7, .. . 

are referred to as "solid" edges, while the ones numbered as 2,4,6,8, .. . 

are referred to as "dashed" edges. The sol id edges are the actual- edges 

of the network which are assigned a,direction now. The dashed edges 

are necessary in order to keep track of the actual amount of flow passing 

through a solid edge. A solid edge has a "twin" solid edge in the oppo­

site direction and a dashed edge, whereas a dashed edge has only a solid 

edge. 
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The objectives of the subroutines with their input requirements. 

and issuing outputs are given in the following paragraphs. 

SUBROUTINE FSTAR 

This subroutine determines the forward star representation of the 

network. Its outputs are the arrays INODP(I), I = 1,2, ... ,NN, and 

NOEDGE(.). The inputs to this subroutine are the arrays MON(K) and 

MTN(K) which contain the originating and terminating nodes of edge K, 

for. K = 1,2, ... ,MG. 

SUBROUTINE FSTAR2 

The objective of this subroutine is exactlj the same as FSTAR, 

but the network used in this subroutine is the one that will be employed 

in the minimum-cost flow algorithm. That is, the network has 4MG edges. 

The inputs and outputs are also the same, but of course have different 

names. 

SUBROUTINE MINCTF 

This subroutine calculates the minimum-cost flow pattern from 

. CON(KR) to CTN(KR) with the specified flow value CCL(KR) for all the 
\ 

relations using the candidate edge KM. In other words, it performs 

the rerouting process. The outputs of this subroutine are the updated 

arrays of IDEL1(KR,.),F~NUM(K,.) and KNUM(K,.). The major inputs are 
I 

the COST(K) and REMCAP(K) values, 1orK.= 1,2, ... ,4MG. 
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SUBROUTINE M2 

This subroutine is in fact the main program of MINCTF. Its main 

objective is to prepare the network for the minimum-cost flow algor-ithm 

by assigning the related capacity and cost values to each arc (note that 

there are 4MG arcs in the network). Its output is the SUMFLW(K), K = 1, 

2, ... ,MG, array. The inputs are the original capacity and cost figures 

of the network. 

SUBROUTINE REMOVE 

The objective of this subroutine is to convert the network with 

negative costs to an equivalent network having non.,.negative costs. The 

output consists of this non-negative cost values. The inputs to this 

subroutine are the INODP(I1 for I = 1,2, ... ,NN, and the NOEDGE(.) arrays, 

and the cost figures on each arc. 

SUBROUTINE SHPTH 

This subroutine determines the shortest path of relation KR by 

an edge number processing algorithm. Its output is the IDEL1(KR,.) 

matrix. The main inputs to this subroutine are the CON(KR), CTN(KR), 

INODP(I), 1= 1,2, ... ,NN,NOEDGE(.) and the COST(K), K = 1,2, ... ,MG, 

arrays. 

SUBROUTINE SHPTH2 

The objective of this subroutine is exactly the same as SHPTH, 
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but the network that is used here is the one having 4MG .edges. The inputs 

and outputs are also the same, but the arrays have different names. 

SUBROUTINE SORT 

This subroutine sorts the circuit demand of the relations either 

in descending or in ascending order. The output consists of the sorted 

arrays, while the inputs are the CON(KR), CTN(KR) and CCl(KR) arrays, 

for KR = 1,2, ... ,lCN. 

SUBROUTINE STAR2 

This subrouti~e prepares the network for the minimum-cost flow 

algorithm by increasing the number of edges and forming the IDASH(K) 

and ITWIN(K), K = 1,5,9, ... ,4MG, arrays. It is in fact the main program 

of FSTAR2 and its output consists of the related arrays which show the 

forward star representation of the network having 'AMG edges. The 

main inputs are the MON(K) and MTN(K), K = 1,2, ... ,MG, arrays~ 

SUBROUTINE VCAl 

This subroutine calculates the criterion V for all the edges in 

the network. The·outputs are the V(K), K = 1,2, ... ,MG, array and the 

candidate edge KM. The input consists of the arrays FCOST(.), UVC(.), 

XFlW(K), MD(K),K = 1,2, ... ,MG. 
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***********************************~****************************** 
;·1 A r N P ROGR M! 

****************************************************************** 
COMMON IAAA/NN,MG,LLL,MON(3001 ,MTN(30JI,REMCAP(3001 ,TTWIN(300), 
&IOASH(300)~ICONCH " 
Cu~'1.'10N IXXX/CONI 150) fCT:~( 1501 ,CCLI1501 ,LCY 
COMMON IXYZ/INOOP(1001,NOEOGEI3001 ,IOEL1( 150,201 
CO 11,1,10 N I Z II / I i"~ 0 UP 2 ( lOu I ,'10 ED G 2 I j 00 1 , ID E L 2 ( 1 5 0, 2 0 ) r RES U l T 
CUl'lI>ION /EEE/NDUf'1(150) ,IOELOHI150,20) 
COMMON /YYY/FCOST(31 ,UVC(3),CAPI3),LCIN(300),CURCAP(300),XFLW(300) 
CLJ~1i<\ON IIJK/STOHD(300) ,SU,'1FUi(300) " 
C 01'111 or ~ / V V V I V I 3 0 J ) , K !'I , Pl U I'H 3 0 0) , K I\J U M ( 100 f 20 ) ,F L t~ U {.t( 1 00 , 2 0) , 

doKFLAGI3001 . 
cor'lI~Od ITTT/NOE( 1S01 , 12NU;,:( 300) ,K2NUi'1( 100,201 ,FL2r"jUI-1IIOO, ZO) 
DHltNSILHJ eVTI 3 1 ,MOl 3001 ,COST( 3UOI ,CC1STbRI 3001 ,COSTARI 3001, 

(\, N N 'J I 1 5 0) ,5 T u R E ( ;) ° 0 I ,S TO F U; I 300 I , IOU tot( 300 I , K 0 U 1-11 1 O·J , 20 1 , 
&FLDUM{1GO,2U),STOCAP(3001,STOCIN(3001,S8R(3001 

I NT E G E R CON, C nl 
REAL rlD 
i"lR=5 
M~=6 

REA D ( 1'1 R., 1) L L L 
FOR f·\ A TIL 2 I 
RcALlIHR,ZI :1G,i'JN 
FOR 1'\ A T ( 2 ( 2 X 1 I 4 1 1 
\~ R I T E ( "'L-J , 2 7) 1'1 G , N i ~ 
FORHAT(///,15X, 'i"lG=' ,14,/,15;(, 'NN=' ,14l 
READ(i'-IR,31 LCI\ 
FORlv1ATI2X,Iltl 
NK=,'1G 
I"IJKR=LCN 
I-IR IT E I ~',oJ, It I 
FORHATI///t15X, 'f-\ON' ,5X, '."1T;"~' ,5X, ':-10 1 ,II 
DO 5 .'=1,NK 
REAO(MR,6) MONlKI,MTNIK),MD(KI 
FORMATl2Ilt,2X,F5.0} 
WRITE(Mw,71 MON(KI,MTN(KI,MO(KI 
FDRMAT(14X,I4,4X,I4,2X,F5.01 

I CONT I NUE 
WRITEIMrJ,BI 
F U ~ 1'·\ A r ( / 1/ ,1 5 X , • c 0 rJ I , 5 X t ' C T ;~ I , 5 X, ' C C L I ,/ ) 

00 9 IC=l,NKR 
RcA U { 1'1 R , 1 ole 0 i J ( I C 1 , C HH I C I ,C C L ( I C 1 

I FORf'lAT{Z{2X,141 ,lX,F6.01 
I CO~>J T r NUt: 
==========================================================~======= 
SORT THE CI~CUIT DEMANDS IN DESCENDING ORDER 
=========================~======================================== 

CALL SORT 
00 59 IC=l,hlKR 
\'1 KIT E ( H\1, 111 CON ( I C 1 ,C TI'~ ( I C ) , C C Ll I C I 
FORMAT(14X,I4,4X,14,4X,F4.01 

) C(jNTH~UE 
JI KIT E ( j~""/ t d 6 1 

~ . t:: 0 R HAT ( / I / , 15 X , ' s y S T E ;\1 t , 5 X , t F COS T I , 5 X , t U vet , 1. 2 X , 'C A P , , I 1 
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Du 22 1=1,3 
REA I.) (;'1 R , 8 9 1 F COS T ( I 1 ,u V C ( I ) ,C A r I I 1 
FURMAT(2X,FU.0,2X,F9.1,lX,F9.0) 
I~ R 1 T E ( 1-1 (I , 9 9) I, F COS T I I I, U V C ( I ) ,C A P ( 1 ) 
FORMAT(17X,Il,5X,FS.0,ZX,F6.1,5X,F10.0) 
CONTINU~ . 
==~=============================================================== 
FORM THE FOKWARO STAR" REPRESENTATIO~ OF THE ~ETWORK 
================================================================== 
CALL FSTAR 
\oJ R I T E ( t·1 ~J, 1 90 1 
FORMAT(41/) ,12X,'++ FSTAR OF THE NETWORK ++'1 
~i k. I TEl '-I vi , 2 9) I I NOD P ( I ) ,r = 1 , )\j N 1 
FURMATII/,15X,'INOOPIII.',/,9X,10141 
NK2=NK':'2 
\~ i{ IT E (:-1,-1, 4- ':) I (N 0 E DG E I J ) ,J = 1 , NK 2 I 
FOR ;'.1 A T I / II , 1 S X, I ~W E 0 G E ( J I I .5 ( / , .:; X t 2 0 I 4 1 ) 
================================================================== 
CALCULATE THE SYSTEM COSTS 
================================================================== 
DO 51 J=1,3 
CVT(JI=FCJST(JI+UVC(JI*CAPIJI 
CO~Tli"'-4UE 

================================================================== 
INITIALIZ~ THE INFORMATION A9UUT THE EDGES 
================================================================== 
DO 50 K=lf~~K 

XFUi (K 1=0. 
CURCAP(K)=CAP( lJ 
LClr~(I<.)=l . 
COST(K)=CVT(1)*MD(K)/CAP(ll 
II~UI'i (K) =0 
IDUl'l(K)=O 
CU'~TINUE 

!) 0 .1 00 I = 1 flO 0 
DO 101 J=1,20 
K N U I'I.l 1 , J 1 = ') 
FL'IU!·lI I,JI=O. 
KOUH(I,JI=O 
FLD"UI'1(I,JJ=O .. 
CONTINUE 

I CUNT Ii'IUf: 
================================================================== 
CALCULATE THE INITIAL FL8~S ON THE EDGES 
================================================================== 
o 0 12K R = 1 ,;\1 K ,< 
WkITE(~w,l51 KR,CO~(KR},CTN(KR) 

i FUR. ;'1 A T ( / / I 1/ , 1 5 X 1 'T HER E S U L T S FOR R E U, T I OI~ , , I 4, 1 X , , ( FRO ."1 ;-.) ODE ' , 1 3 , 
do' TO NOJE·tl3t'l·,/,14Xf~i6( ":"11 
-----------------------------------------------------------------~ 

FINO THE SHOqTEST PATH UF RELATION KR 
------------------------------------------------------------------
CALL SHPTH(KR,IELNrCOST)" 
IF! lCO:,ICH.EQ.l) GO TO 12 
~RITE(M~,2Sl (IDEL1(KR,L),L=ltIELN) 
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FUKr'IAT(llltl5X, 'IDELl ENTRIeS' ,/d4XdOIltl 
------------------------------------------------------------------
ASSIG~ THi FLOW CCL(KR) TO TH~ EDGES ON THE SHORTEST PATH OF 
KcLATIOf'l KR 

-----------------------~------------------------------------------
'm'J (Kt<.) = r EU~ 
DO 52 L=l,IELN 
<.=IOEL1(Kk,LI 
INUM(K'=!NUM(K)+1 
IL=INU,~1(K) 

(NU;'~ (i\., 1 L) =KR 
FL~UM(K,IL)=CCL(KRI 

(FLW(KI=XFLW{~)+CCL(KRI 

IF(XFLW'K).lE.CU~CAP(KI) GO TO 52 
------------------------------------------------------------------
JPDATi T~E SYST[MS ON TH~ EDGES , ------------------------------------------------------------------
_CIN(KI=LCIN(K)~1 

_S=LCH~(K) 

:URCAP(KI=CAP(LS) 
IF(XFLW(K).GT.CURCAP(KI I GO TO 33 

JPDATE THe COSTS THAT AaE USED IN FI~DING THE SHORTEST PATHS 

: LJ S T ( K. I = ( (lIT I L S ) - C V T ( L S":"1 I I:;; I'l[) ( 1<" I I ( CAP { LSI - CAP ( L S - 1 I I 
:ONTINUE 
~ K. I T E ( I~ ~j , 5 5 ) 
: 0 K HAT ( I I I , 1 5 X, • ED GEt , 3 X, • X F L \'J' , 8 X , t CUR CAP' ,3 X, • COS T' ,I I 
)0 53 J=1,~lK 

~RITE(M~,54) J,XFLW(JI,CUkCAPIJI,COST(JI 
~ORMAT(14XyI4,5X,F8.0,4X,FIO.O,4x,Fa.O) 

:ONTINUt: 
:U'H INUc 
,~ KIT E ( ~II-Jt 3 6 ) 
F (j K HAT ( / / I I , 15 X t _Ml U 1-' I., A T R I X_, / I 
ri R I T E ( ~'l,,, , 2. 3) « K N U 1'\ ( K , r L) , I L = 1 , 2 0) , K = 1 , r'j K I 
FORHAT(9X,20I-i-1 
• .jKITE(:'1~J,391 
FORMAT(IIII,15Xt~FLNUM MAT~IX',I) 
.~ kIT E ( "ll~ , 2 4) ({ F L N U I~ ( r<- , 1 L I , I L = 1 t 20 I , K = 1 ,q r\ ), 

FD~MAT(9X,20F4.01 

D U j 3 I = 1 , 'i K 
STJi<.E(IJ=COSTIII 
STJFL~(ll=XFLW(I) 

STJCAP(II=CU~CAPIII 
STQCIN(I)=LCIN(II 
cmnli"UE 
====== == == = = == = ================ === = ='======= = ==== === = = = :'== = == ==== == 
CALCULATE THE REAL INITIAL COSTS OF THE~DGES AND 
THE INITIAL TOTAL COST OF THE NiT~ORK 
==================================~=================== ============ 

t1 R I T E ( r-, ~J , 7 'J I 
FO~MAT(5(/) ,15X,'INITIAL~FLOWS ON EDGES',/1,15X,_EDG~_,~X,_XFLW_, 
3X, ·CJST3t<.' ,II 
DO 71 L=l,~~;( 
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LS=LCINtLJ 
I F ( X F Ull L J .. ,\j f • 0 • 1 GOT 0 300 
CuSTBR(l)=O. 
GO TO 301 
COSTBRIL1=IFCUST(lSI+UVCtlSl*XFLWtLll*MOIL) 
HRITEIMW,721 L,XFLWtLl,COSTBR(Ll 
FJRMATI14X,14,SX,F8.0,3X,Fl1.0) 
CO\JTINUE 
TOTC=O. 
00 73 K=I,:--JK 
TOTC=TOTC+COSTSRIKI 
CO\lTINUc 
DLJ 90J r<.=l,j\jK 
SofUKJ=COST3RIKJ 
CO~H I NUE 
~RITE(MW,74l TOTC 
FORMATI///,15X,_INITlhLTOTAL COST=',Fll.Ol 
================================================================== 
PREPARE THE ~ETWORK FOR THE B~G ALGORITHM ~y FJRMING ITS 
FGR~A~D STAR kEPRESENTATIU~ 

====================================~============================= 
CALL STAR2 
================================================================== 
INITIALIZE THE FLAGS OF THE EDGES 

KFLAG DEf\JOT E S 
-1 

THE FLAG OF THE EDGE 

o 
1 

IF"THE EDGE IS NUT YET rROCESSEO 
IF THE EDGE IS DELeTED 
IF THE EDGE IS FIXED 

=~==============:===================================== ============ 

DO 16 K=l, ~IK 
KFLAGIK)=-1 
CO\;TINUc 
ITT=Q 
+++++"++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++~ 

START THE ALGORITHM 
+++~+.+++++++++++++++++++++++++++++++++++++++++++++++++tttt+++++++ 

ARITE(MI--I, 160) 
FCFU-l A TIL 0 ( / I , 1 5 X , ' CUR f{ EN T FLO\-. S D !'J ED G E S r ,; / , 1 5 X, ' FOG E' ,8 X , • X F U~, , 
~/ J " 
DO 162 J=l,;'-JK 
WRITE(~W,161) J,XFLWIJ) 
fUR!·l AT n (t X , I 4 , 5 X , Fa. 0 I 
CO."HIr~UE 

DO 1 02 I = 1 , i'-J K 
DO 103 J=1,20 
KDUM(l,Jl=KNUM(I,J) 
FLDUM(I,J}=fLNUM(I,JI 
CaNT Ir~UE 
I Dur"l ( I I = !:IIU;1 ( I I 
C iJ\j T li'W E 
NJ=O 
======================================================~=========== 
CALCUlAT~ THE V(KI VALUES 
================================================================== 
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CALL VCALt'-101 
'II K. I T E ( ~-h: ,1 7 0) (K F U, G ( J ) ,J= 1 , r'J K ) 
FORMAT(///,15X,'FLAGS OF EOGES',/,9X,20I41 
===~=====================================~============ ============ 
CHECK FOR TERMINATION 
====== ==== = = == = ========="=== ==== === = = == =====~=="=== ===== ="== == ======== 
DO 83 J=l,NK 
IF(KFLAGIJ).Nc.-ll GO TO 83 
IFIV(JI.Nf.-555555555.1 GO TO 4b 
CUNTINUE 
=====:=========================================:================== 
PklNT THE FINAL FLOWS AND THE FINAL NETWORK COST 
================================================================== 
\oj K. I T E ( Mil t 191 ) 
FORMAT(4(/) ,12X,'** NO FURTHER IMPROVEMENT CAN BE MADE, THEREFORE 
STOP ;;:::: I) 

IFCTCOST.EQ.O •• OR.TCOST.GE.TOTC) GO TO 119 
~4 KIT E ( ;"hl , 1 0 5 ) 
F U;:~ i~ A T ( 't I / ) , 1 5 X , ' FIN A L FLO \.J S 0 :'J E D G E S' ,; / t 1 5 X , ' E 0 G E ' , 8 X ,. ' X F L ',~ , , 8 X , 
'REcaST',/) 
DO lab L=l,,'-4K 
WRI TE (MI·/t 1(7) L, XFL',-I( LI ,S5R (L I 
FORMATI14X,I4,5X,F8.0,3X,Fll.0) 
CONTIi\jUE 
WRITE(~~,1041 TeOST 
FURMATI///,15X,'FINAL NET~0RK COST=',Fll.QI 
GO TO 91 
~I KIT E ( ~ \'j , 1 2 0 ) 
FUR HAT { 4 ( / I 1 1 5 X , f FIN A l FLO \.J S lJ:"J ~ 0 G E S I ,/ / , 1 5 X 1 ' E D G E ' , 3 X , ' X F LI-j , • 3 X , 
'RECOST''') 
DU 121 L=l,/lIK 
WklfE{"1\-J, 1221 L,XFU"ilU ,Sf..R(LJ 
FORMATI14X,I4,5X,F8.0,3X,Fll.O) 
CONTINUE 
WRITE(~~,12~) TOTC 
FORMAT(///,15~,'FINAL NET~ORK COST=',F11.0) 
GO TO 91 
================================================================== 
INCREASE TH2 ~UMBER OF ITERATIONS 3yONE 
================================================================== 
ITT=ITT+l 
WRITE(M~,1921 ITT 
FORMATI///,15X,'NJ OF ITERATIONS=',I4) 
'.~ KIT E ( .",~" 3 6 I 
',j R. I T E ( ,<! "1 , 2 3 ) {( K N U:--1 ( K , I L) , T L = 1 , 2 0 1 ,K = 1 , 1'1 K ) 
fJ kIT E ( '-1 vI , 3 9 ) 
~jRITE(:"~"i,24) ((fU~Ut":(K,ILl ,IL=1,20) ,K=l,,\JK) 
1-/kITE(Miq 1081 
FORMAT{////,lSX,ICURR~NT IDELl ~ATRIXt,/) 
H R I TEl t·\ \./, 1 0::'; ) {( IDE L 1 ( I , J I , J = 1 , 2 0 I , I = 1 , N K R ) 
FOR."1ATI9X,2LiI4) 
I-ltd T E ( r"l ~~ , 22 3) (I N U t~ ( K) ,K = 1 , N K ) 
FORMATI////,15X,'I~U~ VAlUES',/,9X,20I4) 
------------------------------------------------------------------
KM IS THE CANDIDATE EDGE 
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------------------------------------------------------------------
I j..j= I NUH (KI'll 
00 60 I L = 1 t I Lv 
------------------------------------------------------------------
TAK~ THE RELATIONS USING EDGE KM ONE ~Y ONE-
------------------------------------------------------------------
LR=KNUM(KN,ILl 
IELN=NNtJILk) 
00 61 IE=l, IEU~ 
------------------------------------------------------------------
TAKE THE EDGES USING KELATION LR ONE UY ONE 
------------------------------------------------------------------
Kl=IDELlILRtIEl 
.J 0 = I NUt.., { K 1 1 
DO 113 J=I,JD 
IFIKNUM(Kl,Jl.t'IE.LRI GO TO 113 
Iw=J 
GO TO 114 
CONTlhUE 
----------------------------------------~---------~---------------

DECREASE THE FLG,~ ON THESE !:OGES iJY ThE AMOU;'H FL\I ( OF. LR I 
------------------------------------------------------------------
FUJ=FLNU'~( Kl, lQJ 
XFLW(Kll=ABS(~FLW(Kl}-FL~1 

CONTINUE 
CONTINUE 

UPDATE THE RELATED ARRAYS 
-------------------------------~---------------------- ------------
Iw=lNUr~(K,'11 

00 84 I=I,I\~ 

LR.=KNU~-I( KM, I I 
Du-dO K=1,NK 
:·1C=.INUM( Kl 
DO 82 J=l,~lC 

IFIKDUM(K,J).NE.LRl GO TO 82 
IDUM(K)=IOUM(Kl-1 
KDUN(K,J)=O 
FLOUM(K,J)=O. 
CmHINUE 
CONTINUE 
CONTPIUE 
\04 R I T E ( f-l W , 1 6 3 ) (IOU ~"' ( K I ,K = 1 ,;~ K I 
FORMAT(III,15X,'IDUM VALUES',I,9X,ZOI41 
~I R IT E ( r'H'I, 1 9 3 ) 
FOR i"1 A T ( 4 ( I) ,1 5 X, _ 0 E eRE: A SED FLO ',J V A L U E S I "I , 1 5 ~, ' r: 0 G t:' , 3 X, • .~ f L I~ f , 

6./) 
DO 194 J=I,NK 
WR.ITE(M~,195) J,XFLW(JI 
FURMATI14X,I415X,F8~OI 

CONTINUE 
DO 81 K=l,NK 
IFIK.EQ.KMI GO TO 81 
JT=lNUM(Kl 
1=0 
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DO 85 J=l,JT 
IF(KDUM(K,JI.NE.OI GO' TO 13L 
KOUM(K,JI=~DUM(K,J+11 
KDUM(KtJ+ll=O 
FLDUM(K,JI=FLOUH(K,J~11 
FLDUM(K,J+ll=O. 
GO TO 85 
1=1+1 
CONT I j'lUt: 
I F ( I • N E • I LJ U ;.j( K I I 'G 0 T [J 130 
CO\ITINUE 
------------------------------------------------------------------
CALCULATE THE REMAI~ING' CAPACITIES C~ THE EDGES BEFORE ENTERING 
THE B&G ALGJRITHM FOR REROUTING 
------------------------------------------------------------------
DO 30 K=I,NK 
IF{K.EQ.KMI GO TO 31 
IF(XFLW(~I.GT.CAP(lll GO TO 401 
REMCAP(KI=CAP(II-XFLW(~1 
IF(REMCAPtKI.EW .. O.l GO TO 405 
CURCAP(Kl=CAP( II 
LCIN{KI=1 

'COSTtKI=CVT(lJ*MOtKI/CAP{ll 
GO TO ·30 

I CURCAP(KI=CAP(21 
LCIN{KI=2 
REMCAP(K)=CAP(ZI-XFLW(KI 
COS T t K I = ( C V T ( 2 I - C V T ( 1 I I ::: toW t K I / ( CAP ( 2 I - CAP ( 1) I 
GO TO 30 
IF(XFLW(KI.GT.CAP(2» GO TO 402 
REMCAP(KI=CAP(Z)-XFLW(KI 
IF(REI-1CAP(KI.EQ.O.1 GO TO 406 
CUKCAP(K)=CA?IZI . 
LCIi'HKI=2 
COST(KI=(CVT(Z)-CVT(l) )*MDIK1/(CAP(21-CAP(11 I 
GO TO 30 

) CU~CAP(KI=CAP(3) 
LCIN(KI=3 
REMCAP(KI=CAP(3)-XFLW(K) 
(0 S T ( 1\ ) = ( C V T ( 3) - C V T ( 2) ) ::' "'-D ( K) / ( CAP I 3) - CAP ( 2 I ) 
GO TO 30 
CURCAP(Kl=(API31 
LCIN(K)=3 
REMCAP(K)=CAP())-XFLW(KI 
COST(Kl=(CVT())-CVT(2)I*MOIKI/(CAP()I-CAP(21 I 
GO TO 3U 
LS=LCINIKI 
IFILS.EJ.l1 GO TO, 500 
R~~CAP(K)=CAP(LS-l) 
IF(LS.EQ.ZI GO TO 501 
CClST(i<,.I=(CVTIZ)-CVT( 1) ):::f1QIKI/(CAPI2)-CAP( 11) 
GO TO 30 

1 CU~T{KI=CVT(ll*MD(K)/CAP(l) 
GO TO 30 

ORE ~, CAP ( K I = 0 • 
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:OST(~)=999999999. 
:mHli'.JUE ' 
)U 930 J=ltNK 
:F(KFLAG(J).NE.O) GO TO 930 
:OST(JI=999909999. 
:ONTINUE 
================================================================== 
tERQUTE THE CIRCUIT DEMAND OF THE RELATIONS USING EDGE KM 
:========~============================================ ============ 
:ALL l1Z{COSTI 
[FiRESULT.EQ.l.1 GO TU 91 
------------------------------------------------------------------
rs 4 FEASIBLE FLO~ PATTERN UBTAINED ? IF NO, FIX THE SYSTE~ 
)N eDGE K,'·\ 

------------------------------------------------------------------
rF(ICUqC~i.=Q.ll GO TO 65 
,.J j{ I T E , ~'1\-1 t 2 .l I 
r 0 R. ,'I A T I I I I I , 1 5 X ; 'K:2 N U i-1 {.\,.\ T R I X ' ., I ) 
tl KIT E ( \\,.J, 2 S I I' K 2 NUI'j( K ,r Ll ,r L = 1 t 201 11<.= 1 ,~I K ) 
F U;( 11 AT' 9 X , 2 0 I .;. ) 
~-J R I T E ( "1 'I~ , 3 5 l 
FORMATIIII/,15X,'FL2NUM ~ATRIX',/) 
,... R I T E ( N h , 37) 'I F L Z N U \\ ( K, I L ) tIL = 1 , 20 I ,K = 1 , N K I 
FURMAT(9X,20F4.01 
WR ITt.: ( "j.j, 16 it I I I 21'JU:·j( K) ,K= 1 t r'l K I 
FOR~ATIIII/,15X,·I2NUMVAlUES',1,9X,201~1 
'1'1 K. I T E ( t·1I", 1 6 5 I 
FO~~AT(6(/) ,15X,'FLOWS U9TA1NED AFTER APPLYING THE B&G ALGO~ITHM_, 
11,15X,'EDG~1 ,8X,'SUMfLW',/1 
DO 166 KI=l,MG . 
W~ITE(MW,167) Kl,SUMFL~(KII 

FORHATI14X,I4,7X,F8.01 
CONTINUE 

CALCULATE THE FLO~S AFTER REROUTING 

OQ66 1=1 , (·lG 
SUII.1FliJ ( I ) = SUHFL \-j I I) +XFL \-11 I) 
CIJNT UWE 
\'j R I T E ( (-\ ~J , 4 1 I 
FORi'1AT( 5 Ii I, 15X t' FLO'r~S AFTER REROUT ltJG''; It 15X, I EDGE', 8X,' XFLW', 
~8X, 'CuSTAR' til 
------------------------------------~----------------- ------------
UPDAT~ THE SYSTEMS O~ THE EDGES 

DO 40 K = 1 , '.\ G . 
IF(SUMFLWlKl.GT.CAPl1I) GO TO 43 
LCIN(KI=l 
CU;:~CAP (K) =CAP ( 1 I 
GO TO 4it 
IF(SUMFLWIKI.CT.CAP(ZII GU TO 45 
LCIN(KI=2 
CURCAP(Kl=CA?IZI 
GO TCl 4'1' 
LC I !.~ ( r<. I = 3 

'. 
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CURCAPIK)=CAP{3) 
----------------------------~-------------------------------------
CALCULATE THE REAL COSTS OF THE EDGES AFTER REROUTING 
~-----------------------------------------------------------------

t LS=LCIN{K) 
IF(SUHFUJiKI.I'H::.O.) GO TO 302 
COSTAf{(K'=O. 
GO TO 303 
COSTARIK'=IFCOSTILS)+UVCILSI*SUMFLW(KI )~MDI~) 
WRITE(MW,42) K,SUMFLW{K),COSTAR{K) 
FORMATI14X,I4,5X,F3.0,3X,Fll.OI 
IF(KFLAGIKI.NE.O' GO TO 198 
COSTIKI=999999999. 
GO TO 40 
---------------"---------------------------------------------------
UPDATE THE COSTS THAT ARE USED IN FI~DING THE SHORTEST PATHS 
------------------------------------------------------------------
IfILS.E(J.l1 GO TO 197 
C u S T ( K. I = ( C V T ( L S 1 - C V TIL S - 1 1 I :;, t-1() ( K ) / I CAP I L S 1 - CAP ( L S - 1 I , 
GO TLJ 40 
COST(K)=:VT(ll*MDIKl/CAPIll 
CQ\ITINUf 
I F I SUM r U~ ( K I-j) .'~ E • 0 • 1 GOT 0 5 0 3 . . 

COST(KM)=9~9999999. 

----~------------------------------------------~------------~-----
CALCULATE THE TUTAL NET~ORK COST AFTER REROUTING 
--------------------------------------.-------~--------------------

I TCOST=O. 
o Cl 5 6 K = 1 , 1-1 V 
TCOST=TCOST~COSTAKIKI 

) CO~HINUf: 
WRITE(M~,261 TCQST 

) FORMAT(/I/,15X.·TOTAL COST AFTER REROUTING=',Fll.0) 
===================='============================================== 
CUST CO:-1PARl SUI"~ 
================================================================== 
IF(TCOST.LT.TOTCI GO TO 113 
NO=l 
GO TO 65 
======================================================:=:==:====== 
EDGE KM CAN BE DELETED 
===============================~================================== 
DO '-r8 K= 1 f ,'.jG 
XFLW(KI=SU~FLW(KI 

STOfL~IK'=XFLdIK} 
STGR.E(KI=COSTIK} 
STOCAP(K)=CURCAPIKI 
STOCIN(K'=LCIN{K) 
SB=«KI=COSTAR(K} 

3 CQ,\jTINUc 
------------------------------------------------------------------
UPDATE THE RELATED ARRAYS 
--------~-------------~~-------------------------~----------------
DO 2. 0 K = 1 , r·\ G . 
J F = lOu 1'\ ( K ) 
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DO au J=l,lO 
IFIK.EQ.KMI GG TO 87 
JJ=JFi-J 
KDUM(K,JJI=K2NUMIK,JI 
FLDUMIK,JJI=FL2NUM(K,J) 
GO TO 38 
KDUMIK,J)=K2NU~(K,J) 

FLDUMIK,J)=FL2NUMIK,J) 
CUNTINUE 
CONTINUE 
----------------------------------------------------------~-------
UPDATE THE IDEL1 MATRIX 
---------------
rV=INUlvlIKi"l) 
00 110 L=l,IV 
1 k = K N U ~1 I K t'l , L ) 
t lC = i'J N NIl R. I 
DOl 1 2 L L = 1 , tJ C 
IDELIIIR.,LL1=O 
CUN r !;\lUE 
J E = f JD U t·lI I R ) 
NNNIIR)=Jt: 
DO 111 N=l,Je 

---------------------------------------------------

I (J ELI ( I R , l'~ ) = 1 J fLO t·'\( 1 R , 1'1 I 
CONTINUE 

) CONTINUE 
OU 92 K=l, "'1(; 
DO 93 L=1,20 
KNUMIK,Ll=KDUMIK,L) 
FL~UMIK,LI=FLDUMIK,L) 

, CONTI~UE 
r N U ,"1 ( K I = I i) U ,1 ( K ) + I 2 N U!1 ( K ) 
CONTINUE 

SINCE KM CAN BE DELETED, SET ITS FLAG TO 0 

KFLAG{KH)=O 

UPDATE THE TOTAL COST OF THE NETWORK 
----------~------------------------------------------~------------
TOTC=O. 
TOTC=TCOST 
-../ R I T E ( 1'1 r'I , 3 4 I K t·l 

t FO~~AT(///,12X,'** SINCE h FEASI3LE FLOW PATTER~ HAS 3EEN F~UND, A 
c"rw THe TOTAL COST AFTER RERUUTUIG''/,15X,'IS LESS THAN THe PREVIOU 
&5 COST, ~OGE',I3,' CAN BE DELETED **') 

GU TO 9u 
================================================================== 
EOGE KM CAN~OT eE DELETED, THEREFORE FIX KM ~y S~TTING ITS 
FLAG TO 1 
======================================p=============== ============ 
IF(NO .. 'H::.11 GO TO 116 
~I R I T E ( H i~ , 1 1 7) K f'\ 

7 F Ll R HAT ( / / / ,12 x, • ::: ::' A FE A 5 I 3 L E F L O.J PA T T c rz N H A V 1; ~ G" A T [J TAL C J S T G R E 
~ATER THAN THE PkEVIOUS J~~'1/,15X,'HAS jEEN O~TAIN~O, THEREFORE eO 
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&GE_,I3,_ CANNOT BE DELETED **' I 
r<FLAG (KI"II = 1 
0017 J=l,t'lG 
CUST(J)=STOkE(J) 
XFLW(J)=STOFLW(J) 
CURCAPIJ)=STOCAPIJ) 
LCIN(J)=STOCIN(J) 
CONTINUE 
GOTD 90 
STOP 
END 
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SUBROUT 1 r~c SO~ T ::: * ::: ~: ::: :;: ::: :!: ::: :::: :::. ::: ::: ::: ::: ::: ::: ~::. ::: ;::..::: :::: ::: -;:: ::-:: ::: ::: ::::~ :!: ::: ::-: ::: :~ ::: ::: ::: ::: :!:. ::: ::: ::: ::: ::: ::-:: ::: ::: ::: :~ ::: ::: ::: ::: ::: ::: ::: ::: ::: ::: ::: ::: :::, ::: :::. :!': :::: 

SQRTING TrlE CIRCUIT DEMANUS IN OESCENUING ORDER 

C 01-1:-1 ON / X X X / CON ( 15 0) ,C HH 1 5 0) ,C C L( 1 5 J ) t L C~ 
I NT E G ERe 0 N , C T r~ 
1=0 
00 1 K=l,lCN-l 
IFICCL(KI.GE.CCLIK+lll GO TO 1 
Ufv1=CCLIKI 
CCL( K I =CCL( K" II 
CCl (K+ 1 ) =D~·l 
NCl=CtJ.\J(KI 
C O:-J ( K) = L ON I K + 1 ) 
CO~J(K+l)=NCl 

NC2=CTN(K) 
C HJ I I() =c T N ( i\ + 1 I 
CT\~ (K+ 1) =:'~C2 
1=1+1 
CONT IiJUc 
IFII.NE.a) GO TU 2 
RETURN 
END 
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SUBROUTINE FSTAR 

****************************************************************** 
THE FUR WARD STAR REPRESENTATION OF A NETWORK 
****************************************************************** 
COMMON IAAA/~N,MG,LLL,MON(300) ,MTN(300),REMtAP(300),ITWINI300), 

~IDASH'3001,ICONCH 

C or·!t·i 0 N I X Y Z I I NOD P , 1 00 I ,N Cl EO G E ( 300 ) , IDE L 1 ( 150, 2 {) ) 
DIMiNSIUN NEDGEl1001 
NK=t'\G 
no 45 JI=l,NN 
NEDGE(JII=O 
r:~ODPIJI)=O 
corHINUE 
DU 47 IO=l,NK 
'W EDGE ( 10 )= u 
CLJ\JTINUE 
======================~=========================================== 
CALCULATE THE OUTGOING DEGREE OF THE ~ODES 

======~=========================================================== 
DU 1 K=l,NK 
LO~= t-1UN (K) 
NEDGEILUR)=;'iEDGEILOklt-l 
LDfZ= HHI (K) 
N20GE(L~R)=NEOGE(LDR)+1 

COf'H II'JUE 
================================================================== 
FORM THE POINTER ARRAY 
===============================~================================== 
INDOP(l)=l 

.D 0 2 U~ = 1 , N N 
11-10 Q P I H~'" 1 ) = IN 00 P ( !:-I I + ~l c D GEl HJ ) 
COi~T I NUE 
===================~================================~============= 
ASSIGN THE EDGES TO THE POI~TER ARR~Y 

=========~======~======================~==============:==========: 

DO 3 i<;=l,NK 
LLJR:::;-1UN (K J 
I l= HJODP I LOR) 
,'WEDGE I I Z J =K 
INOOPILUR)=INO~P(LOR)+l 

LLJR='-1HI (K) 
IZ=INODP(LOi<..) 
NiJEOGE I lZ) =K 
INOJP(LOR)=I~ODP(LORI"'l 

CuNlII~U[ 

o 0 it i = 1 t :'l,\1 
INUJPIIl=lNODP(II-NEDGEIIl 
CJNTI;'WE 
i{ETURIJ 
END 
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SUB~OUTINE SHPTH(KR,LM,~D) 

*********~******************************************************** 
Trlf SHORTEST PATH ALGORITHM 
**~*********************************************************~***** 
c 0 ~H-l 0 N / A A A / ;'-1 ~~ ,i'·1 G t L L L , r'l m l( 3 0 0 ) ,ivlT N ( 3 00 ) , R E I"~ CAP ( 3 OO) t I HI!i'J( 3 0 0) , 
IDASH(300I,ICONCH 
C 0i'1I-l O:\j / X X X / C 0 \1 ( 1 5 0 I ,C T N ( 1 5 0 I ., C C L ( 1 50 ) , LeN 
CUMMON /XYZ/INODP(lOOI,NOEDGE(300i ,IDELl(150,201 
l) 1:'1 ENS I 0 ~I L A 5 L ( 1 0 0) , I P E ~ ( 1 0 O) , I T E :~ P ( 1 0 0 1 , L S A V E ( 1 Cl 0 ) ,t·lD (3 0 0 ) 
INTEGER CJN,CTN 
REAL MD,M,MIN,LABl,LS 
1'1R= 5 
j·"j=b 
'JK=f"IG 
NII=;NN 
[CONCH=O 
------------------------------------------------------------------
HHTIALIZATION: ITEr-lP(Kl IS TrP': Tc'·lPOK.ARY FILE ~i;-lICH cOrHAIi-iS. TH~ 
NODES TE~PORARILY LABELED 
----------------------------~------------------------- ------------
DO 36 K=l,i~r~ 

I T E 11 P ( K ) = 0 
CONTINUE 
------------------------------------------------------------------
INITIALIZATION: IOEL1(KR,LI) IS THE MATRIX ~HICH STORES THE EDGE 
~UMBERS IN THE SHORTEST PATH OF TRAFFIC RELATIJ~ KR 
------------------------------------------------------------------
00 37 LI=l,LLL 
JDELltKR,LI )=0 
CONTINUE 
Lt-1=O 
t1=99999999. 

================================================================== 
IS IS THE BeGINNING NODE UF RELATIon KR 
=================================================================~ 

IS=CONIKR) 
===================:======~===~===:=============================== 

I TIS THE T E R r-H NAT I N G NOD E 0 F R t L A T I Oil K R 
================================================================== 
IT=CTN(KR) 
==============================================================~=== 
INITIALIZATION OF THE LABELS OF ~OOES BY A aIG NUM3ER M 

I'pER DENOTES 
o 
1 
2. 

TrlE FLAG OF THE r~ODE 
If THE ;\JODE IS i'lCT YET PROCESSED 
IF THE NODE IS TE~PORARILY LA3ELED 
IF THE NODE IS PERMANENTLY LA9ELED 

================================================================== 
DO 1 LN=l,NII 
L A 8 L ( L N ) = i" 
IPER(LN)=Q 
CO'lTINUE 
=======================~=============================~============ 
INITIALIZATION OF THE BEGINNING NODE 
==========================================================:======= 
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LA8L1 IS)=J 
IPERIIS)=2 
1=15 
LL=O 

( 

.+ •• +++.+++.+t~++++.+.+.+++++++++++++++++++++t.++++++++++++.++++++ 

STh~T THE ALGORITHM 

/_------------------------------------------------~----------------
FI~O THE SEGiN~ING AND ENDING PUSITIONS OF NODE I 
------------------------------------------------------------------

I L[jEG=I~IOOP(l) 

L~NO=INUDPII+l)-l 
DO 20 L=L~EG,LEND 
===================~============================================== 
TAKE THE EDGES IN THE FUR~ARD STAR OF ~OOE I O~E BY ON~ 

================================================================== 
KE=NOEDC,EIL) 
------------------------------------------------------------------
cmlPARE I i/ITd THE T::R"lHIJ\TING r\lODE OF THE EDGe UtJOER 
CJ'JSIDEKATIUN 

I f( I ./·le. ~'Hj( KE I) j=I1T~ (KE I 
IFII.iQ.MT~(KEI) J=MON(KE) 

SKIP TH~ ~OOE IF IT IS PERMANENTLY LABELED 

IF(IPERljl.EQ .. 2) GO T8 20 

CALCULATE THE TEMPORARY LABEL OF THE NODE 
--------------------------------------------------------~---------

LS=LAbL(Ilt~DIKEI 

IFILS.GE..LABLIJ)-1 GO TO 20 
LA3L(j)=LS 

STORE TliE EDGE l,JUr·l~~EK 'rJrlICH IS uSeD l'i~ LAf3ELING NOOE J 

--------~--------------------------------------------- ------------
L5A'JE(JI=K.:: 
IFIIPER(J).~E.OI GO TJ 20 
----------------------------------~------------------- ------------
S~T THE FLAG OF ~ODE J TO 1 

IPER.(j)=l 
LL=LL+l 
------------------------------------------------------------------
S T CJ i{:: THE '.;u D E: ;.,JU ['is c R I NTH C T E,''' r 0 R A R Y F I L :: 
---'---------------------------------------------------------------
ITEHP{LLI=J 

I) CWHIiJljE 
================================================================== 
FI~D THE NODE WITH THE MiNI~UM TEMPORA~Y LABEL AND 
MAKE ITS LAbEL PERMANENT 
================================================~================= 
~H~J=t" 

I·J Er JD = LL 
IFILL.EJ.JI GO TO 80 
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OJ 25 L=l,rlEtw 
------------------------------------------------------------------
TAKE THE NODE ~U~~ER FRO~ THE TEMPORA~Y FILE 
--------------- ---------------------------------------------------
Jj= ITE'I? (L) 

IF{IpcRIJJI.EJ.il GU TO 25 
IF(LA3L(JJ).G~.MINI GO TO 25 
NIN=LA3L(JJI 
'-IS A V E= J J 
CO'~TIj\JUE 

. . 
==============================~======================= ============ 
CHECK FOR CONNECTIVITY 
================================================================== 
IF(MIN.LT.99999999.J GO TO 228 
~ U< I T E ( I'\' J , 2 2 2 I 

, FJ~MAT(///t12X, '** THE ~ETWORK aECA~E DISCONNECT~D **_1 
ICO;~CH=l 

GU TO 30 
IPERI/-4SAVi:I=2 
, . 

================================================================== 
CHECK ·FO~ T~RMINATION 
================================================================== 
1 F ( ;\j S A V E • E (] • IT) GOT 0 1 :; 
I=,'I;SAVE 
GLJ TO 10 
================================================================== 
BACKTRACING THE SHORTEST PATH 
================================================================== 

5 IJ=IT 

TA~E THE EDGE N~MBER ~HICH IS USED IN LABELING NODE IJ 

5 KK=LSAIJE(IJ)' 
LM=Ul+1 
IF(Lr-'I.GT.LLLI GO TO 33 
------------------------------------------------------------------
INPUT THe EDGE lwr-13ER INTO THE IOELl HATRIX 
------------------------------------------------------------------
IOELIL<R,L~\)=KK 

I I= I J 
I F ( I I. E \J. M T N ( K K ) I I J = NO .-~ L K K I 
IF(II.EU.MON(KK») IJ=MTN(KK) 
IFLIJ.EQ.IS) GO TO 30 
GO T035 

3 I.~ R I T E ( :'h~ , 4 0 ) 
o fORI'lAT(///,12X, ":":: II'KREAS= THE VALUE OF LLL Ai'1O THEN USE THE ALGO 

&RITrlM AGAIN **f) 
ICONCH=l 

o RETURN 
END 
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SUBROUTI~~E STAR2 
****************************************************************** 
THE ~AIN PROGRAM OF MINCTF (-1-1 
****************************************************************** 
COMMON/AAA/N~,MG,LLL,MGN(3001,MTN(300) ,~MC(30al.rTWIN(3QOI, 

&IOASH(3001,ICONCH _ 
[LlMI-10N IllZ/INOl)P2(lOOI,t~OEOG213001 ,Iu::L21150,20) ,RESULT 
[OMMON ICCC/IMON(3001,IMTN(300),TMOI3001,TMMC(JOO) 
1-1r1 = 6 
NK=NG 
r~KR=LCN 
r'JK=IIJK;;:4 
------------------------------------------------------------------
THE NU."IBER. OF EOGES IN THE NET'tlORK IS INCRE':-SEO TO (;'1 K:;: 4 1 
------------------------------------------------------------------
I MO r J ( 1 ) = r~o NIl 1 
IMTi'H 1 )=,\1TN( II 
:'1 Gt·l= "IG-l 
DO 6 K= 1, :~G;'l 
KX=IK:::4J+l 

-IMGNIKXI=MGNIK+l) 
IMTN(KXJ=MTN(K+l) 

6 CONTli\JUi: 
===============================================================~== 
THE PROCEDU~E BELD~ PREPARES THE NETWORK FOR THE MIN~COST FLOW 
A L G 0 R 1 T H :·1 0 F i3 USA eKE R A ~'~ D GOd E'l ) 

THE EDGES 1,3,5,7, ••• ARE REFERRED TO AS _SCLID_ EDGES, AND THE 
EDG~S 2,4,6,B, ••• AK~ REFERRED TO AS 'DASHED' EDGES. h SOLID EDGE 
HAS A 'Hil\' SOLID EDGE AtJD A DASHED EDGE. A J4SYED EDGE, o;~ THE 
o THE R HAN oJ, HAS 0 l~ L Y A SOL IDE: \) Gr:. 

================================================================== 
D U :5 K = 1 , iJ K , 4 
I 1'10:~ ( K + 1 I = I "\ T i J( K ) 
IMTNIK+l)=IMON(K) 
IOASH(K)=K+l 
IDASH(K+l)=K 
IMONIK+ZI=IMTN(K) 
I H T : . .j( K .. 2- ) = r j-1D f.J ( K) 
1"T .. I Hit K I =K + 2 
I TVJ HI ( K + 2 ) = K 
I 1',0 j'J ( K + 3 I = I j,j[J i J ( 1<' ) 
IMTN(K+31=IMTNIK) 
ItJASH(K+2)=K+3 
IDASH(K+])=i\.+2 

:;; c u:--n HI U E 
====================~=====================~=========== ============ 
F G R ,\-i THE F Q i{ i-I A R 0 S T i\ R R. c P K E S ;: NT A T ION D F HI E ~~ ~ T ~..J [J R. K 
Il~ H I f~ C T F ( 8 Y J & G ) 
================================================================== 
CALL FSTAK2 
,~ j{I T E ( ~hi , 3 ) 

3 FQ~;'lATldl/),l2Xt'++ FSTA[{ OF THE NETtJaRK IN IH~JCTF +!-I) 

"lrd T E ( ;'I.~ , 2 9) (I NOD P 2 ( I ) ,I = 1 , N tJ 1 
2 9 FOR I'l AT ( / I, 15:< ttl N GD P 2 I I ) I , I ,9 X , to 14 ) 

1 



Vi-l!SP.TU:-lITtXK 

'.~ R IrE ( r·'t\J t -i:9 I (iJO c D G2 { J } ,J = 1 , f'J K ) 
It 9 F 0 ~ ~1 A T ( / / / , 1 5 x t ttlO:: D G2 ( J ) • , 5 ( / , 9 X , 20 I4 ) J 

RETURN 
END 
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c.:. :> UDV V '<j / S P .. T U J 1 T A K 

SUB~OUTI~E VCAL{~DI 

****************************************************************** 
CALCULATION OF THE V{KI VALUES 
****************************************************************** 
COMMON/AAA/NN,MG,LLL,~ON(3001,MTN(3001,REMCAP(3001,ITWIN(300), 

&IOASH(300),[CONCH 
CO~MON /YYY/FCOST(3),UVC{31,CAP{3),LCINI300) ,CURCAP{)OJ) ,XFLW{JOO) 
COMMON /VVV!V{3001,KM,INUM(300) ,KNUMIIOO,201,Fl~UM(lOO,20It 

&KFLAG(300) 
OIM~NSIDN MOI3001,OELFL(300) 
REAL MO 
r;IW=6 
NK=I-iG 
DO '6 K=l,NK 
VIK)=O. 

6 CO\JTHJUE 
DO 1 K=I,NK 
LS=LCINIK) 
IF(XFL~(K).EQ.O.1 GU TO 3 
REALCT=FCOSTILS)+UVCILSI*XFLW(~J 
V(K)=REALCT*MO(K)/XFL~(K) 
GU TO 1 

3 V(K)=-55555S555. 
1 CO~TINU= 

================================================================== 
THE VIK) VALUE OF A FIXE~ OR DELETED EDGE IS SET TO INFINITY 
====================================~================= ============ 
DO 1 L = 1 , i'~ K 
IFIKFLAGILI.EW.-ll GO TO 1 
V(Ll=-555555555. 

7 CO~HINUt 
DO 10 I=I,HK 
I F I V ( I ) •. ~ E • - 5 5 5 :> 5 5 5 5 5 • I GOT 0 1 i 

10 CO'H I NLJE 
GO TO 12 
================================================================== 
FIND THE MAXIMU~ OF THE V(KI VALUES 
================================================================== 

11 VMAX=-555555555. 
DO L K=l, f'lK 
IFlvIKl.LE.VMAXl GO TO 2 
Vi<1AX=VIKI 
K!'1=K 

2 CO'lTINUE 
vllnTE(:~~~,81 IK,V(~) ,K=l,~iI<'J 

8 F O.~ 11 AT ( 5 ( / I , 1 5 X t ' V I K) V A L U E S I , ! / , 1 0 ( 2 X , it ( 1"3 " = = > I , r: 1 1 • 0 , ?- X I ,/ ) ) 
rI R IT!: I ~., ~I , 9 1 K i·1 

9 FUR."1 A T ( / ! , 1 5 X , f K M = t , I 3 , 2 X , ' I THE f1 A X I i·\ U V, V I K I 'J A L U E It) 
12 RETURi\i 

END 
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SUBROUTINE M21MOI 

******************************************************~*********** 
THE r'lAU/ PROGRA.-i UF !HNCTF (-2- 1 

****************************************************************** 
C U I-\l'i Oi-J I~ k ,l./i'Ji~ d" G, L L L , :~Or: ( 300 1 , iH!\ ( 3 AU ) ,,''l rK ( 300 1 f 1 HJI N ( 300 1 , 
61UASH(30D),ICO~CH 

CO"li10i\i lXXX/CONI 150) ,eTN( 150) ,CCL( 150) ,LCN 
CLJ!'Ii''iOll I Z Z l/ IN [lDP 2 ( 100) t NO E J G2 ( 300 1 , Ii) EL 2 ( 150, 20) , RES UL T 
CO~1t10N IEcE/,'WUf-l(150), IDELDi-I( 150,201 
CONMON IIJK/STOMD(300I,SUNFLW(3001 
C UMI"IOi~ / CC CI HIO;~ ( 300) t H1H.J ( 300) ,T '~D ( 300) ,r !·lIK ( 3001 
COI'H'lClN IV'IV/VDOOI ,K"I, I NUr-1i 3001 ,KNW1! 100,20) ,FLNU:-\( 100,20), 

&KFLAG(3001 ' 

CO~'-\i"im~ ITTT/IWEI 1501, 12j~lJ:'I( 300) ti<2~W:'!( 100,201 ,FL2NUI'H iOQ,201 
OIf"lENSIOhl ~lu(300) ,XHc)(300) ,X~1rK(300) 
I NT E G E R C iJ 'l , C T N 
R tAL 1,10, \\ H C 
r'l~j = b 
NK= j\lG 
l'li,;:;;'= LC:~ 
tlK = i-. K:;: 4 
DO 41 1=1,150 
NOEtII=O 

41 CO\IT HIUc 
DO 42 1=·1,300 
I2Nu:l(IJ=O 

4- 2 C lJ !'H HW r: 
DO 43 1=1,100 
Du 44 J=1,20 
KL:W~\( 1, J) =0 
F L 2 i'-l U 1'1 I 1 , J ) = 0 • 

44 C 0 ~H Ii'l U c 
43 ClJ~lT H .. UE 

DO 4 K= 1, !\jK 
S U ~-1 F L ,I ( K I = o. 

,4 CONTINUE 

THE NUMBER UF EDGES IN THE NET~ORK IS INCREASED TO (NK*41 

---------------------------------~---------~--------------------~-
T'/vID ( 1) =i'l) ( 11 
Tt'l,\ 1 C ( 1 ) = ~i H C ( 1 ) 
r 1 G ,"1 = i-' G - 1 
l)0 6 K=l,;'IGH 
K x = ( K ':: It) .. 1 
T HD ( K X) = \ll) ( K" 1 ) 
Ti'l,\\C (K X 1 =i"!!1C (1\ + 1 ) 

6 COiHINUc 
~===================================================== ============ 

T rI cPR CJ C ::: LJ U F, E BEL U \ i P k EPA RES THE N E T\~ J R K FOR THE 1'1 H~ - COS T FLO A 
ALGORITHM OF bUSACKER AND GOJEN 
==========~======================================================= 

DO 5 K=1,r~K,4 

TMD(K+ll=999999999. 
T ,\\ ~.\ C ( K + 1 ) = 0 • 
T 1'1 D ( l<. .. 2 ) = T ~.\ U ( 1<' ) 
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• 4- • .J U ~) •• , L r- .. J.-<' 

TM~C(~+-2)=TMML(K) 

r 
M 

T [.j 0 ( t< +- 3 ) = 9 q 9 <] 9 q 9 99 • 
T i'I~iC ( K +- J 1= Q. 

:. cu~n I i'JUi; 

'hl( SF'. T U.) 11 '" i<. 

IF(~D(1).N~.999999q9q.1 GO TJ 10 
T~Q(1)=9q9999999. 
T~D(3)=~999Y9~99. 

10 I) LJ '7 L = 1 , .'-1 G i'i 
I F ( I'! D ( L T 1 ) • i~ E • ') '1 q tJ 9 9 9 9 rt .) (, I) TO 9 
KV=(L:::t.,.)+-1 
H\ D ( r( V ) = 9::; ':i 99 <) 99:} • 
J f: 1{ = IT ~Il :'lI K II } 
T 1'\ 0 ( J':: F~ ) = ') 9 'i 9 9799 oj. 

9 CU~nIjJIJE 

J J j 9 I t: = 1 , :'j i\ 

STO~D(IE)=T~D(rEI 
39 ::i.J'H LWE 

D G 1. .;. I J = 1 , i'l K 
I F ( Ti-iD ( I J) .. I~ '= • 9 'i 9 99999 q .) Co I) TO 1 :t 
T :1 'vI C ( I J ) = (j • 

14 CON f I I'J U t: 
DJ 5b 1=1,:'11<. 
X w·\ C (I ) = f) • 

Xi·t·le ( 1 ) =T:;,'IC ( .i) 

56 CU,\HINUc 
~Jj<. IT E ( >i,; d 8) (J, T (.j!) ( J ) ,J = 1, I'JK ) 

1 3 F (j ~ ;-\ A T i 6 ( / ) , 1 5 X , ' ~ K C C G S T S ' ,/ / , 2. 2 ( 2 x., 4 ( I 3 , ' = = > ' , F 1 1 • iJ ,. 2 X I ,/) I 
================================================================== 
Fl'W THE i,::LATIOi'IS USUIG THt CAill)IOATE EDGE K:·', 

===================~====================~==~====================== 
I K = 1 NJ "'1( K i'll ) 

DU 7 J=ltlK 
N f{ = K ~l U ." ( K i'l , J ) 
\'/ K. IrE ( i·h-J , 15) ,'n, C LJi'l ( N F: ) , C HI ( ~.; R I 

15 FLJR'.1AT(///!/,l5X,'Tl-IE :~t:SULTS FOF: f<.EL\TIO,'J',I4tlX,'(FRO:-1 NODE', 
('. I;) f _ T) "JCJ 0 t: _, 13, ' ) , ,I, 1. ~ X, 56 ( '::: , ) I 

OU 22 LP=1,20 
IDE L 0 r1 ( r~:.o, , L P ) = 1) 

2 2 C iJ;H Pl U t: 
~~---------------------------------------------------- ------------

R~RUUTE THE CIRCUIT DE~AND UF RELATION NR 
------------------------------------------------------------------
CALL MINCTF(NR,T~DI 
IF( f-~ESULT. ::i,J.l.} GO TU 83 
================================================================== 
CHECK IF,; FE,\SIbLE FLO:J PATTt:FU~ IS O~\TArr~\:D 

================================================~===== ==:==:====:= 

I f ( I C.j i'~ UI .. E:J • 1) GOT 0 3 3 
7 CONT HI~E 

================================================================== 
CALCULAT~ THE FLOri orJ tACH '=DG~ OJTAI.\jED AFTER t-PPLYING THE 
36.::; ~LGL.lRiTH.'·\ 
==================================================7=============== 
DO 51 K=l,'% 
NV=I2IWH(i<.) 
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f ;Jj~ A V,'VSP.TU:1ITA'< 

OU 52 J= l, ;'~V 
S U ",1 F L;./ ( " ) = S U j., F L rJ I K ) + F L 2 i'lJ H I K, J ) 

52 CO~nIi'wt: 

51 CO,\jTLlUc 
GLl TO (35 

3 3 i~ ,~d T:: ( '" ' .. I t J 7) K "1 
61 FUi{;·iATlllltl2Y.,i:;:;;: 1-10 f=f:;;SI;:~LE FLu',; PATTEf{l\j rill) 3~:'=o',J FDUND, THEREF 

2.iJKf. EDGe', I3, I CAI\FWT dAVE A S:'1p-.LLER SYSTE,'\ ,]R. CA0rlOT BE O~U.:TED ::: 

88 R£.:TURill 
Ei-.D 
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·L.,.- JV . .JIUf\ v ;1/ S t J 
• 1 U. 'd I ;~ v ... 

SU3KOUTl~~ fSTA~2 

****************************************************************** 
THE FUi{i~AR.D ST.\R KcPRESEnTATILj'-J OF /, :'~=HiOqK (-TJ ~!E USE!) IN ELlI.G-) 

****************************************************************** 
C LlI'\ ,." Ol'l / AA A / r'J i\l , i'i G , L L L ,1\\0,' l i 300 I ,i1 T I~ ( 300 ) ,R E:-1C A P ( 3:) 0 ) , I HI Pl ( 300 ) , 

6IDASH(3UOI,ICO',CH 

CUMMON /llZ/I~OUP2(lOC),~OEOG2(300),IOEL2(150,20IYRESULT 
COi'lf-lOI~ /CC.C/Ii10i-J13001, P1TN( 3(0) ,H1D!30GI 
Dlr'lcNSII]ll NcDGE~( 1001 
NI<.= r'1G 
Ni<.=I~K;::4 

DO 45JI=1,NN 
I~EDGEL (J I 1=0 
INOOPZ(JII=O 

45 CUfHINUE 
DO "t7 IO=l,NK 
NOc:OG~IIOI=O 

47 CLYITI~Uc 

==================:=============================================== 
CALCULA1'E THE C)lJTGO.lNG DEGREE OF THe .. JOOES 
=========================~======================================== 
DO 1 K=1,NK,4 
LO~= I ~iWJ ( " I 

. i4ED u E2 (Lot{ I =["EDGf2 (LOR.I +2 
LOr<. = I In ii! i\ I 
I'Jc 0 G E 2 ( L 0 i{ I = N f D GEL ( L:J R. ) + 2 

1 CUNTI ;\jUE 

================================================================== 
FU~~ THe POINTER ARKAY 

================================================================== 
Ir .. ODP2111=1 
DU 2 lrJ=l,:'L~ 

Ii~ 0 D P L ( l\l + 1 I = 1 "100 P 2 ( I N I +'~ E 0 G ~ 2 I HI I 
2 CO~'lTli'lL:Jc 

============~===================================================== 
ASSIGN THE EO~ES TO ThE POINTER A~RAY 

================================================================== 
o 0 j K = I , ,', K , it 
LO~{= I ,''\OiH K I 
'Il=li~ODPZ(LORI 

~WcuG211lJ =1<' 
KOi<.= I n-n tH K J 
NOEDG2( IZ.ll=I)ASH(~ORI 
INOUPl{LORI=INOUPZ(LORI+Z 
LLlR=H1Ti-dKI 
(/,O'{ = IDA S H ( t<. I 
12= UJUDP2 (LUR) 
f·W ~ u G.2 I I l J = ;.\ CJ R 
NOEDG2{lZ+ll=ITWINIKJ 
I I~OJP2 (LJf, I = I ;'-jOOP2 (LOP. 1+2 

3 conT I I'~UE 
DO 4 l=l,r~:" 
If~OJP2 (l I = I;~OCP2 (I) -tIEDGE:2 ( I I 

4 C U~\j T1 !\~U't 
Ri:TURi-J 

'. 



.c- :.JUUf-Uf\. r UI\ V:'lf ') P • I U ') 1 I ;.,. K 
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V.'I( ~f).1 U·~ 11 At<. 

S U h R U U T U JC S H P T Ii 2 ( K R , L '.j ",10 I 

****************************************************************** 
THE SHCl/\TtST PATri ,\LGGRITH.'·\ (-TO ejE IJSt:D 1.'1 5&G-1 
****************************************************************** 
CDM~ON /AhA/NN,MG,LLL,MO~(300),MTN{3001 ,REMCAP{3001,ITWIN(300), 

&IOASH{300} ,ICONCH 
COI·lMOj·~ /XXX/Clm( 1501 ,CH .. ( 1501 ,CCLl1501 ,LeN 
C 01-1 M 0 i~ / Z l Z / I NOD P 2 ( 1 00 I , r~ 0 ~ CJ :.; 2 ( 3 00 ) , ICE L.2 ( 1 5 0 y 2 0 I " R. E S U L T 
CG~MON /CCC/IMON(30GI ,IMTN(300) ,TMO(300IiT~~C(]001 
D.I.'~EN$IJII lABL! 100), rPER( 100), ITEI'IP( 100) ,LSAVE( lOOI ,;'·10(300) 
INT~GER CUN,CTN . 
K 1: A L 1'10, f 1 , f.\l i"I , L h E\ L , L S 
HR=5 
1'11'1=6 
:\lt~ = ;'lG 
t,j K= ;\11<.:;: 't 
N I I = Nil 
ICOo'KH=U' 
------------------------------------------------------------------
Il-JITIALIZATiCJjJ: IT=i-1P(KI IS THe Tc'''IPOi'ARY FILE ,,.~HICH· CO,\TAUJS THE 
ilUDES Tb"1!-'OR:'RILY LA3ELi:[) 
------------------------------------------------------------------
D U :3 6 K = i , N ;.J 
IT!:."lP{KJ=U 

36 CU"lTLWc 
------------------------------------------------------------------
II J I T I A II Z A T 1 Dr, : I ;) E L 2 ( K R , L I I 1ST He. ~.1 A T Po. I X I·i I-j I C H S TOR EST H E E u G E 
NU~dEKS IN THE SHORTEST PATH OF TRAFFIC RELATIO~ KR 

DU j7 LI=l,LLL 
IOEl2{Kk,LIl=O 

37 CJ\lTINUE: 
U'l=ll 
:.1=99999999. 
===============================================~====:= ============ 

. IS IS THE i.~t:GH:.\lI;~G ~IODE OF RELhTIOt~ KR. 
================================================================== 
I S = C 0 f'~ ( 1', R J 
===============================~================================== 
IT IS TriE TERllI,'JATING i'-lODE or: KELAT IO:'l KR. 
================================================================== 
I r = c T :1/ ( K R I 
================================================================== 
I ~.~ I T I ALI Z :.. T i 0 i'J U F THe LAn E L S U F "J ODE S f) Y A ;) I G i\ Ij :.~ B E R :1 

IPER DE~OT~S THE FLAG OF THE ~oo~ 
o IF THE NODE IS ~OT YET PROCESSEb 
L IF THE NUDE IS TE~PORARILY LA3ELED 
2 iF THE ~UDE IS PERMA~FNTLY LAAELED 

================================================================== 
D U L U~ = 1 t i'H I 
L M S L ( UJ ) = i'i 
I P E K ( l:~ I = U 

================================================================== 

1 



r lJi< p, '.j.V Sf-'. I U:.Il I Ai', 

================================================================== 
LAfjUIS1=u 
IPEkIISI=2 
1=15 
LL=u 
++·+++++··++···.+ ••• + ••• ++ •• ++.+++t++ ••• ++++.t++++++.++++++.++.+++ 

START THE ALGORITHM 
++.+.+ •• ++++++.+.+.+++++++.++++++~+++t+++~~++.++++.+++.+.++++t++++ 

------------------------------------------------------------------
F I ~W r H t: beG INN H J G AND C ~,w 1; ~ GPO SIT 10 j.j S 0 F r·j:J 0:: I 
------------------------------------------------------------------

10 LdEG=lNJDP2III 
LEN~=lNUDP2(I~1)-1 

DO 20 L=L~EG,L~ND 

================================================================== 
TAKE THE EDGES l~ THE fORWARD STAR OF NODe lONE SY ONE 

=========F==========================================~= ============ 
K.f:=140EDG2 (L) 

cmlPAr~E I illTH THE Tr.!<'··lPjATr:~G ;'lODE OF THE EDGE lJ"~DER 
C Ut'J SID E R. A T I LJ ;'/ 

IF(l.NE.IMT~(KE») J=IMT~(KEI 

1 F ( I • 1: .J • I ;·1 T . ilK E )) J = I i'~ r:J;1/ IKE I 

SKIP TdE:: iI/DuE IF IT IS Pci{~1MJErHLY LA2r:L'=D 

IFII?E;UJ) .E~J .. 21 GO TO 20 
-------------------------------~----------------------------------
CALCULATE THE T,Er,~pOR;\KY LABeL OF Hk :-;DDE 

LS=LhBL(Il+M~IKEI 

IFCLS.GE.LABLIJ)) GO TO 20 
LA3L(J)=LS 
------------------------------------------------------------------
STOr<.E Tde eDGE i\U:·lf.':ER 'tlHICY IS USED I>J LABcLHlG t·IOJ:: J 
'------------------------------------------------------------------
LSAVE{JI=KE 
IF{lPc;UJ) .• j~c .. OI GO TO 28 
------------------------------------------------------------------
SeT THE FLAG OF rmOE J TO 1 
------------------------------------------------------------------
IPER(JI=l 
LL=LL+l 
------------------------------------------------------ -~----------

STCJi<.E THE'·IUDE ~JUrl(),i::~ I.'J Hi':: TEf.1PORARY FILE 
------------------------------------------------------------------

- I T c i'\ P ( L L I = J 
20 CU:Hr.~Uc 

================================================================== 
Fl'U TH:: !'lO:JE IHTH THE 1'IIr;IHUi"i TE;1DORh~Y LABEL A:W 
MAKE l~~ LAilEL PERMA~ENT 
================================================================== 
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Ncll()=lL 

If(LL.E<Jo'Jl GJ TO 80 
Dt:J 25 L=l,~,'dW 

Ij ;'1/ S P • T U:I I T:.!<. 

----------------------------------------------------------------

------------------- -----------------------------------------------
JJ=lTc,'-1P( Ll 

I F I i. P t R I J J I • f: :.; • 2 I C; 0 T 0 2 5 
IF-!lAi.ll{'JJI.GE.:''\II~l GO TO 25 
l-Hr'J=LAiJLI JJ 1 
NSAVc=JJ 
CU:HlfWt: 

===============================================~====== ============ 
CHECK FUR CUNNECTIVITY 
================================================================== 
IFIMIN.lT.999999q9.1 GO TO 228 
W ~ I TEL ;'L~ , 2 2 2 1 
FURr'IAT(///,l2:<, '::::;' THE ·\jET:W.~K UECMlE [)ISCON;~ECTED :;::::'1 
I C]i'ICH= 1 
GO TO 3U 
I PER I fl S A V t. ) = 2 
================================================================== 
C H E C K FuR T c R "1 I I'J:" T I 0 i I 

================================================================== 
IFI~SAV~.EQ4IT) GO TO 15 
1 .: ,'~ S A V f: ' 
GO'TO 10 
================================================================== 
BAC~TkACI~G ThE SHORTEST PATH 
================================~=============~======= ============ 

IJ=IT 

TA:<~c THE EDGE "JW18eR iJHICH IS USED I!'J LA2,ELH!G j\!O:JE IJ 

KK=LSAVi:{ IJ 1 
UI= lH+1 
IFILM.GTaLLLl GO TO 33 
------------------------------------------------------------------
Ir..PUT THE EJGE f,Ut·\f3ER INTO THf. IDELZ :'~ATRIX 

---~--------------------------------------------------------------
IuEl2('Kg,LHl=KK 
II=IJ 
IF ( I I • EJ. I ~1FJ I KiZ ) 1 I J= HIO:J( KK 1 
If-I II.EQ.IrWiHKK) I LJ=It~HJ(KK) 

IFIIJ.EQ.ISl GO TU 3D 
GO fO 35 

I \1 R I T E ( 1"', ~J , 4- 0 ) 
FUR"IATI///,l2X,":::;' INCREASE TH'= VALUe OF LLL M~O THEN USE THE ALGO 

6. KIT H MAG A ll~ ::: :;,' ) 
ICJI-..Crl=l. 
ReTURN 
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J UU "U i\j A v 1-1{ S P • T Ud I TAt<. 

SUlJkOUT I ~JE M IfJCTF I KR., X~'ID) 

******************************~*********************************** 
THIS SUJROUfIi'iE CALCULATES THE I-1INIMU:·1 COST FllJ,~ PATTERN FRlJi\1 S TO 
T WITd A SPECIFIED FLO\'} VALU:: ( DUE TO tlUSA.CKER LY, GOi~E~'J ) 

****************************************************************** 
(D~MON /AAA/NN,MG,LLL,MDN(300) ,MTN(300),REM(AP(300) ,ITWIN(300), 

&IOASH(300) ,ICO~CH 
(Or'L'10!,1 IXXX/CU;,l( 150),CTN( 150) ,(CL( 150) ,L(N 
COMMON IZlZ/INOUP2(lOO) ,NOEDG2(30D) ,rDElZ( 150,20),RESUlT 
Cor·!.'.tO:'~ IEEE/tlQUt-H 150) ,IOELDI.1I150,201 
CiJ:~i'IOI~ IIJK/STOf10( 300) ,SU.'IFlIH 300) 
C i.J ,'.1 M o;-~ 1 (C C / Itl 0 N I 300) ,I l~ Ti,d 3 00) ,T >10 ( 30 0 ) , X '" IK I 300 ) 
CLJH;"lOi'l / TTT INUE ( 1 SO I, I 2i'llJl-lI 300) ,K2t~Uf.l( 100,20) ,FL2NU,"! 1100,20) 
o 1 I'k N S I LJ NFL 0 ,II 3 0 (j) ,l F LAG ( 3 00 ) , X r·lQ ( 3 a () I ,0 l D ; 1 rJ ( 3 J 0 ) 
IIHEGtK. CU~J,CTN 
Hti=6 
VALUE=O. 
NK=r-lG 
NK=fIlK'::4 
r~OU"'I(KR1=O 

DO JZ J=l,r'IK 
x .'·10 ( J I = 0 • 
;{ ,·lD I J I = STU >, L; ( J ) 
LFl;..GIJ)=U 
CLr~T IJIIUi: 
OU 50 K=1"~t\,2 
IEJ=IUASH(Kl 
..< H;''\C II EO) = 0 • 

XMOIIED1=999999999. 
I C (J.'J T I NU':: 

\.-/ R I T E ( i~i,j ,3 6) (J, X H :.\ C ( J I ,J:: 1 t N K ) 
l f J K ;-\ A T ( / 1 1 , 1 5 x , I I NIT I A L FLO ',/ V A l U E S ' , / 1 , L 1 ( 8 X , 8 ( I 5 , ' = =) 1 t F 6 • 0 I , 
61/1) 
+++++++++++~+t++++t+++++~+t++++t+++++++tt+t+++++++++++++++++++++++ 

S T 1\ ~ T T H [ ALe J F~LT i-l t'i 
++t+++t+++tt+++++++tt+++++++t++.++++++++++t+++++t++tt++++++++++++t+ 

DO 55 I=l,NK 
IF(X'i.:"lC(I).LT.O.0001E+OO.OR.Xl'l'.IC(II.GT.O.9,"49999Et 00) GO TO 55 
X (-'\"1 C ( I ) = 0 • 0 E + U 0 
CONT IiWE 
DO -n JK=1,f~K,2 

IF(X"li-1C(Jk).('it::.O.) GO TO 76 
XMD'JR)=g999q99~9. 

JFClk=lDASH(JRl 
XMDIJFOR)=9999~9999. 

GO TO 77 
:, IFCli{=lDAS1-IIJR) 

If! X:1HC( IFOR) .1:;.).0.) GO TO 77 
HiD! IFOi~) =-XI'!u( JR)' 
CU~ITINUc 

DO 1 5 J = 1 , " K 
ClLOHOIJ)=O. 
OLDI'lD (J )=X"i[) ( J I 

5 CO\lTli'.JUt 
=====================================::===========================::' 



.JUU i"l L I". v :-1/ S P • T U :H T A K 

R f 1"i L.J V t: HI t ,.j E G ,4 T I V E . COS T S 

~:~~=;~~~~;;~~;~=~================================================ 
IF[RESUlT.E~.l.) GO Tu 10 

~~~;=~~~=~~~~~;~~=~:~~=;~=~~~:~~;~=~~============================= 
~:~~=~~;;~~;~~:~~:;~;~============================================ 
IF! lCO"1Vi.E:J.1) GJ TO 10 
\~ id T E ( \1'r, , Lt 3) (I J E l2 ( K R , J ) ,J = t , L i'1 I 

, ~~RMAr(////,15X,fIDEL2 E~T~IES',/,1LtX,10ILtI 
~u 16 JK=l'I~K 
XHu(JKI=J. 
XHO( Ji<.I=OLDr,,'IO( JK) 

I CUNTINUE: 

====================================================~============= 
CJ,\jSTRUCT THE HKf{E!1Er'~TAL GR..AP'-I 

================================================================== 
------------------------------------------------------------------
CALC.ULATE THE LAR.GEST Ar-iJUNT ,]F FLm~ ( FtHtl ) Ti-IAT CAl'! EE SENT 
ALOillG Trlc PATH 
------------------------------------------------------------------
F:lIr~=99999199. 
o J ~ L = 1 , L 1/; 

KX=lDEL{::(KRfLl 
IF(XH:·1C(KX).GE.ft~HJ) GO TO 2 
r:--H j~= t. r'~I'iC ( KX I 
C. 0 ,\1 T Il'~ U t: 
V A L u C = V J .... L U E ... F :-1 I ; ~ 
A~rTE(MW,571 F~I~tVALUE 
F~~M~T(//I/,15Xt'INTERMEDIATE FLO~ VALUE=',F6.Q,/.15X, 

c. • l U 1'1 U U\ T I v E F L I) ;~ VA L U E = , , F':) • 0 ) 

--------------------------------------------------~---------------
CHECK IF THE GIVEr'J Flml VALUE IS EXCEEDED 

IF(VALUE.GT.CCL(KRII GO TO 7 
================================================================== 
U?~ATt. THE FLChlS orj THE EDGES 
================================================================== 
DO '3 L=l,U'\ 
K L = IDE L 2 ( /'~ r!, ',L I 
FlY.J( KU =CJ. 
F L] ri ( i<. U = HE N 
If(FLO~(KL).GT.XM~C(KL)1 GO TU 3 
X H:'t C ( t\. L ) = X r 1 :'1 C ( K L ) - r= L 0., ( 1\ L ) 
------------------------------------------------------------------
IF KL IS A SiJLIfJ cI)GE, DcCr.'E.~St TriE FUr...: O!\l ITS T\iIi~ SOLID EDGE 
ArJD I NCR cA Sc TH E FLJ ,./ Oi~ ITS D;\SHEO E[JC~ 3Y THE A:·lOU\JT PH ~·l 
------------------------------------------------------------------
IF(KL/2*2.EJ.KLJ GO TO 19 
J 0 R. = I nil 'J l K L I 
X ;'1 ~1 C ( J 0" 1= X :-,,' I C ( J (J K ) - F L C ~ 1I K L ) 
-----------------------~------------------------------------------

IF KL IS A OASHED EOGE, INCREASE THE FLO~S O~ ITS SOLID EDGE A~D 
ON THi T~IN OF ITS SOLID EDGE 3Y THE AMOUNT F~I~ 
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J LJ:i \'\ ! ... '11°11 .Jr·. I U )1 I.J-\I\ 

------------------------------------------------------------------
KG~=Il)AS'-1{ KLl 

------------------------------------------------------------------
IF KL IS A SOLID ~OG~, GJ TJ iJ 
------------------------------------------------------------------
[F{KGk/2*l.EQ.KJRI GO TO lB 
:': 0,::; .:: I T ~"I I ~~ ( t<. u:~ ) 
X 1'\ "1 L ( :KJ K I = X ;.: ~.~ C ( I·lf) ~U t F L.] ;-/1 1<. L I 
:;LJ ro 1 . . ================================================================== 
Ui>LJATt: hiE :ClSTS JF THe EDGeS 

================================================================== 
IFILFLAG{~J~I.E~.il GJ TJ 1 
L F LAG ( K J ~{l = 1 
Xi··,D I KLHO =-Xil)l KL) 
I F I X .~':K ( K L I .!J c • 0 .) G IJ TO 3 
IFILrLA;:;(KLl.E:Cl.lI GO TO 3 
LFLAG(KL}=1 
XhO(KLI=9~~99~99q. 

IF(LFLAG(JDRI.cl..i.Ll GO TO 3 
Li=LAGIJlJRI=l 
XM)IJDR}=999999999. 
ClJ,\jrli~Ui:: 

',1 R I T E ( ;.\ ,i , 7 3 I (I I X r-\ ~.\ C ( I ) ,I = 1 , !~ 1< ) 
F 0 ;.;. \,.\ A T ( /1 / / t 1 '5 X t ' u P 1) /l. T E J F L J'Ii' V:.. L U E S' , / / , 1 1 ( 3 X , 8 ( I 5 , I = =) " F 6 • 0 1 , 
~/ /l I 
V [) U j-\ = V A L J t: 
FOUi-\=fIU\j 
------------------------------------------------------------------

IFI'JALUt:.Lc.CCUKRll GO TO 20 
'JDU;'I=F i~l r~- VALUE +- CC L (KR.) 
F [J U ~\ = 1/ 0 LJ \\ 
;'lCJE ( KR) = Ul 
t·1 LJ 1-1= r·H.J Uf'" K ~ I 
·WUI·\ (I<.R) = ,'·JDUi·l (KR. I +-U·\ 
DO 't 0 L = 1, Ui 
KA=IDcLZ(KR,l) 
------------------------------------------------------------------
:O~VERT TH~ EOG~ ~UM3ERS TO THEIR ORIGINAL VALUES 
------------------------------------------------------------------
XKA= rLLJi\ T I KA 1/ it 0 

T i\t~.= Xi<,. A- I ;'.T I XKA 1 
IF( TKA .. E:J.Cl.1 GO TO 4 
Ii\jE li= I"n (;<,,1\+ 1.) 
GU TO 5 

r r l\j E ;,; = un I x K A I 
I 2Nut'\( HIE,; I =iI 2;·ll.WI I r:~F)'11 ... 1 
I 2 = I 2 Ii U ;"'\( Ul t: \./ ) 
DO 25 J=1,I2 
IF(K2;,.Ui.\{I~jc',1,J).EO.!(R) 'GO T.J 35 
Cu'HI i\jUc: 
K2~U~IIN~~,121=KR 



r Ui{ V ,'I ( ~~' • 1 U --, 1 I i:;r\ 

IF ( T K A • j-l C • J.) GOT iJ 81 
FL2NU;vl( 1:~EI~' 12) =-FDUi-\ 
GO TlJ 82 

FL2NU~(I~e~,Ill=FUUM 
KK=Lt-IWi'\ 

---------------------~--------------------------------------------

------------------------------------------------------------------
OJ 'i-5 K=l,K:<' 
IF ( I D t L 0 ,·Jill<. i:~ , K I • E J. HI t \1 I 
IDE L D t-I ( r\. R , I( i<.. I = I ,'j E .~ 
CU01TINUE 
Gu TO 4U 
I 2 ~W :~ ( H; f ,/ I = I 2 :-! U i-1{ I :-j c Ii I -1 
1FITKA.iH:.O.1 GJ TO (3j 

(j~J TO 48 

F L 2 iJ U , .... 11 I f lC .1 , J ) = F L L 'Iu ,'-1 ( I r'J f:: ~i , J I - F U Ufo', 
GU TO !tU 

3 F L 2 n u ,-I { i ~J::: (,I , J ) = F L 2 rlU ',\ ( L'~ E, I , J I + r- DU :'1 
) CLHTL\JUC: 

.~ SUj-\=I'iDU,'·\ ( KR.) 
LJ G 2 2 " J = 1: , 11 S U '.~ 
IF(~DELJ·HKk.,KD)~:,l[.O) ~'J T8 22 
.\1 CJ U 1'1 ( K R ) =:'J I) U H ( K R ) - 1 

2 CL.nTlrJUc 
1 11=0 

() U j 2 !<. i = 1 , :.~ s U !.\ 
If(IDt:LO···.{Kk,r<.l} .. ;'~E.O) GO TJ 26 

. I () E L [), 4{ ;'~ ~. , K 1 ) = I D t: L 0 I"'d i', R , K I .. 1 I 
IGELDMIKR,Klt-ll=O 
GLJ TO 52 

6 11=11+1 
2 CO'HINlJc 

IF ( I I • "H:: • i'oj D U ~H K R) I GOT J 5 1 
================================================================== 
CHECK FUR T~RMI~ATIJN 
=====================================================~============ 

IF(VALUc.GT.CCL(KRl I GO TO 21 
IF(VALUE~Lt.CCL'K~I) GO TO J 
GO TO li 

n V A L U E = V [) U j'l 
DO 12 L=l,L,"1 
KL=IDcL2(KR,Ll 
XM~C(KL)=XMMC{KL)-VALUE 

IF(KL/2*2.~1.KL) GO TJ 37 
I X= I T Ii I 1' .. ( r~ L ) 
X ~'rv'i C ( I X I = ;<:1 n C I I X I - V A L t.J E 

37 I~=IDASH(i\.Ll 

X ~\ '~ c.. I 1 R. ) = X t-\ i.! C ( I R I t- V A L U f 
IF(lR/Z*2.EJ.i~1 CO TO 12 
I 1'1 = I T .~ I :.~ ( I R ) 
X i", ',I C. ( 1 1,1 ) = X ~.i:'\ C ( I,~ ) .. V A L U E 

12 C LH TI i\lUE 
11 ~I KIT E ( H ,.J ,::; ICc.. L ( K i";') y { J ,. X 1/,1";( ( J ) ,J = 1 t ,\ K I 
9 ~U~MAT(I//1,15X,lTHE GIVEN FLOW VALUE=' tF5.0,/!/,15~,tFLOWS ON ARC 

/:I. S I ,/ I , 11 ( .:3 X , 8 ( I 5, • = = ') " F 6 • 0 ) ,/ / I I 



GU TO 23 
i( S = I~ DLJ ~.l( K!{) 
DJ 24 i·1=ltKS 
I LJ:: L D i"i ( ,n , "l ) = 0 
C O'H I j\lUi: 
KETURfi 
Erw 

A Vi-i/SP.I d~1I 1.4r~ 



, 
h 'J :0\1 ~? • I lJi 1 I f\ I~ 

****************************************************************** 
CJ~VEKSIJN OF THE MET~aRK ~ITH ~EGATIVE COSTS TO A~ EQUIVALENT 
NETi/ORi<. rl;,IJHIG NOi\l-i~~GATIVE COSTS 
****************************************************************** 
C LJ ~,1tvj 0 hi / A A ;~ /tJi'j , ~.\ G t L L L , t '\ J t,! ( 3 Q 0 ) , r.jT ~'H 300) ,p, E f" C .\ P ( 3 00 ) , I nJ Hi ( 30 0) , 

&IDASH(3U01,ICONCH . 
C WH·, O:-l / Z II / L'W 0 P 2 ( 1 0 0) , 'J 0 E: 0 G 2 ( j 00) , I D = L 2 ( 1 5:) , 2 0 J ,? E S U L T 
DINE~5IUN XM)(3UOI ,CBAR(lOO) 
;·hj=6 
N~,=HG 

\lK= folK:;: 4 
RESULT=O. 
=======================================================~========== 
IF THE CJSTS ARt ALREhDY NON-NEGATIVE, RETUR~ 
================================================================== 
DO j J=l,i~K 

IF(XMO(J).LT.O.J ~O TO 11 
3 CU:HHjUi.: 

GO TO 10 
+~+++++~++.~++++.+++++++.++ •••••• +++++++++.++ •• +++++++++++++++++.+ 

START ThE ALGORITrl~ 

1 IT=1 
8 ICT=C) 

DO 1 1=1,i'jt'l 

AHOliG THE EDGES 1\1 THE FlJRIJ;\qD STAR. OF I~OOE 1, CHOOSE THE JnE 
:.-a T H T HI.: r-II ;'l H1Ui'\ e.0 S T 

CBARII)=9999g999. 
L D E G = I :W) P 2 ( I ) 
L~~J=I~UDP2(I+l)-1 

[) 0 L L = L j E G,L C ,\1 J 
KE= :,JQcOG2 ( L I 
IF(XMDIK~) .GE.CdAR(Il) GJ TO 2 
C 6 A ~ ( I ) = :< 1'·1 CJ I K. E. I 

2 C O,\lT L'I UE 
IF( CHAR! I) .GE.G. I GO TO 6 

--~-----------------------------------------------------------~---
UPDAT~ TH2 COSTS OF TrlE EDGES 
-----------------------------------------------------------~---~--

)U ~ IL=LJEG,LENO 
K E = l'-j 0 t: J G 2 ( I L ) 
'·1 O;Z ,= IDA S ... 1 ( f~ c I 
XM)IKE}=X~~IKE}-CJ~R(II 
XH)! ,'.\O~ I =X',IO I :l;]K) +CL~f{ ( I) 

4 (O'H I >~UC: 
Gu TO 1 

6 ICT=ICT+l 
1 C U~lT I iWi: 

================================================================== 
CHECK FOR TERMINATluN 
===============================================~================== 
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A V .. t:!SP.TU~)IIAY. 

IFIIT.Gi.lhJh+111 GO TO 7 
1T=lT+1 
GO TU g 

================================================================== 
CHECK FO~ tli:GATIVc CIRCUIT 

================================================================== 
I F I IT. r1t:. I ~L'I t 11 1 GO TO 1:) 
\~ KIT E ( :·hl , I:; ) 

FJU1t,TI///,L2X, ':::;:: THERE IS A "lcGATIVc CIKCUIT Pl TH~ i'~ET;iORK ':::::'1. 
R.ESULT=l. 
RE TURI~ 
Et"lD 

159 



A 'nil SP. T UU 1 I AK 

*********************************~*******************~************ 

****************************************************************** 
(Llr-p-lON / AAA/r~N, ;"ll;, LLL, /-1mJ! 300) ,HHd 30U) t K E~"C.~P ( 300) ,IT',~ p~ {300,., 

(SIU,ASH! 300), 1 (O:--I(H 

C u ~11-l Q,'l / X x x leu: H 1 5 0) ,C TiJl 1 5 Q) , ( C LI 1 5 {) t LeN 
(Ot'\i-lO:~ IXYl/lhO~P! 100) ,!'iOE:JGE(300) ,lOCL1! 150,20) 
( 0 ''\ i-1 0 N III Z / I NOD P .:: ( 1 00) ,~'l 0 ED G 2 ( 300) , I ~) E L Z ( 1 50 t 2 0) t RES U L T 
C () /vi ;\'0 I ~ / E U: / :~ 0 U i'1 ( 1 ') 0) 1 I [) t: L 0 I'll 1 50 , 20 ) 

. C [j 1'-1 i"l 0 N / Y Y Y / F C iJ S T ( 3 ) ,U v C ( 3 ) , CAP ( 3 ) , L ( I N ( '3 a 0 ) ,C U RC A P ( 3 0:) , X F UJ ( '3 0 I) ) 

COMMON /IJK/STOMD(300),SUMFLW(300) 
C U 1".\1 m~ / v v v / v ( 3 00 ) , K :." , I ~l U t-1 ( 30 0) t K N U t.'1 ( 1 I) 0 t 20 ) , F L ~~ U H ( 100, 20 J , 

6KFLAG(3uO) 

CCJt'11'lm~ ITTT/IJO::;ll;OJ, I Zi'JUI'1( JOO) ,KZfW''i( 100,20) ,FL2~jUH( 100,20) 
D I',\C N SIC i .. 1 C V T { 3 I ,r'm ( 3 0 1]) t ( 0 S T ( '3 00 J ,( IJ S T D R ( 300 J , (D S TAR ( 300 I , 

~ :'mN ( 150) t.s T J R c ( ::> 0 \) J ,S TO F U. ( '300) , I D U i'~ ( j DO) ,1\ Du t·1( 11) 0, 21) , 
(j. r L () U «\I 1 (J 0 , 2 () ) , S T Q C J\ P ( 300 ItS T Cl C I i~ ( 300) , S I:) R ( 3 0 Q) , E x C ,~p ( 3 0 0) , 
6 I 5 Y S ( .3 0 iJ, 20 ) , i ,\) U E X ( 300 ) ,S TO D E X ( 300) , r S T 0 S I "3 00 , 2 0 ) 

H.JTcGi:R CJ>J,CHI 
REA L HD 
/'iK=5 
;'11'1= 6 
R t: A J I ,"1 K, 1) L L L 
F (j ~ :., A T I I 2 ) 
REA D ( i'l R , 2) :,\ G , ~H j 
F 0 K ,-I A T ( 2 ( 2 X , 1 <t) ) 

i'ii\ITEI/'hd27) i'lG,NN 
7 F Ll R HAT ( I I I , 1 5 X, 1 "" G = f 1 I 4 , / , L 5 X t ' N"~ = • , I It ) 

REAQ(HR.31 LeN 
3 FOR.,'-'!ATI2X,I4) 

NK=HG 
NK~=LCN 
\'/RITE (;.I.,.,.:t) 

4 F U r~ ~'l A T I I / I , 1 5 A , 1 t·~ J:l • , ? X,' (/1 T ~~ I , S x , • ~ 1 D', 5 X, ' E X CAP • ,I ) 
DO 5 K=l,Nr( 
i{ c t- U I 1-1 R t 6) H {] ,j{ K ) , t-IT /'1 ( I<, ) , ~-1 D ( K ) ~ c x ( h P ( i<. ) 

6 FD~MAT(2I<t,2(2X,F5.0» 
Ii i\ I T c ( f,\,~ , -,) i'l J ; 'I ( K ) ,i-I H d K ) , M D I K ) ,E x CAr ( K ) 

7 FU~~Ar(1~X,I~,4X,14,2X,F5.0,5X,F5.G) 
5 C o:n I t~Uc 

,I k. I T E i /'hi, iJ ) 
8 FUR i'l A T ( / / / , 1:> x , ' (IN ' , 5 X , , C T fl ' , 1) X t ' CeLt , I) 

Du 9 IC=l,:H~~ 
K f: k 0 { i'i f{ , 1 0 I ( J ~~ ( Ie) ,( T 'H I C I ,( C L ( Ie) 

o F CJ R i·1 ;\ r ( 2. ( Z x , I 't I , 1 x. , F 6 .. 0 ) 
9 co~nHWc 

D 0 7 5 5 I = I t I'~ !\ 
~O 756 J'=l,LG 
ISYSII,J)=O 

6 (J:HLiUE 
,5 Cl.J~HINUE 

========~=~======================================================= 
SO~T THE CIKCUIT OEMANDS IN DESCENDING ORDER 
==============:=================================~================= 
CALL S llid 
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A V,-I/SP. TUJITAK 

DJ 59 IC=l,NKR. 
\., R I T E ( fwi rJ , L t) C OJ'.l I Ie) ,C T N ( Ie) ICC L I I C ) 
FORMAT(14X,I4,4X,14,4X,F4.0) 
CONTINUe 
.-I K. I TEl ~·I,.1t ::I 6 1 
F LJ R .. " A T ( I I / , 1 c;:. X. 1 ' S Y S r :: t'l' ,5 J\, 'F cos T ' , 5 X, I U 'J C ~t , 1 2 l( , t CAP' ,I I 
DO 22 1=1,3 
R.':: AD ( 1\1 ~ t 5.:.;) FeD S T ( I ) ,U v C I I I ,C A P ( I ) 
FO~MAT{2X,FB.0,lX,F~.1,lX,F9.01 
v: kIT E I '-1 ;'r9 ':f 1 I, Fe Cl S TI I I ,U v C I I I ,C A P I I ) 
F 0 K I'j A TIL 7 X , I 1 , :1 X .. F 3 • 0 , 2 X , F 6 .-1 , 5 X , F.1 0 • 0 I 
C U~H I :'JUt: , 
================================================~================= 

================================================================== 
CALL FSTAR. 
vJ KIT E ( ~\ ,; , 1 9 0 ) 
F LJ ~ 1-1 A T< ·tl I) ,l 2 I , I + + F ~ T A;:: J F THE NET \W R K H') 

tl KIT E ( :·1 •• t 2 9 I (I i'1 00 P ( I ) , I = 1 , N ~~ I 
FORMAT{II,lSX,'INUDPIII',/,9X,lOI41 
IIi<.. Z = Nt<.:::2 
,~R IT E ( f·hJ,:;' ~) (~'JOE DG E { J I.' J = 1 ,~~K2 I 

I F LJ R :'1 A T (j I I , 1 5 X , • N JED G E ( J I • f 5 I / , 9 X I 2 0 ! 4 I I 
================================================================== 
CALCULATE THE SYSTEM COSTS 
================================================================== 
00 51 J=1,3 

- CVTIJI=FCuSTIJI+UVCIJI*CAPIJI 
C J ~'i T I ;~ U t: 
================================================================== 

================================================================== 
DO 50 !'(=l,~K 

X F L vi ( i<.. I = i) • 
1FIEXCA?It<.I.EJ.0.1 GO TO 350 
CURCA?IKl=EXCMP(KI 
IF(i::XCAPlt<l.GT.CAPllll GfJ TO 352 
INDEX{r~l=l 

15YS{K,lI=t 
CDST(KI=UVCl11*MDIKI 
GG, TO 351 

Z IFIEXCAPIK1.GT.CAP{21 I GJ TO 353 
I i~ [) :: x ( K I = 1 
ISYS(K,1l=2 
COS~IKI=UVC(21*MDIK) 

GO TO 351 
3 I :'~ 0 E x l K I :: 1 

ISYS(K,lI=3 
CUSTIK)=JvC(31*MO(KI 
GO TO 351 

o CU~CAPIKI=CAP(ll 
LCIN(Kl=l 
C J S T ( K I = C V T I 1 I ::: :'1 D I K I I CAP '( 1 ) 

1 I:~UI-HK1=J 
!DUf'\(K)=J 
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CClNTHJUi: 
DQ ':'00 I=ltLOO 
DU 101 J-=1,20 
K ;'oj U 1\1 ( I t J I = 0 
F L 'J U rl,( I , J I -= 0 • 
;" D J i'l I 1 , J ) = 0 
F L J lJ'~ ( I t J I -= 0 • 
Co\n r;"jUE 

I CU'HINUi:: 

V ;'.\/ S P • T U:l IT:.. K 

-======-=~============-=====-========================================= 
CALCULAT~ THE II~ITIAL FLOWS ON THE ~DGES 

===============================================================~== 
DO 12 KR=l.,I~Kj,; 

.-1 KIT E ( ~'H'I t 1 :; I K R t C Oi'~ ( K R I t C Til ( ,( R I 
F 0:<' i~ A T ( / I / 1/ t 1 5 X t ' THE RES U L T S FOP. R E L ~ T 1 0 1'~' t I 4, 1 X , t I FRO ~ i'l 0 DE' t 13 , 

0,' TO iWUE',l3,'I',/,14X,5b(':;:I») 
------------------------------------------------------------------
FINO T~E SHORTEST PATH OF RELATION KR 

CALL SHPTHIKR,IElN,COSTI 
lFIlCO':CH .. E";.l) GO TO 12 
-,.j R IrE ( :1 ;', , 2 5 I (I DEL 1 I K R , L) , L = 1 , I c L r,j I 

, FUR. ,'\ A T ( / / / , 1 5 /.. , • IDE L 1 E."l T R I t: S • ,/, 1 4 X , 1 0 I 4 I 

ASSIG~ THE FLO~ CCL(KRI TO THE EDGES Q~ THE SHORTEST PATH OF 
RcLATIOi',j KR 

NNN I KR) =1 c.L'~ 
j) 0 5 2 L = 1 , I E L ;,j 
K=IUELt(~R,Ll 

INUMIK)=INUMtK)+l 
IL=INUI-l(K) 
KNUi-\{K,IL)=KR 
FL~UM(K,ILI=CCL(KRl 

XFLWIK)=XFL~(K)+CCLIKkl 

IF{XFLWIKI.LE.CURChP(KII GD TO 52 
------------------------------------------------------------------
UPDATE THE SYSTEMS, ON THE EUGES 
------------------------------------------------------------------
IF('EXCA?{K).EJ.O.) GO TO 33 
DIFF=XFLUIK)-CURCAP{K) 
IFIOIFF.LE.Q.1 GO TO 52 
IF{DIFF .. GT.CAP(l» GO TO 952 
CURCAP{KI=CURCAPIKI+CAP(Ll 
INOEX(K)=l~JEXIKI+l 

. IN = HID E X I J<. I , 
I S Y S I K , I ~'J ) = 1. 
CUSTIKI=CVT(1)*MDIKI/CAPIll 
Gu TO 52 

2 IF(DIFF.ST.C~Pt2» GO TJ 953 
ClJRCAP(KI=:URCAPIK)+CAoIZI 
INDEX(KJ=INDEX(KI+l 
IN=INDEX(KI 
ISYS(KtlNl=2 
C US T I K ) = ( C V T I 2 I - C V Til ) I :;: ;·1 D { K } / { CAP ( 2 ) - CAP I 1 I I 
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A 

Gu TO 52 
CU~CAP(~)=CURC~~(K)TCAP(31 

,INJEXIKI=INDEX(KI+l 
I.'~= 1 NDEX (K) 
ISYS(Ktl~'JI=J 
COST(KI=(CVT()I-CVT(21 )*~D(KI/{CAP(31-CAP(2) I 
GO TO 52 
L C I N ( K I = LeI i'l ( K I + 1 
LS=LC un K I 
CU~CAP(KI=CAP(LS) 
IF(XFLlHKI.GT.CURCAP(Kl) GO TO 33 

---------------------------------------------------------------
UPDATE THE COSTS THAT ARE USED IN FINDING TH~ SHORTEST ,PATHS 
--------------------~---------------------------------------------

, COS T I K )= ( C V T ( LSI - C V TIL S -1 I I ::' "'lD ( K ) / ( CAP ( LSI - CAP ( L S - 1 I I, 
CO'HIIWE 
WRIrE(M~,551 , 
F CJ R i'l A T ( / / / , 1 5 X , • E DG E I ,3 X, I X F L y.j I , 8 X , I EX CAP I t 8 X , I CUR CAP I t iJ X f I CDS T ' , ' 

6./) , 

DO 53 J=l,'-IK 
'tI R I T E ('J\ Ii, 5:t I J t XF L'tJ ( J I , c XC A P ( J I ,C uq, C to. P ( J) , CO S T ( J ) 

~ FU~MAT(14X,14,5~,F8.0t8X,F5.0,4X,FIO.Ot4X,Fa.O) 
3 CO 'J T I I~ U t: 
2 CLJ'JTII~Uc. 

DC; 77'-1 II=l,NK 
IF(EXCAP(IIJ.NE .. O.)GO TO 779 
IF(,\FUHUI.E.,l.J.1 GO TO 779 
LL=LCIN( II), 
15YS( 1I,Z)=LL 

'.} C U 'n I i'l U t: 
. :,'1 R I T E ( ~lri , 44 J I 
W~ITE(MW,4491 «(ISYS(K,ILI ,IL=l,lO) ,K=l,N~l 
\1 R I T E ( ~.\(/ , 3 6 ) 

6 F 0 f{ j'l A T (j / / / ,1 :> x y , K ~W n ~'lA T R I X ' ,; ) 
WRITEI;·',\-/,231 .(liOllJ:'llK,ILl ,IL=l,ZOI ,~=l.,~;Kl 

3 FO~MAT(9Xt2JI4) 
~J R I T E ( tIl \-/ d 9 ) 

9 Fa~MAT(////,l~Xf'FLNUM MATRIX'./) 
11 R I T E ( t·lI/, 2 ltl (( F L N U H ( K , I L I , I L: 1 , 20) ,K = 1 , ~,J K ) 

4 FQ~~AT(9X,ZOF~.OI 
D 0 3 8 I = 1 , t'4 r, 
STJR::( Il=CD~T{ I) 
STJFLW(ll=XFL~(l) 

c:; TOCAP (I I=CLlRC ~P ( I) 
'STOClj'~( I )=LCIN( I) 
STJLJEX( i )=!iWEX( I) 

,8 C!J\JTIIWi 
LlU 1000 I=l,NK 
DU lOCH J=1,20 
ISTUS( I,Jl=ISYS(I ,Jl 

) 1 C iJ\H r;~Ut 
)0 CdlHHJUc 

======================::========:=~========:===:==== 

'~:~~~~~;~:;~~=REAL INITIAL COSTS OF THE EDGES AN) 
THE IiHTIAL TOTAL COST OF THE NETh'ORK 
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================================================================== 
,-uu T!: ( 1·11'1 , 7 0 J 

I F C ~ ,'-1.4. T ( 5 I / I , 1 5 X , • I NIT I A. L FLO ',~ S LJ i'l E 0 G c S ' , / / , 1 5 X , , ED:; E' , 3 X , f X F L 1/ ' , 
&8 X , ' EX CAP' • U X , 1 C. 0"5 T b R f ,/ J 

DO 71 L=l,"lK 
LS=LCPJ( LJ 
I F I X F L i-i ( L I • j\J E • 0 • I GOT 0 30 Q 
COSTBR(Ll=O. 
GO TO 301 

I IFIEXCAPILl.E..l.O.1 GO TO 955 
IFIXFLWILJ.GT.EXCAPILI) GO TO 355 
Il=lSYS(L,l1 
COST3R(L)=UVCIIZ)*XFLWIL)*~OIL) 
GO TO 301 
COSTBkl Ll=O. 
IC=ISYSIL,l) 
ID=l"lDEX(L) 
o LJ 4 't4 J J = 2 , I D 
IL=ISYS(L,JJI 
CUST3~IL)=CUST3k(L)+(FCOSTI IL).UVCIIL)*CAPIIL))*~DIL) 

t CON fI rWe 
CUSTO~(LI=:JST~R{LI.IUVC(ICI*CAP(IC)*MD(LI ) 
DIF1=CU~CAPIL)-EXCAPILI 

DIF2=DI'F1-(XFL~ILI-EXCAP'LI ) 
IF(UIF2.~T.CAP( 11 I GO TU 660 
C u S TrJ iU L ) = C US T lH{ I L I - ( U'.J ell) :;, [11 1= 2 :;, :·10 I Ll I 
Gu TO 301 

~ IF(JIF2.GT.CA?12») GO TO 667 
CUST9kIL)=COST3~IL)-IUVC(2)*DIF2*~D(LI ) 
GO TO 301 

7 CuSTGR(L)=CUST3RIL)-(UVCI31*DIF2*~D(L)) 
Gli TO 301 

5 C [J S T :5 k. ( L I = ( Feu S T ( l S ) + U V C ( LSI ::' X F L \~ ( L I I ::'"1 D ( L ) 
1 iHd T E ( /,1. j , 7 2) L, X F L'.:' I L ') , t: X CAP I L ) ,C 0 S T B R I L ) 
2 FU~MAT(14X,1415X,FB*O,3x,F5.0,3~,F11uOI 
1 CO'lTINUc 

TCJTC=O. 
DU 73 K = 1, ,\; i<. 
TUTC=TorC+CJSTGR(KI 

3 Cuf'lTHJUE 
o l.J tj 0 u K = 1 , I~ K 
SDR{KI=CO;';TdR(KI 

o co"n II"1U:: 
',~rdTE(~\'~774-1 Hnc 

4 FO~~AT(///,15x,_I~rTIAL TUT~L CD5T=',Ftl.Ol 
================================================================== 
P k EPA R. E T H t I'~ E h. 0 i<. K FuR THE 8 ~ I:; A L GO;< I T H:-: E\Y FOR ,\1 U~ G ITS 
FU~~AkD STAR REPRESENTATION 
================================================================== 
CALL STAR2 
================================================================== 
INITIALIZ~ THE FLAGS OF THE EDGES--(FIX THE EDGES WITH EXISTING 

CAPACITY) 

KFlAG DE~OTES THE FLAG OF TH~ EDGE 
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-1 IF Trl= E DG t: IS ;'WT YET PROCESSED 
0 IF THE EDGE IS DELETEJ 
1 IF THE cOG:: IS FIXED ======--­

DO 16 ~:i:~~====================================================== 

If(tXCAP(KI.EW.O.) GO TO 957 
KFLAG(KI=l 
GJ TO 1 () 
KFLAG(K)=-l 
CQ'HINUf: 
ITT=O 
·+++~·t+~~++++ttt.~+t~+~++t+++~+++++t+++~.+++++++t.+++++++++++++++ 
S T ~ k. T T j-1:: ,4 L G 0 R I T H ;<1 
++++++t++++++++++t++t++++ttt+++~+++++++t+++++++t+++++++~+++tt+++~+ 
p': kIT:: ( 1'1'", 1 6 0 ) 

F u ~ :'\ A Til 0 ( I I , 1 5 X, ' (U R. KEN T F UhJ S O,'j cD G E S ' ,/ I , 1 5 X, I f. 0 G E' , 8 X , t X F L 1'1 t , ... /) 
DU 162. J=l,;\IK 
,i R. I T E ( I'HI , 1 6 I) J, X F un J I 
FU~MATI14X,I4,5x,Fa.DI 
CO:\J fINU:: 
OJ 102. I=l,~-JV" 
DU lOj J=1,20 
KDUMII,JI=KNUM(I,JI 
FLO J /-\ ( I, J 1= F UW::\ ( 1 f J I 
CU:HII'lUE 
I D U t"i ( 1 I = I N U i'\( I I 

, CWHINUc 
NO=u 
================================================================== 
CALCULATE THE V(K) VALUES 
================~===================================== ============ 
CALL VCAL ( ,\10 I 
,~ R I T E ( i'hlt 1 7 0 ) (K F L.'\ G ( J ) ,J = 1 , N K I 
FU~MAT(III,15x,tFlAGS OF EOGcS',I,QX,20141 
================================================================== 
CHECK FOR TERMINATIUN 
==~=============================================================== 
DO 83 J=l,Nr\. 
IF('KFLAGIJI.NE.-l) GO TO 83 
IF(V(JI.ME.555555555.} GO TO 46 
CO\lTINUE 
======~=========================================================== 
Pt<.H.T THE FINAL FLO ... S Ai~D THr: FIHAL ~~cT,WRK COST 
========================7=======================~===== ============ 

IjKITE(f.l,~,191} 

l FORMATI4(/1 ,12X,'** NO FURTHE~ I~PROVEMENT CA~ SE ~A)E, TrlER~FORE 
6STJP :;,,;:f I 

rlRI TE I f~,YJ,4.:tB) 
'"J R I T ,t;: ( :.\.~ , 449 I « I S Y 5 ( K , I L ) , I L = 1 , 1 0 I ,K = 1 , N K I 
IF(TCJST.~~.O •• G~.TCOST.GE.TOTCI GO TO 119 
14RITE(''Ii-.Jt 105} 

5 FUR ~.\ AT ( "t ( I I , 1 5 X , , F I :J .... L F L G ' .. I S u ~l· E u G E S ' f II , 1 5 X , ' ;:1) G E ' ,.s x , t X F L \~, ,8 X , 
&'EXCAP' ,8X,'RECOST",I) 

00 106 L=l,NK 
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W~ITEI~~,107) L,XfLW(LI,EXCAP(L),SJRIL) 
)7 FOR~AT(14X,I4,5X,F8.Q,8X,F5.0,3X.tFll.0) 
)6 CUNTINUc 

WRITE(M~,lO~) l(OST 
)4 FUR~AT(III,L5X, 'FINAL NiTWO~~ COST=t,Fl1.Q) 

GO TO 91 
~ 9 ~..J R I T E UI ~i d 20 ) 

~ 0 F (j ? t-\ A T { 4 ( / I , 1 5 X , ' F I f J A L FLU ',J S 0 qeD G E S' ,/ / , 1 5 X , ' E: 0 G E' , 8 X , I X F L \~ t , 8 X , 
&'~XCAP,,8X,'RECOST't/) 

DO 121 L=l dJK 
,-j R I T E ( ""'\9 1 2 2) L, X F L t>I Ill, t: X CAP ( L ) , S P, R ( L ) 

~2 FJ~MAT(14X,I4,5X,F3~Of9X,F5.Qt3X,Fll.OI 
~ 1 CLJ'H IrWE 

~'J id TEl i·1 f; , L 2 3 I T uTe 
~3 FO~MAT(III,l5X,_FINAL NETkORK COST=',Fll.0) 

GCJ TO 91 
====================================~==~============== ============ 
INC REA S": THE ;'1 J ;'1 E3 E R 0 FIT c R ;.\ T I 0 :.~ S II Y orE 
========~============================================= ============ 

TO ITT=I1T ... 1 
~,id TE ( ~'\"i , 1 ~ 2.) ITT 

i2 FG:Zf'lATI/I/d:;X, 'to Of ITcRATIO''lS='d4) 
,lid T E ( I'hl , .3 I) ) 

~~krT:=(,-Uf23) ({j-~'\IU:'HK,ILl ,IL=l,ZO) tr~=l,r',K) 
H ~ I T E ( 1'1 ,~ , 3 9 I 
'~K I T E ( !\ ~j , 2'+) ( f L ,\IUn ( K, I L) , I L = 1 ,20) ,K = 1 , ~'I r- ) 
~ 8. I T E ( "'hi, 1 I] J I 

)8 FuqMAT(IIII,15X,'CURRE~T IDEL! ~ATRIX',/) 
II kIT C ( "i ,I , 1 CJ:;) (I IDE L 1 ( I , J) , J = 1 , 20) , I = 1 , t ~ K R ) 

)9 FU~~ATr9Xt2aI41 
~~iUTE('·~",2231 (PJU'1(K) ,K=l,NKI 

Z 3 f U;Z j'1 A T ( /1/ I f 1,S A , 1 I l~ J ~,\ V A L U f: S' ,I f 9/" 2 J I it ) 

------------------------------------------------------------------
KM IS THE CANDIDATE EDGE 

Ik'/ = I rlJ U ~\\ ( 1<' YI ) 
)lJ oD IL=l,HJ 

~-----------------------------------------------------------------
TAl<'. :: THe ~.:: Lt .. T I (J'.j SUS u~ G E 0 G E K t<\ O!IJ E: 'J YO; IF. 
-~-----------------------------~----------------------------------
L R. = K j'J u "" ( K 1'·1 , I L I 
I c Li'.j= ,\j,'J ,'J ( L Q. I 
DLi 61 IE=l,lELN 
----------------------------------~-------------------------------

-------------------------~-------------------------------~--------
K1=IDcLlILR,IEI 
J lJ = l\j J ,'-1 ( K 1 I 
DO 113 J=l.JD 
IF(KNU~(Kl,JI.N~.LRI GO TO l13 
I (.}=J 

GO TO 114 
.13 CO'lTli .. U.:: 

------------------------------------------------------------------
DE£KEAS~ THE FLJW ON THESE ~DG~S 3Y T~E AMJU~TFLW ( OF LR ) 
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VH/S:;;. rUiHT~K 

---------------------------------------------------------------
.4 FLW=FL~U~(Kl,IQJ 

XFL~(K1~=ABS(XFLW(Kl)-FLW) 
11 ClPHINUE 
10 CO'lTIr'WE 

----------------------------------------~-------------------------
UPD~TE TH~ ~ELATEO ARRAYS 

--------------------------------------------------------------
I .~ = 1 ~W I-I ( KH ) 
Ju 641=1,1',. 
L K = K N U ,-1( :<!1 , I J 
!) 0 c3 0 K = 1 , 'II\. 
:~I L. = I '\1 U ~·1 ( K. J 
DO 62 J = 1, 'K 
!f(~DU~(K,JJ.NE.L~) GO TO 22 
IOU:'!(K) =!iJUrH 1<. I-I 
KDUiHK.,JI=O 
F L DU .'-t( K, J ) =.J • 

~2 Cu'HldUE 
)Q CU\lTINUc 
~4 CO'HINUc 

,.j i<. I T c ( .. j~. , 1 tJ .3 I (IOU ;'1 ( K I , K = 1 , ;J K ) 
)3 FU~~AT(III,15X,'IDUM VALUES',1,9X,20141 

~{ KIT E , ~'1 d, 1 q .3 ) 
,3 F 0 ~ :-1 .A. T ( 4 ( I) , 1 j X , i D f C R E .4 SED F L lJ ~'I V A L U c S ' I I I , 1. 5 X, ' E 0 GEl , 8 X, • X F L 'ii I , 

(/) 
[) U 1 9 "t J = 1 , ;.~ K 
WRITE(~~,195) J,XFL~(J) 

~5 FJ~~AT(14X,I4,5X,FB.O) 
14 corH H~Uc 

DO d 1 K= 1 ,'I K . 
"I f L<. • c Q • K;'l) G CJ T 0 3 1 
J T :: It ~ u :~ ( K ) 

30 1=0 
DO G5 J=I,JT 
If(KDu~(~,JJ.NE.O) GO TO 131 
KUU~(K,J)=KDUM(K,J+l) 

KOUi-l(K,J+l)=Q 
FLJUM(KtJ)=FLUU~(K,J+l) 

FLO U :-1 ( K t J + 1 ) = 0 • 
Gli TO E!5 

31 1=1+1 
~5 CJ~HI.'Wc 

I F ( I • r·J ~ • IOU r·H K) I GOT U 1 3 () 
:31 C 0 'H L'W t: 

---------------------------------------------------------~--------

CALCULATE TH~ R~~A1NING CAPACITlfS eN THE EDGES BEFOqE ENTERING 
THE 3&G AL~ORITHH FOR REROUTING 
-------------------------------------------~----------------------

Du 30 K=l,~JK 

IF(K.~a.KMI GO TO 31 
IF(EXCAP(i\).E\.l.J.1 GO TO 953 
IFIXFUIlKI.GT.EXCAPIK))" GO TC1939 

I ~I = 1 NO E X I K) . 
DO 333 IY=2,L-i 
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ISYSIKdYJ=0 
INDEXIKI=INOEX(KI-l 

33 CO'H I.'~Uc 
RE~CAP(K)=~XCAP(KI-XFLW(KI 
CURCAPIK)=EXCAP(KI 
IS=ISYSIK,ll 
COST(KI=~VCI IS)*MO(KI 
GU TO 30 

59 DIF=XFLJ(K)-EXCAP(K) 
IFIOIF.GT.CAPIll) GO TO 300 
RE~CAP(Kl=CAP(ll-JIF 

CU~CAP(K)=EXCAPIK)+CAP(l) 
COST(K)=CVT(ll*MO(K)/CAPll) 
GO TO 30 

)0 IFIOIF.GT.CAP(21) GO TO BOI 
RE~CAP(K)=CAP(ZI-DIF 
CU~CA~(K)=EXCAP(K)+CAP(2) 

CJST(Kl=(CVT(ZI-CVT(l) ):;:.·.1D(r~)/(CA?(2)-CAP( 1) I 
GO TO 30 

D1 RE~CAP(K)=CAP(3)-OIF 

CURCAP(Kl=EXCAP(K).CAP(3) 
COST{KI=tCVT(3)-CVT(Z) )*~OIKI/ICAP(3)-CAPI2)) 
GO TO 30 

58 IF(XFLh'(KI.GT.CAP(ll) GCJ TO 40~ 
RE~CAPIK)=CAP(lJ-XFL~(K) 

IFI:<Et"ICAP(KI.E:).O.1 GO TO 405 
CU~CAP(K)=CAPI II 
LCIrHK)=l 
C LJ S T ( 1\ ) = C V T ( 1 ) ::: 110 I K ) / CAP I 1 ) 
GU TO 30 

05 CUKCAP(K)=CAP(Z) 
LCHHK1=2 
RE~CAP(K)=CAP(2)-XFLWIK) 

C u S T ( K 1 = ( C V T I 2 ) - C V T I 1) ) ::: (·lD( K ) / ( CAP I 2 ) -CAP ( 1 ) 1 
GCJ TlJ '30 

01 IFIXFL'tll<).';T.CAP(2)) GO TO 402 
RE~CAPIK)=CAP(Z)-XFl~(K) 

rF(K~MCAP(KI.E~.O.) GlJ TJ 406 
CURCAP(Kl=CAP(Zl 
LeI rJ (K ) = 2 
C lJ S T( K ) = ( C V T ( 2 1 - C V r ( 1 ) ) ':<;·\0 ( K ) / ( C.A P ( 2 ) - CAP ( 1 ) ) 
GO TO 30 

06 CU{CAP(KJ=CA?(3) 
LCI:'~U,)=3 

RE~CAPIK)=CAP(3)-XFLN(KI 
CO~T(Kl=(CVT(3)-CVTI2) )*~D(K)/(CAP(3)-C~P(2) 1 
GO TJ 30 

·02 C U ~ CAP ( 1", J = CAP ( 3 ) 
LClr~(K)=3 
~E~CAP(Kl=CAP(3)-XFL~(K) 

CDST(KJs(CVT(3)-CVT(21)*~D(Kl/(CA?(3)-CAP12) ) 
GO TO 30 

3 1 L S = L C F~ I I{. ) 

IF(LS.E::.).l1 (,0 TO 500 
REM(AP(K)=CAP(LS-ll 
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IFILS.EQ.Z) GO TO 501 

v i-II S P .. T U Lq T A :<. 

C U S T ( K. ) = I C 'oj T ( 2 I - C V T ( 1 ) 1 ':' ~,'1 D ( K 1 I ( CAP C 2 1 - CAP ( 1 I I 
Gu TD 3u 

1 COS TIt\.) =C VT ( 11 ':'HD (K I/CA;> 1 1 I 
GU FO '30 

) R E 'tiC AP 1 :<. 1= G • 
COSTIKI=990999999. 

) CO'HDIU[ 
JJ 930 J=l,i.iK 
IF(KFLAGIJI .~~.O) GO TO 930 
CUSTIJ)=999~?9999 .. 

) c.n T I.\J U f: 
:) U 2 2 2 2 1= 1 ,~n<. 
I j\j D E X I I I = 0 
DCl iZ23 J=Z,2J 
ISYSII,JI=O 

3 C iJH I iJ U :: 
2 CU\iTINUc 

[JLJ 222;', I=l,~j~ 
IFI~XCAPIII.E~.O.) GO TU 2225 
IF(cXCAPIII.GT.XFL0(11 I GO TO 2224 
I FIX F UJ( I ) • E Q • o. I GOT 0 2 22 4 
IFIREHCAPIII.GT.CAPIll) GU TJ 2226 
l:'..J::JEX ( Il =2 
ISYSCI,21=1 
GCJ TO 222't 

6 IFIRE~CAP(II.GT.CAP(2)) GO TO 2227 
Ii'. ) t X 1 I ) = 2 
ISYS(1,~1=2 

GO TO 2224 
7 I i'l 0 :: X ( I 1 = 2 

I5YS(l,21=3 
GO TO 222"1-

5 IFIREHCAO{II.GT.CAP(ll) GO TO 2228 
I01uEX{II=2 
ISYSII,21=1 
GU TJ 222'1-

a IF{RENCA~III.GT.CAPI211 GO TJ 2239 
INDcXIII=2 
ISYSII,21=2 
GO TO 2224-

9 I(~DEXiIl=2 

15)'SII,21=3 
4 CmlTINUi:. 

IFIR.cl"ICAPIK;·11 .r·~c.u.) GO TO i t 56 
DU 433 J=1,28 
I S. '( S I ;( ',1 , J ) = J 

3 Cu\lT H~Ur.: 
I II D i:: X 1 K t'l ) = J 

6 rii, I T E ( ;'-1,.; , Lr ;':,j I 
,8 FU~MATIIII,l~X,ISYSTEMS O~ EDGES' ,I) 

(i K. I T c ( I-.\;i , '+ 49 I [I I S Y S 1 K tIL I , I L = 1 , 10 1 ,K = 1 ,~l K ) 
,9 FO:;:"1ATI9XytuI41 

================================================================== 
Rt;<'UUfE TriE CIRCUIT DEt~A~IO OF THE REL,~TIONS USIr~(; EDGE Kr·j 
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================================================================== 
eALl i"l2ICJST) 
IF(~ESULT.EJ.l.) GO TO 91 
------------------------------------------------------------------
IS A FEASI8lE FUJII PATTE::{N Q(\T;\IN::O? IF IJO, FIX THE S'(STE"l 
ON ~DGE KM -
------------------------------------------------------------------
IF(lCU·~CH .. EW.ll GJ TO 65 
'tI R I T r: ( \\.'1 , 2. 1 ) 

21 FQ~MATI//I/,15X,·K2NUM ~ATRIX'./) 
(It\! T E ( ,"I ... , 2 .3) (( K 2 N U i", ( K , I L ) , I L = 1 , 20) ,K = 1 , i'~ K I 

28 FJRMAT(9X,2UI41 
.~ K. I T E ( /1 \~ , 3 5 ) 

35 F 0 ~ 1-; A T ( I I I I d 5 X, I F L zrw:~ ~'LH R. I X I ,/ ) 
"lid T E ( i'hlt 37) {( Fl2:'IU'1( K f I L ) , I L = l ,20) ,,<.= 1 ,~·JK ) 

37 FJ~~AT(9X,20F4.0) 
11k I T E ( ~'hJ , 1 64) (I 2 N U H I KIt K = 1 , 'j K I 

164 FOR~ATII/II,15X,'I2NUM VALUES',I,~X,2014) 
',I R. I T:: I '·1 ~j , 1 6:) I 

165 FUP.i·IAT(<..d/),l::'X,'FLO>JS 03TA!i'JEO AFTEr~ D,prLYI:~G THE ~j% AlGOiUTH-'1_, 
&/ld5X,'tOGi' ,SX, 'SUi'1FL;~' ,II 

DG 166 KI=l"'IG 
WkITE(M~,167) KI,SUMFLWCKII 

167 FO~~ATC14X,I4,7X,F9.8) 
166 CJ\jTI;'~Ul 

------------------------------------------------------------------
CAL C lJ l.. Arc THE FLO \-/ S AFT:: R F: 1: R (j U T H~ G " 

DO b 6 1= 1 , tl, G 
S U-\ F Lt. tIl = S U't, F L "(J C I I ~ X F L ',.J C Il 

66 C cr'l T I i\ d c 
~~ kIT E C ~l,j , <i 1 I 

4 1 FOR. ;-1 AT C S ( /1 , 1 5 X , 1 r L 0 ~I S AFT ERR ~ iW U T L"; G ' ,; I , 1 5 X, ' E 0 GE' , 8 X, , X F L ;.; r , 

.:i.8X,·CuSTAR',/) 

UPDATE TH~ SYSTE~S ON THE EOG~S 

------------------------------------------------------------------
. DO LtO 1(= 1, ,~1G 
"IF(EXCAP(~I.EQ.O~) GJ TO 962 
. r F ( ~ J 1'1 F L;.J ( K I • L E • CUR C i\ P ( K I) GOT 0 J 0 20 
DIFk=SUMFL~(Kl-CURCAPCK) 
IFtJIF~.~T.CAPClll GO TO 963 
IN~EX{~)=I~DEXtKI~l 

nil = HIiJEX ( K ) 
I S Y S ( K , 1 ,o.j ) = 1 
CU~C~P(K)=CURCAP(KJ+CAP(ll 

CJSTAf:\(K·)=O. 
:) lJ 3 02 1 L L. = 2 , I:~ 
IH=ISVS(K,LLI 
COSTA~C~I=COSTA~(KI+(FCOST(IH1+UVC(IH1*eAPCIH)I*MD(Kl 

3021 CO'HINUi:: 
KIII;:ISYS(K, t) 
CDSTAR{KI=COSTARIKJ+("UVCCKN1*DIFR*MDCKI) 
COSTCK1=CVTlll*MDtK)/CAPCll 
GO TO 383 
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f ;\::..;, A VfVSP.TU~'.IT;:\K 

13 IF(uIFR.~T.CAP!.211 GO TO 964 
I r~ D c X I { I = I 'J 0 E X I KIt- 1 
I ;'~ = I ~lU E X I K I 
I S Y S I K , HJ I = 2. 
.CU~CAPIK)=CURCAP{KI+Ch?121 
CUSTA~IK1=O. 
DU 30LZ LL=2,IN . 
IH=ISYSIK,LLI 
COSTARI~I=CUSTAR(K)+(FCQST(IH)+UVCIIH1*CAP~IHl 1*~D(KI 

~2 C[),'H INUE 
KN=lSYS(K,l) 
CUSTARIK1=COSTARIKI+IUVCIKN1*DlfR*MOIKI I 
C..l S T I 1\ I = ( C V T ( 2 ) - C V TIL I I ,;: r·m I K I / ( U·P I 2. 1 - CAP I 1 1 I 
GO TO 303 

)4 INOiX(~)=I~G[XIKlt-l 

Ii\J=INDE;dK) 
ISYSIK,rr-.J)=3 
CU~CAP(K)=CU~tAPIK)+CAP(31 

CUSTAR(KI=O. 
D Ll 3 0 2 3 L L = 2, It'~ 
IH=ISYSIK,LLI 
C U S TAR ( K 1 = C u S T ;\ R. I K I + ( F COS T I i I-j ) + u V C I I i 1 ) ,;: CAP ( HI I I ':: t. \ G I K ) 

~ 3 C O'J T nw E 
K ;\1 = I S Y S ( K, 1 J 
CjSTA~IK)=CUSTARIK)+IUVCIK~)*DIFR*MDIK) ) 
CUSTIK)=(CVTlj)-CVT(21 '*MDIK)/ICAPI31-CAD(2) I 
GO TO 303 

~o (OSTARIK)=8. 
Dk=SU~FL~(~I-EXCA?IKI 

IFILH.GT.O.) GO TO "tOOL 
IP=lSYS(K,l1 
C U S TAR I r\. I = U V C ( I PI:;: S U '1 F Lit' ( K I ':: ,'Ii 0 I K ) 

COST(K)=UVCIIPI*~DIKI 

GLl TO 303 
:n IE=ISYS(K,l) 

I S = I r-J D E X ( K I 
J(j 222.9 IV=2,IS 
K (/ = I 5 Y S ( K, I 'Jl 
COSTAk(Kl=C8STA~(KI+(FCOSTIKW)+UVC(KWI*CAP(K~)l*MDIK) 

29 C.O\lTH-iuL 
CDSTARIK1=CJSTAKI~I+(UVC(IEJ*CAPIIEI*~nIKll 

Ol=CUkCAPIK)-EXC~PIKI 
iJ 2 = L:Jl- I S J :'1 r: L ,·1 ( K I - :: XC A P I r<.) ) 

K\~,..'=ISYS(K, IS} 
COSTAk(KI=CJSTARIK1-(JVC(KW~I*D2*~O(KI ) 
GU TO 303 

6 2 I F I S lH1 F L ,·11<" I • G T • CAP ( 1 I I G D TO 43 
L C I I'J ( K I = 1 
CURCA? (1<. I =CAP (11 
GU 1"0 4't 

43 IF(::'J,·jFLf;(<.I.GT.CAPI21) GO T'J '~5 

LCIN(K'=2 
CURLAPII\I=CAP(ZI 
GLl TO 4"1-

itS LCINli\.)=3 

17 



v .'11 S P • T U:11 T;; K 

CuRCAI-' (;<,. I =C,p (3) 

------------------------------------------------~-----------------

------------------------------------------------------------------
44 L S = L C 1 \4 ( \( ) 

IFISUj·ji=Ltil:<.I.;I'::.O.1 Gj T.J 3J2 
COSTAkll<l=:J. 
Gu T'J 3J3 

102 C u S T A K ( K I = ( feu S T ( LSI" U V C ( L S ) ::: S.J .... , F UI (i<) I ;:: ~~ D ( K I 
103 "'l.K. 1 T r: ( '.\ \1 , ~ 2) K, S U j·1 F L l~ ( K I , CDS T :.. ~~ I .'<, I 
42 FU~MAT(14X,14,5X,FJ.J,3X,flL.O) 

IF( t::XC.AP(i~ I .'~C • ..J. I G~ TO "rO 
:F(KFLAul~I.~~~G) GU TD 192 
CJSr(~I=J9~~q~q~q. 

GJ ru 4U 
---------------------------------------------------------------
UPDATE: THe C.JSTS THAT AKC US~[j P·l FIIlDHJG THE S"iOi<TEST PATHS 
-------------------------------------------~-------~----~------

L98 IF(LS.EJ.11 GD TO 1~7 

CUST(~I=(LVT(LS)-tVT(LS-lll*~J(KI/ICA?(LSI-CA?(LS-ll I 
GU TO 'to 

197 C~ST(r<I=CVT(ll*MDIK)/CAPll) 
40 CJ'HH1Jc: 

I~(SJMFL~{KM).NE.a.1 GO TO ~OJ 
CDST(~~1=9Q999q99~. 

------------------------------------------------------------------
CALCULATE THE TOTAL \IET,iOkK ::OST AFT'::R REROUTUJG 
------------------------------------------------------------------

503 TCJST=J. 
OU 56 r( = 1 , I,' G 
TCJST=TCJST.CQSTAR(KI 

56 CU'H 1 NUc 
~RITE(~~,26) TCaST 

2.6 F-O~"iAT(jII,l5;-(,'TOT':'L COST ArT~i-', t',::KOUTH1G='.Fll.OI 
.-1 K. I T E ( i'\,~ , 4 Lt 3 I 
iJ KIT E I I"I/·j , 'i- 4 ~) I I ( I S Y S ( " , I L I , I L:: 1 , 10) ,K = 1 , i'J K I 
==========================:==:==========:=====:=================== 
COS T COI':?ARi SU~'1 
================================================================== 
·lFITCGST.LT.TOT() GO TO 1L5 
:-IG= 1 
GJ TO 65 
========================~========================================= 
2JG~ ~M CA~ J~ O::LETEU 
==========================================~===============~===~=== 

1 1 5 ) LJ 'r 8 K = 1 , '.1 G 
:( F L .~ I K ) = S u '~F Ll4 ( K ) 
STJFL~(K)=XFL~IKI 

S T J REI K ) = C .J S T ( !<. I 
STOCAP{Kl=CURCAP(KI 
S T :J C I h ( K ) = LeI N ( j\ I 
SGR(K)=~JST~R(K) 

STJOEX(K)=l~DEXI~) 

48 (u·~ T L4UC. 
')0 lOiJ2 I=l,"i~ 



V HI S P • T U 11, IT" K 

DU 1003 J=1,20 
ISTLlS( I,Jl =ISYSI I,J) 

i 003 C u 'JT Ii'. U c 
1002 CiJ\ITli'~UE 

------------ -----------------
U~DATE THE RELATED ARRAYS 
------------ -----------------
C>CJ 20 "=1,'.1G 
J F = I DU '<11 '<. ) 
DO 38 J=ldO 
IF(K.~~.KMI GO TO 87 
JJ=JFt-J 
KDUM(~,JJ)=K2NUM(K,JI 
FL)U '" (K, JJ I = FL2 r'IU:'l (K, J) 
GO TO 3~ . 

87 K0UM(KtJI=<2~U~(K,J' 
FLO U /·1 ( K , J I =: F L 2 :.J U i·l ( 1(, J I 

d a c u 'n IIJ U E 
20 C O'JT I ;'-,'JE 

-------------------------------------

-------------------------------------

-------------- ----------------------------------------------------
UPDATE TH~ IC>~Ll MATRIX 
-----------------------------
I V= I tW'll (I{,"I' 
DO llU L=ldlJ 
I R=K~\I'J'l (~:,'~ L I 
NC=i .... Ni~( I~) 
[) 0 112 L L = 1 , I'lL 
IDELl( Ir"LLl=O 

112 CU'lTliWc 
J E = i~ D U i1( I K .) 
Nh"j( IR)=Ji.: 
iJu III tl=I,Jf 
I 1) t: L I ( I K , :J I = I !J c L D ;·1 ( I R t • J ) 

111 CL)'HlrWi: 
1 10 C U ~H L'-I 'J c 

D U ') 2 r~ = 1 t "1 G 
DO 93 L=1,2J 
K~JM(~,L)=~DUM(K,L) 

FL~UM{KtL)=FLOU~(K,L) . 
93 . C U'H I ;·.UE 

I i"J j ;': ( K ) = I J J:-l ( i<. ) .. I 2 t,! U '·1 ( K ) 
92 CO\JTIlWi 

-------------------------------------

S'l~C~ K~ CA~ S~ D~LETED, SET ITS FLAG TU 0 
-----------------------------------------------------~------------
K r LAG ( K i'l ) = 0 
------------------------------------------------------ --------~---

------------------------------------------------------------------
TOTC=O. 
TJTC=TCCST 
',-I t\ I T E ( '·l,'j , 3 :1-) t< ~il 

34 rU~i·l.U(j//tl2X,"::::~ SINCE A FEASl3Lc FLD • .; PATTr::R>J HAS bEEN FOU:'lD, A 
6~O TH~ TJTAL CJST AFTER REROUTING',/,l5X,'IS L~SS TH~N TH~ PREVIOU 
~s COST, ,:u:;::',13,' CAN HAVE ~ sr'lALLE:R SYSTEi·\O,1 CA~~ ~)E DELETED :::'::' 



/\ 

.:.ol 
GO TO 9U 
===============================================~====== ============, 
::UGc Kr! :,~~l:'lOT C)E DELC:TED, T:-1EREF,J~E FIX K~'1 IW SETTI'-JG ITS 
Fl·\G TJ 1 

=========================~===========================~============ 
b 5 IF ( i'J D • 'JC • 1 1 G J T CJ 116 

fi KIT [- ( 'hi , 1 1 7 1 K ,\1 

17'FO~!'lAT(//ld2X,'~::::;" FEASlf:.Lc FLO,; Pi\TT~rU'J HAVUJG A TOTAL COST GRi: 
.:i. ATE i{ T H MoJ THE P R t V ru U S 0 r~ E ' d 1 1 5 X , f Ii A S 1:.\ E E f\l () 3 T i\ ! N F. D, THE R. !: F (] R E E 0 
o.Gc' ,13,' (ArmOT i-LWE A S'!ALlER SYSTEt·\ OR CAi-J~lOT ~)E DELETED :::::: t) 

16 KfLAG t ;(,'1) = 1 
DOl 7 J = 1 1 "~I ,::, 
C tJ S r ( J I = S r J i~ E ( J I 
:.( F L .i ( J 1 = S T J F L ;,'; ( J ) 
CURCAP(J)=STJ(APtJI 
LCIN(J)=STO~IG(JI 

I ;~DEX (J I =S TlJOE:X (J I 
1 7 C U \IT Hl ij t. 

) 0 . 1 00 .;. I = 1 , t·: G 
DO 1005 J=1,20 
ISYS( I.JI=ISTOS( I,JI 

~5 CO'HINUo: 
J4 cu~n Ii'iU;:: 

GJ TO 90 
11 STJP 

::f'JD 
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