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CANONICAL STRUCTURE AND INTEGRABILITY OF ND~ 

TWO- DIMENSIONAL FIELD THEORIES 

We consider two different field theories in one-space and one

time dimension. One of these ~s the O(3)-invariant nonlinear sigma model 

whose integrability condition ~s the sine-Gordon equation. Using only the 

first derivatives of the field variable, we construct the most general 

conformally invariant Lagrangian for this system, the generalized sigma 

model (GSM). Its integrability condition is the generalized sine-Gordon 

equation (GSG). The other model we examine is the system of equations 

governing long waves on shallow water. We concentrate on the new model 

obtained when the effects of dispersion are included. 

In these two models we analyze the properties that are related 

to the presence of soliton solutions to find out which properties of 

these systems survive when equations are modified to accomodate new 

effects. For the shallow water waves with dispersion we find that it ~s 

possible to generalize the symplectic structure and the canonical 

formulation of the original model. However the infinite sequence of 

conservation laws are lost. On the other hand time-independent solutions 

of the GSG equation still exhibit soliton-like behavior. We show that 



the GSG equation can be formulated as an imbedding and an lnverse 

scattering problem. The Gaussian curvature of the surface underlying the 

GSM, just like that of the original 0(3) sigma model, is one. Further

more, we find a Backlund transformation for the GSG equation. 

v 



YHl i i Ki 

YAPILARI 

BOYUTLU ALAN TEORiLERiNiN KANmJiK 

VE INTEGRE EDtLEBtLME dZELLiKLERt 

v~ 

Bir uzay ve bir zaman boyutunda iki degigik alan teorisini goz

onune ald~k. Bunlardan biri, integre edilebilme gart~ sinus-Gordon denk~ 

lemi olan, O(3)-degi gmez, lineer olmayan sigma modelidir. Alan degigken

lerinin sadece birinci turevlerini kullanarak, en genel konform degi§mez 

Lagranj fonksiyonunu, genellegtirilmig sigma modelini (GSH) inga ettik. Bu 

sistemin integre edilebilme gart~ da genellegtirilmig sinUs-Gordon (GSG) 

denklemidir. inceledigimiz diger model ise Slg sulardaki uzun dalgalar~ 

tarif eden denklemler sistemidir. Burada ozellikle dag~lma etkilerinin 

ilave edilmig oldugu yeni modelin uzerinde durduk. 

Her iki modelde, denklemler yeni efektleri icerecek gekilde genel

legtirildikten sonra, soliton cozumu ile ilgili ozelliklerden hangile

rinin kalm~g oldugunu inceledik. Dag~lmal~ Slg sularda, simplektik ve 

kanonik yap~y~ genellegtirebilecegimizi gorduk. Fakat bu durumda sistem 

sonsuz say~da korunum yasas~ ozelligini kaybetmektedir. Ote yandan GSG 

denkleminin zamandan bag~ms~z cozu~leri hala soliton gibi davranmaktad~r

lar. Ayr~ca GSG denkleminin gomme ve ters sac~lma problemi gekline soku

labildigini gosterdik. GSH denkleminin dayandlg~ ylizeyin egriligi de, 



orijinal slgma rnodelininki gibi, bire egittir. Sonra da GSG denklerni lGln 

Backlund donugUrnu bulduk. 
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I. I NTRODUCT I ON 

Wave-particle duality emerged as a revolutionary concept in the 

first quarter of the 20th century. When experimental techniques developed 

to the stage where atomic systems could be studied, difficulties 

appeared which could not be resolved within the framework of Newtonian 

Hechanics. This breakdown of classical physics finally lead to a complete 

formulation of Quantum Hechanics. 

In this theory, a free particle was identified with a de Broglie 

plane wave, corresponding to a total absence of localization ~n space. 

Therefore this state function was not physically admissible. A physical 

~tate function was constructed as a superposition of these pure de 

Broglie waves. This was a wave packet which initially travelled un

distorted with a definite group velocity but eventually began to spread 

out in space. 

Recently another connection between waves and particles attracted 

the attention of physicists. This time the relation presented itself as 

a result of the investigation of wave equations that derive not from 

Quantum Hechanics but from classical physics. Unlike the wave packets of 

Quantum Hechanics, solutions of these classical equations retain their 

size and shape. They are nondissipative configurations such that tlleir 

energy remains localized ~n a finite spatial region. In fact, these 

solutions are not free from dispersion. However the equations that g~ve 

rise to these solutions are nonlinear and the effects of nonlinearity and 
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of dispersion cancel each other exactly (1) . These special solutions are 

solitons (2,3). Furthennore when two solitons collide, they emerge 

from the collision having the same shapes and velocities with which they 

started out. If there is a soliton and an anti-soliton ~n a theory, 

they are created and destroyed in pairs. Thus solitary waves do exhibit 

many properties of elementary particles of physics. 

The concept of a solitary wave was first introduced, by 

(4) . 
J.S.Russell ,to hydrodynam~cs. It has become a tradition to quote his 

famous words describing his chase on horseback behind a solitary wave 

in a channel 150 years ago. Later Korteweg and de Vries developed an 

equation for shallow water waves which exhibit solitary wave 

. (5,6,7) . 
solut~ons . Another system wh~ch possesses soliton solutions, the 

Boussinesq equation, was also first derived to describe shallow water 

.. .. (1) f 
waves propagat~ng ~n two-d~rect~ons . There ore shallow water waves have 

played a significant historical role ~n the theory of solitons. 

Nonlinear s ~gma mode 1 and its integrability condition, the sine-

Gordon equation also possess 
. (8,9,10) 

sol~tons . These types of theories 

appear to be immediately relevant s~nce most recent developments provide 

some confirmation of the idea that baryons are solitons in the nonlinear 

. (ll) ., l' d 1 d f s~gma model . T\.JO-d~mens~ona s~gma mo e an our dimensional 

Yang-Mills type field theories share such properties as asymptotic 

. .. (12) 
freedom, charge confinement and an ~nf~n~tely degenerate vacuum ; 

furthermore pure Yang-Mills theory in four Euclidean dimensions has 

instanton solutions that are static soliton solutions corresponding to 

(13) 
the tunneling probability between two vacua ~ On the other hand 

(14). b . " h t Q M h . 1 Th' . Coleman has shown pertur at~veLy t a uantum ec an~ca ~rr~ng 

model of particles and anti-particles mov~ng ~n a one-dimensional space 

and the sine-Gordon equation with its solitons describe the same 
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phenomena. Hence, the special role played by the nonlinear sigma model 

and the shallow water wave equations ln the soliton theory provide the 

motivation for considering generalizations of these models in two-

dimensions. 

Two-dimensional theories have been very useful in physics so far 

by providing insight into field theoretical possibilities which can then 

b d 1 d f h ' 1 f d ' '1 (15 ) e eve ope or p YSlca our- lmenSlona models . For example, 

dynamical gauge symmetry breaking was first understood in two-dimensional 

1 d ' h' (16) , massless e ectro ynamlcs, t e Schwlnger model . The Solutlon of two-

dimensional quantum chromodynamics explained large-N behavior of non-

b l ' h' (17) " , A elan gauge t eorles . Hence lt lS natural to seek enllghtenment ln 

a two-dimensional setting where complete and simple solutions can be 

obtained; thereby mathematical concepts and techniques can easily be 

developed. 

At present, the mathematical framework necessary for determining 

whether a given wave equation indeed possesses soliton- solutions, 

without direct numerical computation, is lacking. The most useful 

" ' b'l' ,,(12) l' d concept so far lS complete lntegra 1 lty . Tle slne-Gor on, 

Korteweg-de Vries, and Boussinesq equations are all examples of types 

of systems that are called "completely integrable". In addition to 

having solitary wave solutions, these systems have an infinite sequence 

of conservation laws. Furthermore, they each possess a Backlund 

transformation, used to generate new solutions once a solution has been 

found(lb,19,20). They are amenable to the inverse scattering method(21, 

22). through which the problem of solving a nonlinear equation reduces 

to solving a coupled set of linear integral equations. Completely 

integrable systems are usually invariant under a one parameter Lie group of 

transformations. Theref~re an invariant variable which reduces a partial 
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differential equation to an ordinary one may be defined(23). These 

systems can also be analyzed within the framework of differential 

geometry. Then the equations governing these systems can be described 

by an SL(2,R)-valued connection one-form \vith zero curvature; or they can 

be formulated as an imbedding problem(24,25,34). Furthermore, it seems 

necessary to find a Hamiltonian density corresponding to these systems. 

However given a nonlinear equation, it is not knmvn which of these 

properties are necessary and sufficient to insure the existence of 

solitons. Therefore, new models, even if they do not turn out to be 

physically relevant, are still important for the sake of clarifying the 

relation between the existence of soliton solutions and complete 

integrability. 

To this end, in this work we first construct the most general 

conformal 0(3) invariant nonlinear sigma model in two-dimensions, whose 

Lagrangian contains only the first derivatives of the field variable (26) . 

We find out that the integrability condition of this generalized slgma 

model (GSM) yields an equation which encompasses the sine-Gordon equation 

in addition to some special cases which are o~ the same form. Then we 

discover that the time-independent solutions of this generalized sine-

Gordon equation (GSG) exhibit soliton-like behaviour. So it seems that 

the sine-Gordon equation does not lose its complete integrability when 

generalized. Therefore we look for other properties that are common to 

most completely integrable systems. First we point out that the GSG 

equation follows from the fact that the Gaussian curvature underlying the 

(27) h' b model is constant . We further note that t e GSG equatlon can e 

described by an SL(2,R)-valued connection one-form gith zero curvature, 

just like the Korteweg-de Vries and the sine-Gordon equations. Also we 

show that the GSG can be formulated as an imbedding and an inverse 
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scattering problem. Finally the invariance properties of the GSG equation 

are considered. 

We investigate some other conditions for complete integrability 

~n a hydrodynamic system, shallow water waves with dispersive effects. 

For this system we look for a Hamiltonian density and for an infinite 

sequence of conservation laws. Surface waves without dispersion manifest 

an interesting feature \vithin the framework of complete integrability 

because even though they possess an infinite sequence of conservation 

(28) . (29) 
laws ,they have no proper sol~tons . They do have a Hamiltonian 

(30) 
density, however . For the generalized version of this model which 

includes the effects of dispersion in water waves, we find out that we 

can cast the system into canonical form and obtain an explicit express~on 

. (31) 
for the Hamiltonian using Dirac's theory of constra~nts . We formulate 

the symplectic structure of the system and obtain through this structure, 

.. 1 . 1 f . (32) the general equation to be sat~sf~ed by al ~ntegra s 0 mot~on . 

Furthermore, we show that the infinite sequence of conservation laws are 

lost. 



II. GENERALIZED TWO -DIMENSIONAL O(3)-INVARIANT SIGMA MODEL 

Two dimensional O(n)-invariant Lagrangian field theories whose 

field functions describe a homogeneous space have received a lot of 

attention in the literature. The simplest of these models is the 0(3)/ 

(33) ... .. 
0(2) model whose fleld varlable lS the three-dlmenslonal unit vector 

~ 

n. The Lagrangian density of this theory consists of the scalar product 

of the first derivatives of this vector. The corresponding action is 

conformally invariant. It turns out that this model has a number of 

interesting properties, the most important of which lS that its 

integrability condition lS the sine-Gordon equation. 

In this part, we generalize this model while maintaining its 

conformal lnvarlance. To this end, we insert into the Lagrangian an 

+ 
arbitrary function of the angle between the light-cone derivatives of n. 

Different choices of this function will lead to different conformally 

invariant 0(3) models. 

Starting from this generalized Lagrangian we proceed as follows. 

6 

The Euler-Lagrange equations of motion, together with the constraint 

that the norm of ~ is equal to unity, glves us the relation between the 

function f that modifies the Lagrangian and the magnitudes of the first 

derivatives of ~. Making use of this relation and employing the 

+ 

geometrical interpretation of the field vector n and its first 

derivatives, we construct the equation for the angle between the light

cone derivatives of ~. This integrability condition reduces to the sine-
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Gordon equation when the function f 1S taken to be unity. 

We exam1ne the time-independent, the space-independent and the 

Euclidean-invariant versions of this integrability condition. The 

equations corresponding to the first two cases reduce to the harmonic 

oscillator equation. The Euclidean-invariant one is the Euclidean sinh-

Gordon equation. These three cases, together with the sine-Gordon equation 

smoothly fit together with a variable transformation. 

Finally we exam1ne the time-independent verS10n of this 

integrability condition. After studying one special case, we devise a 

procedure for a systematic construction of potentials corresponding to 

different choices of rhe function f. 

2.1. The Integrability Condition of the Generalized Sigma ~lodel 

Our starting point is the O(3)-invariant chiral theory in one-time 

and one-space dimension which 1S described by the Lagrangian density 

L 
-+ -+ -+? 
n .n + ~(n--l) . 

u v 
(2.1.1) 

-+ -+ 
The interaction arises from the condition that n.n is equal to 

one. u and v are the light-cone coordinates; 

u 1 (t + x) 
2 

1 v = - (t - x) 
2 

and subscripts denote differentiation. 

-+ -+ 

the ang le e between nu and nv 1S a conformally 
Noting that 

(2.1.2) 

invariant quantity, ue propose to generalize the O(3)-invariant theory by 
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modifying the Lagrangian m the following \-lay 

L (2.1.3) 

The corresponding equation of motion lS 

(2.1.4) 

where z lS defined as 

-+ -+ -+ 
n xn .n 

tan 8 = 
u v (2.1.5) z - -+ -+ 
n .n u v 

-+ -+ 
Multiplying Eq. (2.1.4) by n and making use of the fact that n lS 

u u 
-+ -+2 

orthogonal to n due to n equalling one, we get an equation of the form 

This 

-+ 
n 

u 

can be 

3 
3v 

13F 3Gl 
. [3v + 3uJ 

o 

written as 

3 -+-+ -+-+ 
(F.n) + 3(G.n ) u u u 

(2.1.6) 

-+ -+ 
3n 3n -+ u -+ u 

F 8V G ~ 
0 . (2.1.7) 

-+ 
By elementary manipulations we derive an equation for the norm of nu 

2 Q (u) . (2.1.8) 

-+ 
Similarly, multiplying Eq. (2.1.4) by nv leads to 
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~(I~ 12(f cjf au V - 8Z z)) 0 

1
-+ 12 df n (f - - z) == 

V dZ (2.1.9) 

Since our original actl"on lS f " " orm lnvarlant under a local transfor-

mation of the form 

(u,v) -+ (ul,v') , 

du' IQ(u) ldu 
(2.1.10) 

dv' /H(v)ldv 

We have 

I~ 12 2 -+ 12 
Q (u)ln 'I u u 

I~ 12 2 1-+ 12 = H (v) n , v v (2.1.11) 

Making use of the above transformations we may write E (2 1 8) d qs. .. an 

(2.1.9) as 

(f - ~ z) I~ ,1 2 
1, 

dZ u 

df -+ 2 
(f - - z) In I dZ VI 

or uSlng Eq. (2.1.5) 

,-+ 12 
In i I u 

1 , 

(f - ~~ sin8cos8) -1 - y(8) . 

(2.1.12) 

(2.1.13) 

Hereafter we take the transformed coordinates as the basic 

variables and omit th2 primes. This transformation yields a Hamiltonian 

density which vanishes when the constant part is subtracted. This 

difficulty of correctly defining the energy also arises in the 

conventional a-model and can be dealt with using standard methods. 
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(3~) 
It has been shown by Pohlmeyer that the integrability condition 

of the dynamical system described by Eq. (2.1.1) leads to the sine-Gordon 

equation. Here we proceed along similar lines for the Lagrangian (2.1.3) 

to find a generalization of the sine-Gordon equation. First we compute 

• • -+ 
the mixed derlvatlve n 

uv 
-+ 

and the second derivatives n 
uu 

-+ 
and n vv 

in terms 

-+ -+ -+ 
of the three basic vectors n , n , and n which span M. Because of the 

u v 
. -+-+ 

constralnt n.n equals one, these vectors are linearly independent 

-+ -+ 
provided n.n does not vanish. 

u v 

Then, we note the following equalities. 

-+ -+ 
n .n 

uv 

-+ -+ 
n .n 

uv u 

-+ -+ 
n .n 

vv v 

-+ -+ 
n .n 

uu 

-+ -+ 
n .n uu u 

-+ -+ 
n .n 

uu v 

-+ -+ 
n .n 

vv 

-+ -+ 
n .n 

vv 

-7- -+ 
n .n vv u 

-+ -+ -+ -+ 
(n .n) 

u v 
- n .n 

u v 
-ycos8, 

1 -+ -+ 1 2" (n . n ) u u v 2" Yv 

1 -+ -+ 1 
2" (n .n ) 2" Yu u v u 

-+ -+ en .n) 
v u 

-+ -+ 
- n .n 

1 (-+ -+ \ 
-2 n.n) u u u 

u u 

-+ -+ 
(n .n) 

v v 
-+ -+ 

- n .n 

1 -7- -+ 
(n .n ) 

2 v v v 

v v 

-y , 

-y , 

-+ -+ 
= (n .n) -

u v v 

-+ -+ 
n .n uv v 

y cos8-ysin8 8 
v v 

h b expressions we obtain Making use of tea ove 

-+ -+ 
n n 

v -+ -ycos8~ + ~ (y acos8) +- a 
n 2y uv 2y v 

-+ -+ 
n n 

-+ -+ 
+ ~ S 

v (y - Scos8) -yn +-n 2y - 2y v -vv 
-+ -+ n n 3... 0 -+ -7- U 

(Yu - ocos8) + -yn + -- 2y -n 2y -uu 

(2.1.14) 

(2.1.15) 



y -y cos8 
u v 

. 28 
s~n 

Y cos8-2ysinS8 -y 
v v u 

. 2 
s~n 8 

S with u+-t-v. 

Next we substitute these vectors into the identity 

-+ -+ 
n .n 

uv uv 
1 (~2) + 1 (~ 2) 
2 u vv 2 v uu 

-+ -+ -+-+ 
(n .n) +n .n 

u v uv uu vv 

11 

(2.1.16) 

The resulting expression yields a generalized version of the sine-Gordon 

equation ~n light-cone coordinates. 

2ysin8(ysin8+8 ) + (8 2+8 2_28 8 cos8)(y' _ Y'\ 
uv u v u v y 

- (8 2cos8+8 2cos8-28 8 )( '1'8) 
u v u v s~n 

(2.1.17) 

+ (8 +8 - 28 co s8 )y , o. 
uu vv uv 

This equation ~s the integrability condition of the equations 

of motion of the Lagrangian (2.1.3). A choice of the function y=y(8), 

through Eq. (2.1.13) determines the specific form of the Lagrangian. In 

contrast to the sine-Gordon case which is given by y=const this equation 

is not Lorentz invariant ~n the general case. This is expected since a 

conformal transformation has already been performed in (2.1.10). It 

follows that the Lorentz invariance of the integrability condition for 

the standard a-model is the result of the specific choice y = const. In 

the next section we will show that there is a one parameter family of 

generalized a-model Lagrangians for which Eq. (2.1.17) after a 

transformation of variables again leads to the sine-Gordon equation. 

2.2. Special Cases Exhibiting Symmetries 

In this section, we search for certain choices of y which will 

d E (2 1 17 to a system with some kind of additional symmetry. re uce q. ., 

Therefore, we first look for an express wn for y which will render 



Eq. (2.1.17) Lorentz invariant. The only choice is readily seen to be 

Y = const, which gives the sine-Gordon equation. 

Next we try to make Eq. (2.1.17) Euclidean invariant. To this 

end, we separate the terms that mUltiply the mixed derivatives 8 8 
u v 

and 8 They are uv 

V' ,2 

12 

cos8 ('1" - I - L) 
sin8cos8 '1 (2.2.1) 

'1' cos8-'1sin8 , (2.2.2) 

respectively. 

We note that when '1 equals c
2

/[cos8[ both Eq. (2.2.1) and Eq. 

(2.2.2) are zero. Substituting this value for '1 in Eq. (2.1.17) we get 

an Euclidean-invariant equation 

222 2 t sin8 + (8 +8 )tan8+(8 +8
vv

) 
u v uu 

o (2.2.3) 

We multiply this equation by an integrating factor ¢'. When ¢' equals 

1/cos8, Eq. (2.2.3) reduces to 

0, (2.2.4) 

where the "potential" ~s 

v(¢) 
2 2c coshtjl. (2.2.5) 

Another simple case reveals itself when we impose x+x'=f(x) 

symmetry. In other ,'lOrds, we require that the integrability condition be 

x-independent. Going back to one-space and one-time coordinates it is seen 

that Eq. (2.1.17) can be written as 

_'1' 8 ] '1 cot 2) x o (2.2.6) 
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2 
When y equals c /(1+cos8), Eq. (2.2.6) reduces to 

2 8 tl 28J c tan -2 + - 8 sec -
2 t 2 t o (2.2.7) 

Defining tan(8/2) as ~ t h h . ~, we ge t e armon~c oscillator equation 

2 
c¢+¢ tt o (2.2.8) 

For this case we note that the tangent of the angle between the vectors 

-7- -7-

nu and nv oscillates in t~me w~th a per~od . 1 ~ ~ ~ proport~ona to the norm of 

these vectors. 

We proceed along similar lines to get the time independent 

version of Eq. (2.2.6). When y is c 2/(1-cos8), Eq. (2.2.6) becomes 

o . (2.2.9) 

Letting cot(8/2) be defined as ¢ yields the harmonic oscillator equation 

for ¢, 

2 
c ¢ + ¢ 

xx 
o . (2.2.10) 

This time the oscillation ~s ~n space. 

Using the Eq. (2.1.13) which shows the relation between y and f, 

we can summarize our results as follows. When the Lagrangian density is 

given by Eq. (2.1.1), the integrability condition is Lorentz invariant; 

it yields the sine-Gordon equation, a ,,,ell-known result. However, ,,,hen 

+(-) l~ I I~ I is adJed to the Lagrangian density, the corresponding 
u v 

integrability condition becomes time(space) independent and reduces to 

-7- -7-

the harmonic oscillator equation. Finally n.n replaced by u v 
I~ II~ I u v 

gives the Euclidean-invariant integrability condition, or the Euclidean 

sinh-Gordon equation. 
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All these four cases can be unified with a variable transformation 

as follows. Looking back t E (2 ) a q. .2.6 we define 

cpl yl 8 
tan - + 1 

Y 2 (2.2.lla) 

l/JI 1 - L 8 cot 
Y 2 (2.2.llb) 

Hence Eq. (2.2.6) can be written as 

2ysin8 + cp - l/J 
tt xx o . (2.2.12) 

The simplest relation between cP and lj! would be 

2 
a l/J , (2.2.13) 

2 
where a lS a constant. In order to satisfy Eq. (2.2.13) y and f have to 

take the special values 

2 2 2-1 Y = c {a + 1 + cos8(a -l)} , 

(2.2.14) 

Disregarding an overall constant, these determine a family of Lagrangians 

depending on the parameter a. Substituting this in Eq. (2.2.lla) we get 

a tan ~ 
2a 

8 
tan "2 

Using this as the definition of cp, Eq. (2.2.12) reduces to 

1 - - cp 
a xx 

o . 

(2.2.15) 

(2.2.16) 

Rescaling ¢ and our time (or x) coordinates we get the sine-Gordon 

2 
equation for cp. Furthermore fro~ Eq. (2.2.14) we can see that when a lS 

posltlve, negative, zero or infinity we get the sine-Gordon, the 

Euclidean sinh-Gordon, the time-independent or the x-independent equations 



respectively. So all four cases are unified when we ~mpose Eq. (2.2.13) 

upon our integrability condition. 

2.3. Behavior of Time-Independent Solutions 

In this section we consider only the time independent solutions 

of Eq. (2.2.6) which are given by 

15 

~ 'Y' eJ-2'Ysine- ex(l - -- cot -) 
'Y 2 x 

o . (2.3.1) 

Before we set up a procedure for finding solutions systematically, we 

consider one special case. We try 'Y of the form 

'Y 
2 b 

a (1 +cose) . 

Substituting this w Eq. (2.3.1) we get the follmving potential 

1:. e 2 
2 x 

(2.3.2) 

(2.3.3) 

where c 2 ~s a constant of integration. We can put Eq. (2.2.3) In a 

closed form for x by letting u equal tan(e/2), 

x f
tan e/2( 2( 2)2 22b+l(1 2)1-b)-1/2 

(l+b) du c l+u -a +u (2.3.4) 

We first note that b equals mlnus one will make x equal zero. 

This case corresponds to the x-independent case of Section 2.2. We 

recover the sine-Gordon limit when b equals zero. So the next simple case 

is given by b equals one. We get 

2 [i F(a,Q)] (2.3.5) x , 
c 

where 

q 2/2:+C 



tan(Y. /(c-2a)-1 c 8 
tan -

2 
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and F is an elliptic integral of the first kind. Still another manifestly 

integrable case is b equals minus two. This yields x as a linear 

combination of elliptic integrals of the first and third kinds. These 

solutions can be compared to the time-independent solution of the s~ne-

Gordon equation which ~s an elliptic integral of the first kind. 

In order to find out which function f in the Lagrangian would 

g~ve these solutions, we go back and solve Eq. (2.1.13) and get 

f(8) 
3 2 1 (1 - cos8)2 

- (4 a cos8) - - --;:------
4a

2 
l2a

2
cos8(1+cos8) 

(2.3.6) 

when b equals one. 

Going on to the general case, we note that when we let 

ep' 
__ y' 8 

(1 cot -) 
y 2 

(2.3.7) 

2ysin8 term ~n Eq. (2.3.1) can be written as 

-2 c :ep (y(1+cos8» , (2.3.8) 

Identifying 2cy(1+cos8) with the potential we write Eq. (2.3.1.) as 

follows 

l ep 2 + veep) = c 
2 x 

h E (2 3 7) We note, after integration, Going back to t e q. ., 

_ f8 L 
8 Y 

~ d8' cot 2 ' 

(2.3.9) 

(2.3.10) 

~nformation from this equation. We immediately We can extract some ~ 

. G d l~mit, where y ~s a constant gives ep equals 8. notice that the s~ne- or on ~ 
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Furthermore, when y equals c/(l+cose), Eq. (2.3.1) becomes x-independent, 

as we realized before. This gives ¢ equals zero as expected. 

y(e) must be an even, periodic function of e if the Lagrangian ~s 

to be parity invariant. Hence, the integrand in Eq. (2.3.10) must be 

even. 1.wen integrated it will, in general, give another term proportional 

to e plus an odd, periodic function of 6. Therefore, by rescaling ¢ if 

necessary, we find ¢ and 6 differ by an odd, periodic function. In this 

case any periodic function of e, when expressed as a function of ¢, ~s 

again periodic. Hence the potential V(¢) in Eq. (2.3.9) is periodic and 

the time independent solutions will exhibit soliton behaviour. In cases 

where y is chosen such that it cancels the term proportional to e in Eq. 

(2.3.10) ¢ will be a periodic function of e, and V(¢) is not necessarily 

periodic in ¢. Then the time-independent solutions need not exhibit 

sol iton behaviour. The Euclidean sinh-Gordon equation provides an examp Ie 

for this case. 
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I I I I GEOMETR I CAL PROPERT I ES AND I NVAR I ANCES OF THE 

GENERALIZED SIGMA MODEL 

We exploit the methods that have been developed for the s~ne-

Gordon equation and other totally integrable systems to further 

investigate the generalized sine-Gordon equation (GSG). In Section 3.1 

we utilize geometrical techniques to show that just like the sine-Gordon 

. (34) . . 
equat~on , the GSG equat~on can be der~ved from the condition that 

its underlying surface has a Gaussian curvature equal to one. We then 

consider the imbedding of this surface in a three-dimensional flat space. 

In Section 3.2, we formulate the GSG equation as an inverse scattering 

problem according to the general framework provided by Lax(3S) and 

. . ( ) (8) h b d' Ablow~tz, Kaup, Newell, and Segur LAKNS . T ere y we er~ve the 

soliton connection and obtain a self-Backlund transformation. In Section 

3.3 we use the group theoretical approach to investigate the invariance 

properties of the GSG equation under a transformation of the variables. 

This invariance study once more s~ngles out the special cases of the GSG 

equation exhibiting extra symmetries, which in Section 2.2, have been 

shown to be unified with a variable transformation. 

3.1. Surface Theory and the Generalized Sigma Model 

In this section we investigate the nature of the surface 

underlying the generalized sigma model. To this end, we identify the 

d the Gauss ~an curvature of the surface. Then 
first fundamental form an L 
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we consider the imbedding of the surface in a three-dimensional flat 

space and obtain the appropriate second fundamental form. 

The GSM is described by the Lagrangian density given ~n Eq. 

(2.1.3). The action 

I = f L du dv 

~s conformally invariant. The three-dimensional unit vector ~ 

-+ geometrically describes the surface of a unit sphere. Since n ~s a 

(3.1.1) 

function of u and v, provided that this function is nonsingular, these 

variables, or equivalently x and t may be used as the coordinates of this 

two-dimensional surface. In part II it was shown that the equations of 

motion and the conformal ~nvar~ance of the model can be utilized to 

choose coordinates such that 

2ex - e 

( f of sin8cos8)-1 -38 

)'(8) 

(3.1.2) 

where ex is a function of 8 which is determined by the function f ~n the 

Lagrangian. Thus the metric on the unit sphere ~s given by 

-+2 
dn 

-+ -+ 2 
(n dv + n du) 

v u 

From this equation we immediately recogn~ze the basis one-forms 

1 ex ~ dt w e cos 2 

2 ex 8 dx w e s~n 2 
such that 

2 
dS l 

(wl )2 + (i)2 

(3.1.3) 

(3.1.4) 

(3.1.5) 



The connection one-form 

w -w 
1-16 S]J 

lS determined from the integrability condition 

dw1-1 + w1-1 '" 6 a w 
6 

and lS glven by 

2 
( 81 81 a cot - - - 8 ) dt - (at tan -2 + - 8 ) dx x 22x 2t· 

The Gaussian curvature.K lS defined by 

dw]J = K uY A w V • 
V 

Letting the G"lussian curvature equal to one VIe get 

8 
«2a' cot -2 - 1)8 ) 

x x 
8 

+ «2a' tan -2 + 1)8) + 
t t 
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0.1.6) 

0.1.7) 

0.1.8) 

0.1.9) 

0.1.10) 

This lS the integrability condition for the GSM, identical to Eq. (2.2.6). 

Having identified the intrinsic geometry underlying the GSM, we 

consider the imbedding of the surface S in a three-dimensional flat 

space M. We define the second fundamental form of S through 

2 
-ds 

2 

The equation governlng the imbedding problem lS 

dw l + W l "wJ ::: 0 
k J k 

0.1.11) 

0.1.12) 

where the indices range over three values. This is the Gauss-Codazzi 

equation for the imbedding problem Vlith the identification 



1 1 
W 3 1T 
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0.1.13) 
2 2 

W 3 1T 

Furthermore the definition of the surface S as 

0.1.14) 

~mposes another condition 

o . 0.1.15) 

We see that Eqs. (3.1.12) - (3.1.15) are all satisfied when we let 

0.1.16) 

3.2. The Soliton Connection and the Backlund Transformation 

Having established the geometrical framework underlying the GSM, 

we construct an S1(2,R) valued connection one-form with zero curvature. 

This is the soliton connection. We perform a gauge transformation ~n 

order to cast it into 1AKNS form. Finally we find the Backlund 

transformation for the GSM. Our approach closely resembles that of 

Ref. 25. 

The Gauss-Codazzi equations for imbedding surfaces in a three-

dimensional flat space form a realization of Cartan's equations for 

S1 (2 ,R) 

o , 0.2.1) 



where 

2 

are the structure c t f ( ) ons ants 0 SL 2,R , with the identification 

1 (2 . 1) "2 w - ~w . 

For the GSM, these are 

i 8 1 
2 

«al cot - - -)8 )dt 
2 2 x « rv l t 8 1)8) 

eN an "2 + "2 -t dx 

1 (ea . 8 . a 8 2 s~n "2 dx + ~e cos "2 cit) 

8 2 1 (ea . 8 . a - "2 s~n "2 dx - ~e cos 
8 - dt) 
2 

Now we construct a connection one-form r 

with a vanishing curvature 

dr + r A r o . 
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0.2.2) 

0.2.3) 

0.2.4) 

0.2.5) 

0.2.6) 

This can be traced back to Gauss-Codazzi equations through Eq. (3.2.1). 

Now we can briefly summar~ze the LAKNS formalism. The 

integrability conditions for the systems of linear partial differential 

equations 



V2 + isV = r V 
x 2 1 

where the eigenfunctions V d V 1 an 2 evolve In time according to 

are 

A qC-rB 
x 

B - 2isB 
x 

C + 2i1;;C 
x r + 2r A . 

t 
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0.2.n 

0.2.8) 

0.2.9) 

Here A, B, and C are functions of x, t and 1;;, where 1;; is a constant. If 

we construct a connection one-form with the identification 

eO - (A dt + i1;;dx) 

el - (B dt + q dx) 0.2.10) 

e2 - (C dt + r dx) 

the condition that its curvature vanishes yields Eq. (3.2.9). We want to 

identify the set described in Eq. (3.2.10) with that in Eq. (3.2.4) to 

read off the LAKNS potentials for the GSM. However, as they stand, these 

tHO sets of equations are incompatible since C;; has to be a constant. To 

circumvent this problem we perform a gauge transformation 

r I fIT f\ -1 + f\df\-l 0.2.11) 

In order to cast Eq. (3.2.4) into LAKNS form described by Eq. (3.2.10). 
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Here A has a determinant equal to unity. We find that for the GSM, A has 

a very simple form 

-iz;:x -iZ;:x 
1 e e 

A -
12 iTx iz;:x -e S e 

Equating the transformed f r" one- orm w~th Eq. (3.2.10) we get 

A 

c 

B 

q 

i a 8 
"2 e cos 2 

~ 2iZ;:x 
(a' "2 e 

i -2iz;:x (a I "2 e 

cot ~ - ~)8 
2 2 x 

cot 8 1 
- - -)8 2 2 x 

1 -2iZ;:x (a . 8 8 1 "2 e e s~n'2 - ~ (a' tan 2 + 2)8 t ) 

1 2iz;:x (a . 8 ~ 8 
r =-2e e s~n2+ -'- (a' tan 2 + l)8 t ) 

(3.2.12) 

(3.2.13) 

The eigenvalue z;: usually has a real and a ~mag~nary part. If we 

restrict its value to be real for simplicity then 

r = - q* . (3.2.14) 

Furthermore, 

B - C* . (3.2.15) 

In the literature. it has been shown that the Gelfand-Levitan-

Marchenko integral equation associated with the inverse scattering 

o 0 of' (36) h O 

0 0 problem ~s unlquely solvable l r = - qX . For t lS spec~f~c case, 

there is also a general method for deriving the Backlund transformation 

(18) 
from the equations for the inverse problem . This ~s as follows. To 

conform with the notation in Ref. 18 we let z;: go to -z;: ~n Eq. (3.2.7). 

Then, defining a quantity U = Vl /V2 we get a system of equations 



U 
x 

2 0.· 2 - lsU - r U + q 

2 2A U - C U + B . 

For the GSM we have 

where 

U 
x 

U 
t 

A 

C 

1 
2" 

2 - 2isU + q* U + q 

2A U + C U2 - C* 

2isx 

, 

qt e + cc 

2isx ) 
q e - cc 

2isx 
i 1 lqt e - cc 

2 C * -4isx)( 2isx )x 
q + q e -q e + cc 
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0.2.16) 

0.2.l7a) 

0.2.l7b) 

0.2.18) 

Using Eq. (3.2.l7a) and its complex conjugate we derive an 

expression for q in terms of U, U* , U and U*. Substituting this 
x x 

expression in Eq. C3.2.l7b), we can eliminate q and thereby get a non-

linear partial differential equation for U and U*. This equation is 

invariant under the transformation 

CU, s) -+ (-U, s) 0.2.19) 

The existence of this gaugelike invariance makes it possible to 

find a self-Backlund transformation since we know we have a second 

solution q' such that 

U 
x 

-2isU -q'* U
2 

- q' 

2A U - C U
2 

+ C* 

(3.2.20a) 

0.2.20b) 

Here A and C are functions of q', q~, q~ and q~t and their complex 
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conjugates. Subtracting Eq. (3 2 20 ) f ( .. a rom Eq. 3.2.l7a) we obtain the 

following expression for U 

U +' -~ 0.2.21) 

where H is the Heaviside step function. In order to get the spatial part 

of the Backlund transformation for the GSG equation, we add Eq. (3.2.20a) 

and Eq. (3.2.l7a) and then substitute for U from Eq. (3.2.21). Rearranging 

terms we get 

(q-q') = -2is(q+q')+i(q-q') Iq±q' I H(x-x +4st) 
x 0 0.2.22) 

Similarly we add Eqs. (3.2.20b) and (3.2.l7b) and substitute for U to get 

the temporal part of the Backlund transformation. 

3.3. Invariances and Infinitesimal Properties 

In this section we shall investigate the invariance properties of 

, ,- f ,(23) 
the GSG equat~on under one-parameter L~e group ot trans ormat~ons . We 

shall find the invariant variable in terms of which we can reduce the 

partial differential equation with two independent variables and one 

dependent variable to an ordinary differential equation, Finally we find 

the explicit solution of this ODE for a special case. 

Here 

Let us rewrite the GSG equation, Eq. (3.1.10). 

(8) 8 F (8) 82 F' + 8 2 F' 2y(8)sin8 + 8ttFl - XX 2 + t 1 x 2 

RC8,8 ,8 t"") 0 xx t 

Y8 8 
1 + Y tan "2 

0.3.1) 

0.3.2a) 



y 

1 

20. 
e 

e 
Y cot i 
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(3.3.2b) 

(3.3.3) 

and subscripts denote partial differentiation with respect to e. If H is 

invariant under the one parameter (E) group of transformations obtained 

from the infinitesimal transformation 

x' x + Es(x,t,e) 

t' t + cr(x,t,e) (3.3.4) 

e' e + E~(X,t,e) 

through exponentiation, then 

XH o (3.3.5) 

where X lS the operator 

X (3.3.6) 

Here (~xJ and (~xx) are the infinitesimals for 8x and 8xx respectively 

whose explicit forms In terms of S, ~, and T can be obtained from Eq. 

(3.3.4). Furthermore if H lS invariant under the transformation defined 

by Eq. (3.3.4) then the following equation must hold 

dx 
T 

dt 
T 

de 
IT 

Using Eq. (3.3.5), we find the infinitesimals ~, sand T. Then 

(3.3.7) 

substituting these values in Eq. (3.3.7) we get a solution with two 

arbitrary constants. One of them, 6, will be the similarity variable. The 

other one, f(6) will be the independent variable. 

For Eq. (3.3.1), when we impose the condition (3.3.5) and collect 

together the like-derivative terms in e we get 



n 0 

L L(X) + b 

restricted by the following equations 

L F' = r F' x 2?t 1 

Equation (3.3.9) tells us immediately that either 

2 
a 

where a ~s just a constant, or 

L 
x ~t o . 
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0.3.8) 

0.3.9) 

0.3.10) 

0.3.11) 

This equation ~s the same as Eq. (2.2.13) in Section II. If this 

relation holds, then the integrability condition of the GSM reduces to 

the sine-Gordon, the Euclidean sinh-Gordon, the time-independent or the 

space-independent equations for different values of a
2

. The invariance 

properties of the sine-Gordon equation has been analyzed in Ref.23; the 

other three cases are related to the sine-Gordon equation by a variable 

transformation. 

If we do not have the special case described by Eq. (3.3.9) then 

us~ng Eqs. (3.3.11), (3.3.8) and (3.3.7) we find the invariant variables 

Sand HS) 

s 
(3.3.12) 

u = f (S) 



This reduces the GSG equation to a particularly simple form, 

[
CF - a

2 
F )fl]' = 2y sinf 

2 b2 1 

where primes denote differentiation with respect to S. 
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(3.3.13) 
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IV. CANONICAL STRUCTURES FOR DISPERSIVE WAVES IN SHALLOW WATER 

The equations governlng long waves ln shallow water consist of a 

familiar pair of coupled first order partial differential equations which 

can be interpreted as a Hamiltonian system in several different ways. 

F · L k ,(37) " 
lrst, u e s varlatlonal principle for these equations was cast into 

. (38) (39) . (40) 
canonlcal form by Zakharov ,Broer ,and Mlles . But with this 

approach it was not possible to obtain an explicit expression for the 

H '1 " f h " . (41) exact aml tonlan ln terms 0 t e canonlcal varlables. Later Manln 

considered the symplectic structure of shallow water ,,,aves from a 

completely different point of view. Recently a new formulation of these 

. b k (30) . f . d . equatlons y Nut u ln terms 0 potentlals le to the constructlon of 

the requisite Hamiltonian through the use of Dirac's theory of 

. (31) dd' . h H'l . h constralnts . In a ltlon to t ese aml tonlan structures t e 

equations for shallow water waves admit an infinite number of conserva-

tion laws which are in involution relative to Manin's symplectic form, 

or alternatively posses~ vanishing Poisson brackets with the 

. . (28) 
Hamlltonlan . 

This variety of interesting structures makes the theory of 

shallow water waves a prototype of two-dimensional field theories. It 

will be of interest to find out which properties of this system of 

equations are stable in the sense that they survive in an appropriately 

generalized form when the equations are modified to accomodate new 

effects. To this end we shall now consider the theory of shallow water 
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waves including dispersion. We shall find that it is possible to 

generalize both Manin's symplectic structure and the Hamiltonian obtained 

by applying Dirac's theory to a new variational formulation of the 

equations for dispersive waves. However the infinite set of conservation 

laws are lost. 

The plan of this part lS as follows: In Section 4.1 we consider 

the equations governing dispersive waves in shallmv water and their vari-

ant, the Boussinesq equations. By introducing potentials we construct new 

variational principles for these equations. It is not a straight-forward 

task to formulate the correct initial value problem for the Boussinesq 

equations as they possess time derivatives of an order higher than that 

of the shallow water limit. We shall show in Section 4.2 that with the 

help of the variational principle the Cauchy problem for the Boussinesq 

equations can be posed correctly, and in general it entails the solution 

of a constraint which is given by a differential equation. We shall con-

sider the Hamiltonian formulation of dispersive waves in Section 4.3. The 

Lagrangian is degenerate, as in the limit of no dispersion and once again 

we shall use Dirac's theory in order to cast this system into canonical 

form. In Section 4.4 we shall generalize Manin's symplectic structure to 

allow for the effects of dispersion for both types, including the 

Boussinesq equations. These are four conservation laws for dispersive 

waves corresponding to the conservation of mass, linear momentum and 

energy, and one further equation which follows as a consequence of these 

three. In Section 4.5 we shall construct these conserved quantities, first 

. (42) 
obtained by Whltham in the Boussinesq case, and prove that there are 

no further conservation laws in either case. Finally, in Section 4.6 we 

discuss the invariance properties for the shallow water wave equations 

without dispersion. 
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4.1. Potentials and Variational Principles 

We refer to Whitham(28) for a complete discussion of the equa-

tions of motion for long waves in shallow water including the effects of 

dispersion. In deriving these equations we are first led to 

h t + (hu)x o , (4.1.la) 

o , (4.1.lb) 

where u ~s the velocity and h the height of the fluid. Subscripts denote 

partial derivatives with respect to time and space coordinates, t and x. 

Shallow water equations without dispersion are obtained when the constant 

'J in Eq. (4.1.lb) is set equal to zero. In place of Eqs. (4.1.1) 

. (43) 
Bouss~nesq has proposed 

h + (hu) 
t x o • (4.1. 2a) 

o , (4.1.2b) 

for dealing with dispersive effects. 

Here and ~n the following we shall first discuss the system of 

Eqs. (4.1.1) and then consider the Boussinesq case of Eqs. (4.1.2). In 

this way we hope to avoid disturbing the continuity of the discussion. 

We shall start with a reformulation of these equations ~n terms 

. 1 F th;s purpose note that Eqs. (4.1.1) are the conditions of potent~a s. or ~ 

for the one-forms 

1 
w 

2 
w 

hdx - hudt 

(! u2 + h + vh )dt udx - 2 xx 

(4.1.3a) 

(4.1.3b) 



to be closed 

o o . 

Therefore, us~ng Poincare's lemma we have locally 

1 
w dlf' 2 

w d¢ 
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(4.1.4) 

(4.1.5) 

where ¢ and If' are scalar potentials. In term of components, Eqs. (4.1.5) 

and (4.1. 3) yield the relation 

u 

If' h 
x 

(1 2 
'-2 u + h + vh ) xx 

- uh , 

(4.1.6a) 

(4.1. 6b) 

between the phenomenological fields u, h and the potentials ¢, If'. The 

integrability conditions of Eqs. (4.1.6) yield the original equation of 

motion, and their compatibility requires that 

If't + ¢ If' x x 
o 

¢ + l ¢2 + If' + vlf' 
t 2 x x xxx 

o 

(4.1. 7a) 

(4.1.7b) 

which are non-linear partial differential equations satisfied by the 

potentials. 

These equations can be derived from an action principle 

01 

where 

o I = f Ll dx dt 

ciJ If + ¢ If' 
t x x t 

+ ¢ 21f1 
x x 

~s the Lagrangian density. 

2 2 
+ If' - \)If' 

x xx 
(4.1.8) 
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The introduction of potentials for the Boussinesq equations 

follows along similar lines. The d'f ~ ferences consist of substituting h
tt 

in place of hxx in Eqs. (4.l.3b) d (4 1 6 ) an " b which results in the 

equations 

'¥ + <P '¥ 
t x x o (4.1.9a) 

<P
t 

+ ~ 2 + '¥ + v'¥ 
2 x x xtt o (4.1.9b) 

for the potentials. Finally 

v'¥ 2 + '¥ 2 
xt x (4.1.10) 

~s the Lagrangian for the Boussinesq equations. 

4.2. Cauchy Problem for the Boussinesq Equations 

The difference between Eqs. (4.1.1) and (4.1.2) may at first 

sight appear to be slight but in fact these are two completely different 

sets of equations. In particular the initial value problems for these 

equations exhibit important differences. The Cauchy data for Eqs. (4.1.1) 

is essentially the same as that of the ordinary shallow water theory 

obtained in the limit V + O. On the other hand in Eqs. (4.1.2) we find time 

derivatives of an order higher than that of the dispersionless limit v+O 

which changes the character of these equations drastically. 

In order to isolate the constraints and the dynamical variables 

for the Boussinesq equations we shall start with a variational 

formulation of these equations. For this purpose it is necessary to 

modify the Lagrangian in Eq. (4.1.10) so that it will involve only the 

first derivatives of the potentials. We shall therefore introduce 

another potential T and <lith its help express the Lagrangian L2 in the form 



,.;There 

K = 1 1
1/2 

V , P sign (v) 

Variations with respect to ¢, 'f, T lead to 

{'f
t 

+ ¢ 'f } 
x x o 

T - p'f + PKIjI 
x tx 

o 

respectively. Remembering that ¢ 
x 

reduce to Eqs. (4.1.2). 

u, IjI 
x 

o , 

2 
(1 + p)'f 

x 
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(4.2.1) 

(4.2.2) 

(4.2.3a) 

(4.2.3b) 

(4.2.3c) 

h we see that Eqs. (4.2.3) 

We see that the time derivatives of ¢ and T appear only in the 

combination ¢ - KT in the Lagrangian (4.2.1) and subsequent ly in Eqs. 

(4.2.3). This suggests that we define 

¢-KT (4.2.4) 

and eliminate T In favor of I from the problem. In this case we find 

'f + ¢ IjI 
t x x 

It + ~ 2 
2 x 

o , 

¢ - I - PKIjI - v(¢ 1jI) = 0 
x x x x 

(4.2.5a) 

o , (4.2.5b) 

(4.2.5c) 

where we have omitted possible arbitrary functions of time on the right 

hand sides of Eqs. (4.2.5a,b). 
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Equation (4.2.5c) contains no time derivatives of the potentials 

and is therefore a constraint equation which must be satisfied at every 

slice t = const. Given the initial values of ¢, ~ and L subject to Eq. 

(4.2.5c) we can solve Eqs. (4.2.5a,b) to obtain the values of ~ and L at 

the next instant of time. But ¢ itself is only a constraint variable and 

its time evolution will be determined by inserting the new values of ~ 

and L into Eq. (4.2.5c) and solving this differential equation for ¢ at 

that instant. 

4.3. Hamiltonian 

The Hamiltonian formulation of a system of equations lS not very 

useful if the Hamiltonian cannot be given by a local expression In terms 

of the canonical variables. The existence of a constraint which lS a 

differential equation such as the one in Eq. (4.2.5c) makes it impossible 

to construct a local Hamiltonian for the Boussinesq equations. So we 

shall not consider the Boussinesq equations In this section. On the other 

hand Eqs. (4.1.1) present a different case and we shall now use Dirac's 

theory to construct the appropriate Hamiltonian for these equations. 

The variational principle in Eq. (4.1.8) lS not suitable for 

passlng to a Hamiltonian formulation because the Lagrangian contains the 

second derivatives of ~. In order to obtain a variational principle where 

the action functional depends only on the first derivatives, once again 

we shall introduce another potential T. \.Je can readily verify that the 

Euler-Lagrange equations for 

¢ ~. + ~ ¢ + ¢ 2~ _ 2 KT ty - 2 T~ + pT
2 

+ (1 + p) ~ 2 
tx tx x x xx x x 

(4.3.1) 

yield Eqs. (4.1.1) together with 
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T plf' - PKIf' 
x xx (4.3.2) 

which serves as the definition f T o . 

The Lagrangian (4.3.1) lS degenerate. That lS, the canonical 

momenta 

If' 
x 

x (4.3.3) 

cannot be inverted for the velocities and we need to use Dirac's theory 

of constraints in order to cast this system into canonical form. There-

fore we introduce 

(4.3.4) 

as prlmary constraints. Using the canonical Poisson brackets between the 

potentials and their conjugate momenta we find that 

- 2 c5 ( x. -x ' ) , (4.3.5) 
x 

lS the only non-vanishing one among the Poisson brackets of the 

constraints. The primary constraints are therefore second class. The 

total Hamiltonian 

( 

H J Hdx 

will be glven by 

H H + HI 
o 



H 
o 

H' AC + oC + UC 
123 

38 

(4.3.6a) 

(4.3.6b) 

where A, 0, and U are Lagrange multipliers. These multipliers will be 

determined from the requirement that the Poisson bracket of the 

Hamiltonian with each one of the constraints should vanish. But ,ve find 

that 

2 (pT - \!f + K\!f ) 
x xx (4.3.7) 

cannot be set equal to zero because it is independent of the multipliers. 

Therefore we introduce a secondary constraint 

x 2(pT - \!f + K\!f ) 
x xx 

(4.3.8) 

and modify Eq. (4.3.6b) as 

H' (4.3.9) 

where W ~s another multiplier. There are no further constraints ~n this 

problem because with the choice 

° -<P \!f x x 

U =- p (<p \!f ) - pK( <P \!f ) 
x x x x x xx 

\!f - v\!f x xxx 
(4.3.10) 

. k of the Ham;ltonian with Cl , C2 , C3 and X all vanish. the Po~sson brae ets ~ 

( 6 b) (4.3.3), (4.3.8) and (4.3.10) we find the total From Eqs. 4.3. a, , 

Hamiltonian density 
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H 1 2 2 2 2 
- ¢ \j1 + P\j1 + \)\j1 + oT - 2 T\1f + 2 T\11 IT (1", 2 ) 2 x x x xx r X K r - L0 ~2 - + IV + \)\f3 xx : X X X 

- ¢ \f IT - {p(¢ If ) 
x x If x x x PX(¢ If) } ITT x x xx (4.3.11) 

where we have discarded a divergence. In terms of u, h Eq. (4.3.11) lS, 

up to a divergence, equivalent to 

H (4.3.12) 

by virtue of Eqs. (4.1.6) and (4.3.3). As we shall reconfirm in the next 

section, this lS the energy density for dispersive waves in shallow 

water. 

4.4. Symplectic Structure 

The symplectic geometry of the equations governlng shallow water 

f · . d b M . (41) ( 1 C 1 (29) waves was lrst studle y anln see a so, ava cante and McKean 

and the references contained therein). We shall now extend Manin's 

symplectic structure to include dispersive waves. 

For Eqs. (4.1.1) the phase space consists of the set 

{u, h; h ,h } x xx 

of infinitely differentiable real functions of period one and 

(~ d d 
dU ' dh ' 3h x 

d 
~) 

xx 

(4.4.1) 

(4.4.2) 

will denote the gradient ln function space. If A, B are two smooth 

functions of these variables the Poisson bracket is defined to be -

1 

{A,B} r 'VAJ'VBdx 
'0 

where 
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r D l J I 
D 

I IJ. 
I IJ. 

(4.4.4a) 

~ 

D 
3 
3x ' (4.4.4b) 

1 32 
IJ. =---

1 \! 3t3x (4.4.4c) 

lS the Hamiltonian operator. With this definition of Poisson bracket, 

Jacobi's identity 

{A, {B,C} } + {B, {C,A} } + {C, {A,B} } o (4.4.5) 

lS satisfied. From Eq. (4.3.12) (see also Eq. (8) In sequel) we find that 

the Hamiltonian is glven by 

H = f (4.4.6) 

We can verify that with y runnlng over the variables In (4.4.1) 

Hamilton's equations 

{y,H} (4.4.7) 

reduce either to Eqs. (4.1.1) or identities and in fact it was this 

requirement which led us to the choice of variables in (4.4.1) and the 

definition of Hamiltonian operator (4.4.4), given the Hamiltonian 

(4.4.6). An integral of motion P will satisfy 

{P,H} o (4.4.8) 

and this condition amounts to 

P - hP + \!p 
uu hh uxxu 

o (4.4.9a) 
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o (4.4.9b) 

1·· h (44) genera lZlng t e result of Lax for shallow water waves. 

The Boussinesq equations (4.1.2) admit a symplectic structure 

with the following modifications to the above scheme. In place of the 

variables in (4.4.1) we consider the set 

(4.4.10) 

where the space derivatives of h are replaced by time derivatives and 

this change carries over into the definition of the gradient 'V. The 

definition of the Poisson bracket via Eqs. (4.4.3) and (4.4.4) is the 

same as before except that now 

(4.4.11) 

In place of Eq. (4.4.4c). The Hamiltonian for the Boussinesq equations 

H (4.4.12) 

differs from Eq. (4.4.6) according to the general rule that space 

derivatives of h are replaced by time derivatives. Similarly we find that 

for P to be an integral of motion 

P uu 
hP

hh 
+ 

4.5. Conservation Laws 

p 
uttu 

o . 

o (4.4.13a) 

(4.4.13b) 

The equations for shallow water waves admit an infinite sequence 
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of conservation laws of the form 

P + Q 
t x 

o (4.5.1) 

where P, Q are functions of u, h. The existence of infinitely many 

integrals of motion makes it possible to construct exact solutions. We 

shall now show that this property is lost when the effects of dispersion 

are included. 

Whitham
(42

) has found that the Boussinesq equations (4.1.2) which 

are already in the form of conservation laws admit two further ones 

corresponding to the conservation of momentum and energy. The analogous 

conservation laws for Eqs. (4.1.1) are 

(4.5.2) 

respectively. We can read off P from these equations and verify that it 

satisfies Eqs. (4.4.9) in each case. In particular, the conserved 

quantity for the latter of Eqs. (4.5.2) is the Hamiltonian (4.4.6). 

There are no further conservation laws for V ~ O. In order to see 

this let us consider the fifth conservation law. The requirement that it 

reduce to the shallow water expression leads to 

o (4.5.3) 

,,,,here f and g depend on u, h, hx ' ht' hxx' ... and vanish In the limit 

v + O. Then we find 

(4.5.4) 
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and using Eqs. (4.1.1) repeatedly this can be cast it into the form 

v (h h) + V (u2hh + h (uh) + h2h 
x t t xx x t xx 

- vhh h + V
2hh h 

x xx xx 3x (4.5.5) 

The first two groups of terms on the right hand side of Eq. (4.5.5) are 

of the desired form but it is not possible to write either one of the 

last two terms as a total divergence. It will be sufficient to prove this 

only for one of them, say hh h . In order to express this term as a 
x xx 

divergence we consider all possible divergences which can result in such 

an expression. Thus we write 

hh h 
x xx (4.5.6) 

where a, band c are constants which must be chosen so as to make this an 

identity. Note that it is unnecessary to include (h3)3x in Eq. (4.5.6) 

s~nce it reduces to the last term above. From the coefficients of all 

linearly independent functions in Eq. (4.5.6) we obtain a system of 

linear equations for a, band c. This system of equations has no solution, 

which makes it impossible to express hh h as a total divergence. Therex xx 

fore there is no fifth conservation law for Eqs. (4.1.1). Similarly we 

can prove that the Boussinesq Eqs. (4.1.2) do not admit conservation laws 

beyond those already given by Whitham. 

4.6. Invariances 

We shall now point out an invariance of the equations for shallow 

water waves' "hich appears not to have been noted before. This invariance 

is non-trivial only in the limit V + 0 and, as in the case of infinitely 

many conservation laws, it is lost when we include the effects of 
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dispersion. 

We shall use Lie's theory of one-parameter group of transforma-

tions to analyze the invariance properties of Eqs. (4.1.1) with v equal 

to zero. We shall find the invariant variables for this system and there-

d h ' 'ld'ff' , , (23) h' by re uce t e partla l erentlal equatlons to ordlnary ones . T lS 

will enable us to construct an exact solution of these equations. 

Let us rewrite Eqs. (4.1.1) with v equal to zero In the form 

(4.6.1) 

If these equations are invariant under the following infinitesimal 

transformations 

x x + E~ (x,t,u,h) 

t t + ET (x,t,u,h) 
(4.6.2) 

u u + En (x,t,u,h) 

h h + EO (x,t,u,h) 

where E lS an infinitesimal parameter, then 

o , 

x 
(4.6.3) 

denot ~ng the first order changes in the derivatives 
with {n

t
}. {at} .,. ~-

terms of u, h, n, T, 0, ~ the explicit expressions of u , h , .. , . In 
t t 

for the "higher extensions" {n
t

}, {at} can be obtained by using Eqs. 

(4.6.2) and a typical extension is 
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From Eqs. (4.6.4) we get 

(4.6.5) 

into which we must substitute extensions. Eqs. (4.6.5) are algebraic 

equations for the variables u, h and their derivatives. Since these 

variables are linearly independent we require that their coefficients 

depending on (n, ~, T, 0) vanish separately. This leads to 

~ at + b 

n = a 

T c 

o 0 

'ere a band c are arbitrary constants. Then from , \vl1 , 

dx 
T 

.... Ie find 

cdx 

adt 

adx 

dt 
T 

du dh 
n - T 

(at + b) dt 

cdu 

(at + b) du 

const 

with can be integrated readily. 

(4.6.6) 

(4.6.7) 

(4.6.8a) 

(4.6.8b) 

(4.6.8c) 

(4.6.8d) 

. (4.6.8a) w~ obtain the invariant variable 
Integrat~ng Eq. 

const - S (4.6.9) 
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and then from Eqs. (4.6.8b,c) we find 

S - const (4.6.10) 

which suggests that we define 

( Q) (at + b.) g fJ -u-
C 

(4.6.11) 

as an invariant function. Finally we shall take the right hand side of 

Eq. (4.6.8d) as f(6) and change from the variables (u,h,x,t) to (f(B), 

g(S),S). In this way we can write Eqs. (4.6.1) as a pair of coupled 

ordinary differential equations for f and g 

gg' + f' = 1/2 
(4.6.12) 

gf' + fg' = 0 

where prlme denotes differentiation ",ith respect to S. These c'luations can 

be integrated and we find a solution ",here f and g both satisfy the 

algebraic equation 

1 C 2 +-
2 1 

o (4.6.13) 

and C
l

, C
2 

are constants. This solution contains five arbitrary constants. 

When we apply this procedure to Eqs. (4.1.1) ",hich include 

effects of dispersion. we find different results. The differences stem 

from the fact that ",hen v is different from zero Eqs. (4.6.8) are 

replaced by 

T = a 

b (4.6.14) 

n 0 

o 0 
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and this leads to the standard choice 

6 x - t 
b 
a (4.6.15) 

as the invariant variable. 

VJith the Ansatz (4.6.15) Eqs. (4.1.1) can be integrated to yield 

where 

and 

x - ~ t 
a 

U h4 

C
l 

u 
h 

-

+ 

which results ~n 

b Jr u -1/2 hdh , 
al\J 

2C h3 
2 

- 2C h2 
3 

- C 2h 
1 

b 
a 

elliptic functions. 

(4.6.16) 
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V, SUMMARY 

There are still no general not1."ons f h 1" o w at so 1.ton solutions 

really are, which classes of equations possess them, and how they are 

related to the presence of a canonical structure and properties assumed 

to be associated with complete integrability, such as Backlund and 

inverse scattering transformations, an infinite sequence of conservation 

laws, and an imbedding structure. In this Hork, He considered two 

different models that have been important in the theory of solitons; the 

0(3) a-model, and the shallow Hater waves equation in tHo-dimensions. We 

have analyzed generalizations of these models to find out which properties 

survive modifications. 

First, we have constructed a family of classical tHo-dimensional 

0(3) a-models Hhose integrability condition 1.S a generalization of the 

sine-Gordon equation. Searching for special cases of this equation Hhich 

exhibit symmetries, we have found a one-parameter family of Lagrangians 

whose integrability condition 1.S again given by the sine-Gordon equation. 

At special values of this parameter the integrability condition abruptly 

changes from the sine-Gordon equation to the Euclidean sinh-Gordon 

equation, whereas at precisely these values the equation becomes either 

the tiIT£-independent or the x-independent one-dimensional harmonic 

oscillator equation. Thus the physical behaviour of the system undergoes 

a change at these special values of the parameter. Going back to the 

general case, we have shown that the time-independent solutions 
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~n general, but not always, exhibit solitary \.;raves. In some cases these 

solutions, just like the solitons of the sine-Gordon equation, 

described by elliptic functions. 

are 

We have then exploited the methods that have been developed for 

totally integrable systems to further investigate the generalized sine-

Gordon equation. We have utilized geometrical techniques to shm.;r that 

just like the sine-Gordon equation, the GSG equation can be derived from 

the condition that its underlying surface has a Gaussian curvature equal 

to one. We have then considered the imbedding of this surface in a three-

dimensional flat space. He have also formulated the GSG equation as an 

~nverse scattering problem according to the general framework provided by 

L 
(35) (36) 

ax and Ablowitz, Kaup, Newell, and Segur (LAfu~S). Thereby we 

have derived the soliton connection and obtained a self-Backlund 

transformation. Furthermore, we have used the group theoretical approach 

to investigate the invariance properties of the GSG equation under a 

transformation of variables. This invariance study has singled out, once 

again, the special cases of the GSG equation exhibiting extra symmetries. 

In the study of shallow water waves with dispersion we have 

emphasized those aspects of complete integrability Hhich we had not 

considered in the case of the generalized a-model, namely the existence 

of a canonical structure and an infinite sequence of conservation laws. 

As in the case of shallow \Vater equations, \Ve have introduced t,vo 

potentials for long waves with dispersion. The integrability condition 

for these potentials has yielded the equations of motion. However, SLnce 

the Lagrangian in terms of just these potentials included second 

derivatives, we had to introduce a third potential. The ensuing Lagrangian 

d Therefore, We have used Dirac's theory of constraints to 
was egenerate. 

f h ' h enabled us to express the Hamiltonian 
cast it into canonical orm, w LC 
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explicitly in terms of the three potentials and their conjugate momenta. 

We have also been able to generalize this Hamiltonian structure by 

defining the Poisson brackets for the system, whereby we have cast the 

system into symplectic form. Through this symplectic structure, we have 

derived the general equation which all the integrals of motion satisfy. 

However, we have also shown that it ~s not possible to write down explicit 

forms of any more than four integrals. Furthermore "e have analyzed the 

invariance properties of shallow water waves with dispersion. In the 

process we have found one explicit solution of the dispersionless case and 

one for the case with dispersion in terms of elliptic functions. 



51 

BIB L lOG RAP H Y 

1. Scott,A.C., F.Y.F.Chu, and D.W.McLaughlin, "The Soliton: A New 

Concept in Applied Science," _P_r_o_c_e_e_d __ in~g~s~o~f~t~h~e~~IE==E~E, Vol.6l, pp.1443-

1483, 1973. 

2. Zabusky ,N. C., and M.D.Kruskal, "Interaction of Solitons in a Collision-

less Plasma and the Recurrence of Initial States," Physical Revie,,, 

Letters, Vol. 15, pp.240-243, 1965. 

3. Eckhaus, Viktor, and Aart Van Harten. The Inverse Scattering Trans-

formation and the Theory of Solitons. Amsterdam: North-Holland 

Publishing Company, 1981. 

4. Scott-Russel,J., "Report on Waves," Proceedings of Royal Society of 

Edinburgh, pp.319-320, 1844. 

5. Miura,R.H., "Korteweg-de Vries Equation and Generalizations. I. A 

Remarkable Explicit Nonlinear Transformation," Journal of Mathematical 

Physics, Vol.9, pp.~202-1204, 1968. 

6. Hiura,R.H., C.S.Gardner, and M.D.Kruskal, "KorteHeg-de Vries Equation 

and Generalizations. II. Existence of Conservation La",s and Constants 

of Hotion," Journal of Mathematical Physics, Vol.9, pp.1204-1209, 

1969. 



52 

7. SU,C.S., C.S.Gardner, "Korte d V . weg- e r1es Equation and Generalizations. 

III.Derivation of the Korteweg-de Vries Equation and Burgers' 

Equation," Journal of Mathematical Physics, Vol.lO, pp.536-539, 1969. 

8. Ablowitz,H.J., D.J.Kaup, A.C.Newell, and H.Segur, "Nonlinear Evolution 

Equations of Physical Significance," Physical Review Letters, Vol.3l, 

pp.125-l27, 1973. 

9. Barone,A., F.Esposito, C.J.Hagee, and A.C.Scott, "Theory and 

Applications of the Sine-Gordon Equation," La Rivisita del Nuovo 

Cimento, Vol.l, pp.227-267, 1971. 

10. Rubinstein,]., 1ISine-Gordon Equation,l1 Journal of Mathematical 

Physics, Vol. 11, pp.258-266, 1970. 

1l. Adkins,G.S., C.R.Nappi, and E.Witten, "Static Properties of Nucleons 

in the Skyrme Hodel," Princeton University Preprint, June 1983. 

12. Gursey ,F., 1ITamamiyle <;;ozulebilen Sistemler, 11 Tamamiyle <;;ozulebi Ii r 

Mekanik Sistemler Kollokyumu Notlar1, pp.l, Istanbul, 1982. 

13. Huang,Kerson. Quarks Leptons and Gauge Fields. Singapore: World 

Scientific Publishing Co., 1982. 

14. Coleman,S., "Quantum Sine-Gordon Equation as the Hassive Thirring 

Model," Physical Review D, Vol.ll, pp.2088, 1975. 

15. Jackiw ,R., "Liouvi lIe Fie Id Theory: A Two-Dimens ional Model for 

Gravi ty, 11 Massachusetts Institute of Technology Preprint, CTP # 1049, 

to be Published by Adam Hilgar, Bristol. Dec, 1982. 

16. Schwinger ,J ., "Gauge Invariance and Mass. I I" Phys ical Review, VA 1.128, 

pp.2425, 1962. 



53 

17. It Hooft, G., "A T~.;ro-Dimensional Hodel for Mesons" Nuclear Physics B , , 

Vol.75, pp.46l, 1974. 

18. Chen,H., "General Derivation of Backlund Transformations from Inverse 

Scattering Problems," Physical Review Letters, Vol.33, pp.925, 1974. 

19. Wadati ,~1., H. Sanuki, and K .Konno, "Relationships among Inverse Hethod, 

Backlund Transformation, and an Infinite Number of Conservation Laws," 

Progress of Theoretical Physics, Vol. 53, pp.4l9, 1975. 

20. Konno,K., and M.Wadati, "Simple Derivation of Backlund Transformation 

from Riccati Form of Inverse Method," Progress of Theoretical Physics, 

Vol.53, pp.1652, 1975. 

2l. Zakharov, V. E., and A.B. Shabat, "Exact Theory of Two-Dimensional Self-

Focusing and One-Dimensional Self-Modulation of Waves in Nonlinear 

Media," Soviet Phys. JETP, Vol.34, pp.62-69, 1972. 

22. Gardner,C.S., J.X.Greene, M.D.Kruskal, and R.M.Miura, "Hethod for 

Solving the Korteweg-de Vries Equation," Physical Review Letters, 

Vol.19, pp.1095-l097, 1967. 

23. Lakshmanan,M., and P.Kaliappan, "Lie Transformations, Nonlinear 

Evolution Equations, and Painleve Forms," Journal of Mathematical 

Physics, Vol.24, pp.795, 1983. 

24. Crampin,M., F.A.E.Pirani, and D.C.Robinson, "The Soliton Connection," 

Letters in Mathematical Physics, Vol.2, pp.15, 1977. 

25. Glirses,~., and Y.Nutku, "New Nonlinear Evolution Equations from 

Surface Theory," Journal of Mathematical Physics, Vol.22, pp.1393, 

1980. 



54 

26. Ar~k,M., and F.Neyzi, "Generalized T\w-Dimensional 0(3) Si2Illa Hodel" 
D , 

Journal of Mathematical Physics, Vol.24, pp.2648, 1983. 

27. Ar~k,M., and F.Neyzi, "Geometrical Properties and Invariances of the 

Generalized Sigma Model," to be published in Journal of Hathematical 

Physics. 1984. 

28. Whitha~,G.B. Linear and Nonlinear Waves. John Wiley, 1974. 

29. Cavalcante,J., and H.P.McKean, "The Classical Shallow Water Equations: 

Symplectic Geometry," Physica D, Vol.4, pp.253-260, 1982. 

30. Nutku,Y., "Canonical Formulation of Shallow Water Haves," Journal of 

Physics A: Mathematical and General, Vol. 16, pp. 4195, 1983. 

31. Dirac,P.A.M. Lectures on Quantum Mechanics. New York: Belfer Graduate 

School of Science Monographs Series Number Two, 1964. 

32. Neyzi,F. and Y.Nutku, "Canonical Structures for Dispersive Waves ~n 

Shallow Water,". 

33. Pohlmeyer,K., "Integrable Hamiltonian Systems and Interactions 

through Quadric Constraints," Communications in Hathematical Physics, 

Vol.46, pp.207-22l, 1976. 

34. Lund,F., and T.Regge, "Unified Approach to Strings and Vortices with 

Soliton Solutions," Physical Review D, Vol.14, pp.1524, 1976. 

35. Lax,P.D., "Integrals of Nonlinear Equations of Evolution and Solitary 

Waves " Communications in Pure and Applif'd Hathematics, Vol. 21, pp. 457, , 

1968. 



36. Ablowitz,~l.J., D.J.Kaup, A.C.NeHell, and :'1.Segur, "The Inverse 

Scat tering Transform-Fourier Analys is for Non-linear Prob lems " , 

Studies in Applied ~'lathematics, Vol.53, pp.249-314, 1974. 

55 

37. Luke,J.C., "A Variational Principle for a Fluid with a Free Surface," 

Journal of Fluid Mechanics, Vol.27, pp.395-397, 1967. 

38. Zakharov,V.E., "Stability of Periodic Haves of Finite An1plitude on 

the Surface of a Deep Fluid," Journal of Applied Hechanics and 

Technological Physics, Vol.9, pp.86-94, 1968. 

39. Broer,L.J.F., "On the Hamiltonian Theory of Surface Waves," Applied 

Scientific Research, Vol.30, pp.430-446, 1974. 

40. f.1iles,J.W., "On Hamilton's Principle for Surface \.Javes," Journal of 

Fluid Mechanics, Vol.83, pp.153, 1977. 

41. ;Vlanin, Yu. -I., "Algebraic Aspects of Nonlinear Differential Equations," 

Plenum Publishing Co~ 1979. Translated from Itogi Nauki i Tekhniki, 

Sovremennye problemy Hatematiki, VoL ll, pp. 5-152, 1978. 

42. I-Thitham,G.B., "Nonlinear Dispersive Waves," Proceedings of Royal 

Society of London, Vol.283A, pp.238-261, 1965. 

1+3. Boussinesq,J., "Theorie de l'intumescence Liquide Apelee Onde Solitaire 

ou de Translation se Propageant dans un Canal Rectangulaire," Comptes 

Rendus, Vol.72, pp.755-759, 1871. 

44. Lax,P.D., "The Formulation and Decay of Shock Haves," The American 

~athernatical ~onthly, Vol.79, pp.227, 1972. 


	Tez616001
	Tez616002
	Tez616003
	Tez616004
	Tez616005
	Tez616006
	Tez616007
	Tez616008
	Tez616009
	Tez616010
	Tez617001
	Tez617002
	Tez617003
	Tez617004
	Tez617005
	Tez617006
	Tez617007
	Tez617008
	Tez617009
	Tez617010
	Tez617011
	Tez617012
	Tez617013
	Tez617014
	Tez617015
	Tez617016
	Tez617017
	Tez617018
	Tez617019
	Tez617020
	Tez617021
	Tez617022
	Tez617023
	Tez617024
	Tez617025
	Tez617026
	Tez617027
	Tez617028
	Tez617029
	Tez617030
	Tez617031
	Tez617032
	Tez617033
	Tez617034
	Tez617035
	Tez617036
	Tez617037
	Tez617038
	Tez617039
	Tez617040
	Tez617041
	Tez617042
	Tez617043
	Tez617044
	Tez617045
	Tez617046
	Tez617047
	Tez617048
	Tez617049
	Tez617050
	Tez617051
	Tez617052
	Tez617053
	Tez617054
	Tez617055

