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ABSTRACT

Using voiceband data and speech like signals the performance of
the Asynchronous Delta Mbdulator;(ASDM) has been investigated and its
capabilities as a potential medium-band speech coder have been

evaluated.

The aéynchronous delta modulator is avversatile source coder in
which the sémpling rate is determined directly by thé_activity of ﬁhe>u
input signal, hence the samples ére honunifofm. When the input signal -
is idling ASDM samples it infrequently. Active segments of the signal
are,-on the contrary,>encoded with many samples. Since the :samples are
nonuniform in time, the_vinformation in the signal is coded into the
output bif pqlarities'as wéll as the time in;er&als‘beﬁween these bits.
Iherefore quantization’ of these inter—bitb intervals is necessafy as
well as‘a buffer to output the asynchronous input informétiqq at a

synchronous rate.

This study has mainly concentrated .on the quantization andv
encoding of >the inter-bit ‘interva}s, For béth speech and QPSK data,
ASDM samplin§ statistics havg beeni investigatéd. Logarithmic, optimum
and vector quanpizatién of . the inter-bit intervals have been
considered. For further compression, éhtropy coding of »the inter-bit
interval quantizers haQe Eeen investigated. Buffer behaviour for
different system parameters has been evaluated and the results _have

been comﬁared with popular speech coders.



Bu galigmada veri sliregleri ve ses benzeri sliregler kullanila-
rak Asenkron Delta KodlaYLCLSlnln bagarimi incelenmis ve-orta bant ses

kodlayicilari arasindaki yeri aragtirilmigtair.

Etkin bir.kaynak kodlayicisi olan asenkfon delta kbdlay1c151nda
»6rnekleme anlari girig iminin kendisi-taraflndan belirlendiginden 6rﬁek-‘
ler birbigimsizdir. Aseﬁkrop delta kodlayicisi girig iminin durgunumsu
oiduéu zamanlar@a'seyrek, hareketli oldudu zamanlérda élk Brﬁek alir.
Ornekler zamanda'birbigimsiz oldufundan giris imindeki pilgi 91k1§ daf-
beleri ile bu darbeler arasindaki slireye kodlanmig olur. ‘Alicinin imi
veniden - kurabilmesi igin darbeler arasi slireyi de.bilmeéi gerektiéindén
bu sﬁfeler nicelenerek. bir tampon Selleée_yerlestirilir ve kanala egza-

manli olarak verilir.

Bﬁ gallsmAn;n.yoﬁunlastlélsnokta 6rnekier arasi sﬁ:énin nicelen-
mesi ve kodlanmagldlr.:Ses VeVQPSK veri sliregleri kullanilarak asenkron
delta"kcdiay1c151n1n .6rnekleme istatistikléri incelenmigtir, 5rnekiér
arasi sﬁreﬁin logaritmik, (enkiigiik karéler anlaminda) eniyiA ve vektdr
nicelenmesi gefgekléstirilmis‘ ve daha fazla sikigtirma elde edebilmek
‘igin entfopi kodlamasz uygulénﬁlstlr. Cesitli'dizge pafamétreieri bigin’

tampon belledin davranigi da ele allnmls'Ve Sonuglar yaygin ses kodlayi-

01lér1ylg karsilagtirilmigtir.
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I. INTRODUCTION

With the evolving digital IC technology, there has beeq growing
interest in fiﬁdihg methodé for efficient digitization of speech. Apart
. from other speech processing appliéations “such as recogrnition and
eﬁhancement, digitization forms the froﬁt-end of two important
processes; speech transmission and storage. Efficient digitization,
thch translates iﬁto low bit rate coding, is necessary to conserve

bandwidth in transmission and memory in storage systems.

The benchmark for all spéech coders is log-PCM which _is widely
uséd ‘in the telephqne network. Since PCM necessitates a high bit réte,
many alternative 1owér bit rate coders have been deveioped but these.
have found Vlimited com@ercial‘use. If one reason for this is the vast
amqunt-of iﬁvesthent on 10§—PCM by the telephbne companies, the other
reason 1is the rather stringent requi:eménts that a successful speech

coder has to satisfy.

A "telephone quality” coder must provide a certaip signal to
noise ratio (SNR) over allargé input signal range; 40 dB dynamic ranée
is typical for speech. Furthermore, in the present half ahalog network
a .signal may undergo a number of analog to digitél conversions in
tandem on its rouﬁé..A commercially acceétable speechl coder 'must be

sufficiently robust to such tandem connections.



Mahy_iow bit rate speech coders are matched to the statistics
of thé speech signal. However; thesé statistics are not constant and
have inter—speaker as well as intra-speaker variabiiity. :Adapting the
cédex to changing input signal statistics may providg a solution bﬁt
adaptive.coders are confronted with the gbvious.problems of complexity

and cost.

The.prbbleﬁ is further complicated by fhe fact that in the
switched telecomﬁunications network  the codér-must be able to handle
not only speech, but various kinds of voiceband _data .signals. If the
-neiﬁork were all analog theré wouldn%t be aﬁy need to code the

voiceband data signal for digitai transmission. On the oﬁher hand, if

the network were éll digital'theré wouldn’t bé any voiceband data at
all, Howeve:} as long as the present hybrid nétwork exists, a speech
code; :’ﬁust ‘'successfully code voicéband ~ data _signals wiﬁhout
demodulating:theﬁ. Siﬁce the stétistigs of voiceband data signals
differ significantly from that of épeech the performances.of many low

bit rate coders, which are matched to speech statistics, are seriously

degraded in the presence of data.

In this stﬁdy the performance ofl the Asynchronous Deita
Modulator (ASDM) has = been inveétigatéd. Chapter II »presenté the
charactefistics of speech and data signals and | establishes the
performance metrics; Simulated speééh coders ére'described in Chapter
YII. Chapter IV infrdducesvthe Asynchronbuerelta quulator. Siﬁulation
results are given 1in Chapter V and cohglusions and suggestions for

further research in Chapter VI.



II. SPEECH AND DATA-SIGNALS

This chapter gives a brief outline of the characteristics of
speech and data signals. In particular, properties that -are exploited
in one way or another by current speech coders are described ' rather

- than properties of academic interest.

2.1; The Speech Signal

Speech is the most natural form of humén communication. This
.wonderful signgl éonveys‘ much more information to a listenet than the
mere textual céntent.bf thé message. Because of this reason, speech is
probably the mést “compressible" information source ever known to man.
It can be compreséed by more than a factor of 100 'and still 'retain.

intelligibility.
2.1.1.  Speech Generation

Analysis of a long record of the speech’ waveform reveals two
basic struétures : |
| a) High energy, quasi-periodic segments
b) Low energy, ﬁoiSE-like seéments.
The ﬁigh.énergy segméntg, called lvoicedf‘souhds, are generated by thebi

periédic vibration'of the vocal cords at the so called pitch frequehcy.



Pitch érequengy ranges from‘ébout 50 to 200 Hz for men and 200 to 400
Hz for women and children. The lqw energy segments, termea as
"unvoiced" sounds, exhibit no periodicity. The vocal  cords do not
vibrate and the,‘sound is generated by forcing the air through a
: cqnstriction somewhere in the vocal tract, thus creating a noise-like

turbulent air flow.

When .the vocal tract is excited by one of the two excitation
types describedvabove, it behavésglike a nonuniform acoustical tube énd
. shabes the output signalbspectrum. Just like an organ pipe,> the vocal
tract has resonance fréquencies‘called "formants”. Each different -shape
of the vocél tract corréspondé to .a different set' of formants. The
bandwidths and frequenéies of'the’fo:ménts as well as the%r time course

are extremely important for the intelligibility of speech.

" The earliest but still commonly used model of the speéch

generation process is shown in Fig.2.1. The proper type of excitation

noise

|

I
I
| source N B o
O nee L]

— \

N . {i filter ! .
: pulse e
e "

source

~ Figure 2.1. The conventional speech prqductidn model



is selected by the voiced/unvoiced (V/UV) switch. The vocal tract is
represented by the filter F. For computational simplicity, it is
customary to represent the vocal tract_ as an all-pole filter of order
10—16; Although this simple voiced/unvoiced aesignation is not adequaté
for many sounds (e.g. voiced'fricatives like "v" and "z"), the model
has been successfully used up to now [1];

Obviously the vo;al tract is time varying, but for short time
analysis (typically 10.to 40.ﬁs)’it can be assumed as a time invariant
system. Short time waveformfsegments  and spedﬁfa of voicea- "a" and
unvoiced "s" are shown in Fig.2.2. Note-that ngn haé significant high

~ frequency content whiie the opposite is true for "a". For both sounds
thé gengral shape of ‘the spectrum is determined_by‘the vocal tract
while for "a*) the rather regular fine structufe_is due +to the pitch

frequenéy.
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o

Figﬁre 2.2, Waveforms and spectra of voiced "a" -and unvoiced
ng" sounds (After Flanagan et.al. [2]). '



2.1.2. Characteristics of Speech Signals .

Perhaps the most striking feature of the speech signal is its

_nonstationary nature. As mentioned before, for short time analysis the

6

vocal tract filter can be assumed to have a fixed configuration and the

principles of stationarity can be invoked. Another important property

is the silent intervals which amount to more than fifty percent in

ordinary conversational speech. There are methods like DSI (Digital
Speech Interpolation) which exploit this property to reduce the bit

rate. Other properties which are of interest to us are described below.

Amplitude PDF
Observation of a long record of the speech waveform reveals a

very high probability of near zero amplitudes due mainly to unvoiced

segmeﬁts'and silent periods. The speech PDF therefore has a peak at

zero and  decreases monotonicaily with increasing amplitude. This long
time PDF is best'approximated by a Laplacian or Gamma PDF . The speech

PDF is shown in Fig.2.3 along with Laplacian and Gamma PDFs.

~rrTT

stad
2

00sp

T oo

, Figure 2.3. Amplitude PDF of speech along with Laplacian and
Gamma PDFs (After Paez and Glisson [3]). :
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Pover Spectrum

Speech waveforms are inherently bandlimited because of ﬁhe
speech production process. Another bandlimiting factor is the filtering
of speech prior to encoding. Conventional telephone circuits bhave a
bandwidth that extends from 200 to 3200 Hz. Long time averaged power
spectral density of speech ié éhown in'.Fig.2.4. Although speech is
globally a low-pass éignal, shért time speech segments can have hiah—
.pass spectra as .exemplified by fig.z.z; Thése high-pass sggments must
‘be preserved by the coder beqause they cohtribute a lot to overall

_intelligibility. .
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Figuré 2.4. Long time averaged power spectral density of
speech (After Flanagan et.al. [2]). ' ‘

‘Autocorrelation Function

Telephone bahdwidth speeéh is_usualiy sampléd at 8 kHz.' The
normalized autocorrelation functions of 1lowpass (0 té 3400 Hz) and
bandpass‘(zoo'to.3400 Hz) filtered and 8 kHz saﬁpled speéch are shown
in Fig.2.5. As the high value of the first autoéorrelation function
indicateé, there is significant correlation. between sucéessi&e samples

in 8 kHz sampled speech. Ohe intuitively expects this correlation to



increase as the sampling rate is increased. It is precisely this

principle that is utilized in Delta Modulation (DM).

_ Figure 2.5. Long time averaged autocorrelation functions for
~lowpass (upper) and bandpass filtered speech (After Noll {41]). '

2.2. Data Signals

In contrast td‘speech, relatively little work has been done in
digital _encodiﬁg of yoiceﬁand data signals. Voiceband data signals are
analog signals creatgd frpm digital déta 'to. be transmitted ‘over
telephone chanﬁels. Alﬁhougﬁ data rates up to 14.4 kbits/s have been
successﬁully transmitted over voiqe grade (3.5 kHz) telephone lines
. using sophisticated trellis encoding techniques, we shall be concerned

with lower data rates.

- 2.2.1. Characteristics of Voiceband Data Signals

Power Sﬁecfrum
Power spectral densities for four different Qoiceband_ data
signals gre‘ shoﬁn in Fig.2.6. In the rest of tﬁis_thesis we shall deal
with the 1200 baud QPSKvsignal {2400 bps) whose power spectrum is shown

- in Fig.2.6.(b).
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Figure 2.6. Power spectral. densities of typical voiceband
data signals and data rates {(After Rretzmer [51]).

The power spectra 6f this’ QPSK data fsignal and speech are
‘displayed- together in Fig 2.7. Observe that while speech has most of
its.energy concentrated at freQuéncies below 800 Hz, the eheréy of the
data signal is more evenly ' spread err the availéble bandwidth and

centered at about 1800 Hz (carrier frequency) .

T T T T T Y

AMPLITUDE
[

0 800 1600 2400 3200 4000
' FREQUENCY (H2) '

» Figﬁre 2.7. Power spectral densities of speech and the .QPSK
data signal. ’ : : ‘

Rutocorrelation function
Autocorrelation functions of speech and and data are shown in

Fig.2.8. - Note that 8 kHz sampled speech samples have higher correlation



'than 8 kHz sampled data which, of course,- is in agreement wiﬁh the

power spectrum plots of Fig.2.7.
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_ Figure 2.8. Autocorrelation functions of speech and _voiceband
data (After O’Neal [61).

This lower correlation is the major reason that coders which
exploit inter-sample redundancy (like DM and DPCM) perform poorly with
data signals. Another’ important reason is the' predictor mismatch in

fixed predictor coders. -

Timéfwaveform

~Fi§.2.9 displays ﬁhe time waveforms of speech and QPSK data
signals. Apparently, - speech and  data wéveforms have drasticaily
different characteristics. Speech contains bu;stS'of high energy with

- long silent and low energy segments in between. The data signal on the

other hand, has a smooth flow of energy.

The crest factor (ratio of §eak value to rms value) 1is about

100 for speech. while it is between 1 and 2 for voiceband data

(approximately 1.6 for QPSK).
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~2.3. Fidelity Criteria

In order to compare various encoders we need some fidelity
criteria. In the following sections we give a concise discussion of

various performance measures for speech and data signals.

2.3.1. Performance Measures for Speech

The most*® common objective criterion for ebaluating coder
performance is the signal to noise ratio (SNR) defined as
L x*(n)

SNR(dB) = 10 log10

gez(n)

' where x(n) denotes’ the originél sémple and e{n) 1is. the error between

‘the original and re¢onstructed samples.



Since the ultimate consumer of . speech is ktﬁe human ear,
subjective measures based on listening tesﬁs are more meaningful.
Furthermore SNR, as. defined above,. does not correlate well with
subjective evaluations and various refinements have been.proposed. One
éf them is seéméntal SNR which is the arithmetic mean of SNRs computed
o&er 10-20 VmsvinterValé [7]. This method prevents the masking of codef
noise iﬁ low energy segments by high _signalA energy segments thereby
avoiding an artificially high overall SNR, and aguees 5etter with

subjective preferences.

Still the cénventional SNR given in (2.1) is widely used as an
objective measure of coder 'performance because of it; mathematical
‘tractability. We have.used‘the SNR as the‘performancévmetr}c throughout
this tbesis bearing in mind that it does po£ reflect subjectiQe

criteria well enough. '

2.3.2. Performance Measures for Data

Clearly, the only performance criterion for - any data
transmission system is the probability of error (Pe). With additive-
white Gaussian noise error probabilities can be ‘directly derived from

the SNR. However,' the quantization noise generated by most coders is

neither Gaussian nor additive [8].

For the QPSK data signal that we shall exclusively be concerned
with,  better performancé- measures are the mean, variance and maximum
-value of the phaée error where the phase error § is a random variable

" defined as



A - . - .
_ A : .
In (2.2) ¢ and. ¢ denote the +transmitted -and received phases,
respectively.
The phase error variance can be used to derive an equivalent

SNR given by

R = e - .3
SNR_= 10 log10 . K (2.3)
2 06'
which is the SNR that woﬁld be obtained 4if the ' coder noise were
Gaussian [9]. However, since the coder noise is not Gaussian SNRe'

cannot be used to derive error probabilities.
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IYI. SPEECH CODING

Speech coding has been an active reseaééh area in the last two
decades ana more than a dozen speech' coders and . refinements and
variations theredf have emerged. Speech coders can be broadly
classified into two cétegoriesﬁ Waveform coders and parametric coders
{vocoders). Waveform cdderSy as- £he"name implies,-'codé the actual
_ spéech waveform while paramétrié coders first extract and then code the
parameters\of an assumed-model of the speech production procéss. As
exéected, parametric coders reqﬁire more complicé;ed hardware than
waveform.cbders. Operatihg bit rates, att&inable ‘signal quality and

reiative complexity of speech coders are summarized in Fig.3.1.

Coder . Waveform ’ Parametric
. [ ~ o
Complexity Low. : Low Medium 1 High Very high
, :
. ‘ : 1 - 1 . ’
Quality Broadcast ! Toll |Communication | Synthetic .
: | 200-3200 Hz | '
(Commentary) !  SNR > 30 dB

: dist.<2-3%8 |

Bit rate | 200 64 o 16 7.2 1

(kbgé)

Figure 3.1. Transmission rates and associated quality of
speech coders (After Flanagan et.al. [21). )

The quélity of waveform coders increases with increasing bit
rate. For parametric coders on the other hand, incréasing the bit rate
does not bring much improvement because the quality can at most be as

~900d as the assumed speech production model.



An interesting region in Fig.3.1 is the vicinity of 9.6 kbits/s
whera a'low complexity toll quality coder (as defined in Fig.3.1) could
represent considerable economic potential for the telecommunications

companies.

It is beyond the ‘scope of this thesis to present even a general
eutline of existing 5peecﬁ coders. We ehall instead inveetigate a few
coders aéainst which ASDM is 'compared in' Chapter V. The reader is
remlnded that there are coders with superlor performanee than those
that will be discussed and is referred to [10] for a full treatment of

waveform = coders. General aspects of parametric codlng can be found in

{111,

3.1. Pulse Code Modulation (PCM)

PCM is the most/commonly'used speech eoqing system due mainly
.to its simplicity _and, probebly,'chronological precedence. The blqck
diaéram of a PCM system is shown in Fig.3.2. It ksim?ly consists of a
sampler (not. shown) and a “quantizer" (denoted by Q in Figt3.2) which,

in practice, is an A/D converter.

: ' ' ' ylin)
xin) — Y

Q

Pigure 3.2. PCM encoder (After Noll [12]).

If a uniform quantizer is used 13-14 bits are 'neceSSaryr to

‘accomodate the wide dynamic <range of the speech signal. Therefore to
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-achieve a prescribed SNR over.a wide input range with fewer bits, some
form of companding is used. There are two widely used companding laws;
namely.the A-law used in Europe and the U ~law used in’ the USA}. Canéda
' and VJapan. The M -law compressor characteristics are shown in Fig.3.3
for variou; values of yp ., fhe A-law characteristics are quite similar.

Since these are logarithmic curves, these quantizers are also called as

logarithmic quantizers or, log-quantizers.

10
09

08

Fix)

' 04
Qa3
0.2 K
04
0 § B 1t [ I
o] 01 02 03 04 05 06 07 08 -09 10
‘ . X

Figure 3.3. U -law compressor curves (After Gersho'[13])t

‘The'input‘signai is first compressed at the transmitter and jthe
compressed signal. is quantized ‘with a uniform guantizer. At- fhé
vreceiver the recopstructed,’sigﬁal‘ is passed through a _nonlinearity
(expander) which_ is the inverse éf the éompressor cufver The o&erall
.effect is that éf a quantizer with 'nonuniform spacings »between
reconstruction lévels, lIn pfact;ce the logarithmic characteristics can
be conveniently implemented by a Apiécéwigé linear ‘ail—digital method

thereby avoiding ~he compressor—expandei mismatch problem.>
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In this contéxt it will.be in order to mention other types  of
quantizers bfiefly. -If the amplitude PDF of the input signal is known,
it is possible to construct a quantizér (uniform or nonuniform) having
minimum quantizing distortioﬁ according to ~some distortion measure.

Usually the mean squaréd error is used as the distortion measure. The

resulting quantizers are called PDF optimized or, in short, optimum

quantizers [3,14]. If the input signal PDF matches  ‘the PDF that they
were designed for, optimum quantizers provide somewhat greater SNR than
log—-quantizers. Hqﬁever, their idle channel noise is higher - (i.e.,first

reconstruction level is greater) and dynamic range is smaller.

For nonstationary signals such as speech, the same performance

can be achieved with fewer bits if the quantizer is adapted to changing

signal levels. Note that this requires the quantizer to have memory as

" opposed to-memoryiess (or instantaneous) quantization methods discussed

above. The idea in adaptive quantization is to decrease or increase -the

reconstruction level spacings according to some parameter of the signal

(e.g.enefgy ér instantaneous amplitude). Tb achiéve the same effect " one
can envision a variaﬁle gain amplifiér (wﬁose gain_is controlled by the
signal) in front of a fixed qdahtizer. In adaptive quantization the
exact quantizer ‘charécﬁeristics is irrelevant. The important issue is
the. adaptation tiﬁe cbnstant for which there are two differeﬁt
approaches: |
| ta) Instantaneous_adaptation,
b) Syllabic; adaptation.

Instantaneous adaptation is based on altering the quantizer levels at

every sample whereas in syllabic adaptatiop the quantizer levelsvaré

altered at the syllabic rate, namely once in 10-40 ms.
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Another iméortaﬁt implementation problem is whether to base the
.adaptation algorithm on already received (Aéaptive Quantization
Béckward, AQB) or yet to be transmitted (Adaptive Quantizétion Forward,
AQF) samples, quck diagrams of. AQF and BAQB schemes are shown in
Fig.3.4. Clearly, in caselbf AQF, 'it. is necessafy to trénsmit side

"information about the amplifier gain whereas AQB schemes do not.,require
GC .
x{n} ’ T T vin
- Gl B+GE | & J—rrrrr )

AQF .

ATB. » |

B+GE

Q

Figure 3.4. Forward adaptation (AQF) and backward adaptatién
(AQB). B+GE = Buffer and gain estimation, GC = Gain control (After
Noll [12]). : ’ ’ : '

any side information. To keep thé-side information (which necessitates
additional channel capacity) at a minimum, AQF schemes generally employ

some sort of syllabic adaptation.

3.1.1. PCM with Porward Adaptive Quantization (PCM/AQF)

PCM/AQF is a.natural exteﬁsion‘of nonadéptive‘PCM. Sitem block
diagram. is the saﬁé as Fig.3.4(a). In practice the speech signal is
‘divided into frames of NSEG samples each and’ buffered in the B+GE
block. -Then. an unbiased estimation of the variance'qf the frame is

calculated as
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1 NSEG | »
T x%(§) - (3.1)
NSEG j=1 '

where ® is a coefficiient which is varied to oﬁtimize the performance.
The amplifier  gain GN' is proportional to the inverse of the

standard deviation estimated from the'buffered frame.

3.2. Differential PCM (DPCM)

In PCM; every input.sample/is 'ﬁréétéd as a totally new and
surprising event and except fqr ampli#ude distributions, no attempt is
'made to exploit the redundénéy in the signal. Differential PCM (DPCM)
attempts to éxploit the correlation between ihput samplés. The.block
diagram of a D?¢M‘systeﬁ is depiétéd in Fig.3.5.

Q

©INPUT i 0"“"4;
x(n) C—D e(n) | 2(n)

R(n)

PREDICTOR

Figure 3.5. Differential PCM (After Noll [12]).

Instead of entérihg ihtq_ the details of the 'theory of .
differential - quantization, ‘we "shall qualitativeiy déscribe the
operation of the system'of Fig.3.5. Tﬁe underlyiﬂg idea in DPCM is t§
predict the éurreﬁt sample "in some manner from past output éamples.;

This predicted value is. subtracted from the input sample and the

difference (called the prediction error or simply error) is quantized
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and transmitted. After receiving the quantized error sample the
‘receiver adds to it its predicted sample (which is the same as the

transmitter “s) to get the output éample. Using the notation of Fig.3.5,
. o .
o]

SNR

it

SQNR + 10 10910’ (3.2)

8]

o]

| SONR + Gp

where SONR is the SNR of the quantizer. The second term in (3.2) is
called the SNR -improvementA.éver PCM or prediction_gain because had
there been no prediction (straight PCM),‘total SNR woula be the samé as
SQNR. If the prediction is "good" the variance of the error signal will
be less than that of thg’input signal and the prediction gain Gp is

positive.

The predictor is generally a linear predictor in the form
P .
x(n) = L a_ x(n-k) ) ' (3.3)
k=1 '

whére p is the order of the predictor and a, are the predictor
Acoefficients. It is of interest to fihd the prédictor coefficients in
sﬁchva way fhét the prediction gain isr maximized.. It tﬁrns out rthat
oﬁtimum predictor coefficienté' are the so}ution éf the vector-matrix

equation

a=R'x | ‘ (3.4)

where

R is the pxp matrix of the autocorrelation coefficients

£(0) (1) . ... =xlp-1)
r(1) r(2) ... r{p-2)
R= . . “ e e e . o

. . e e e s .

. r(0)

r(p-1) r{p-2)

L



a is the pxl1 vector of predictor coefficients

_ T
a= [a1 a,...a ]

=

r is the pxl1 vector of the autocorrelation coefficients
_ T
r=[r(1) r(2) . . . xi{p)]

There are varidus,fast algorithms to calculate the vector a [15].
3.2.1. Adaptive Quantization in DPCM

The principles of both forward (AQF) -and backward (AQB)
adaptive quantization mentioned in the context of PCM can be appliea ﬁo
adapt the DPCM quantizer. The block diagram of DPCM/AQF - and DPCM/AQB

schemes is shown in Fig.3.6.

——— - ‘ [l
o T T DPCM-AQF : I
|| l"—"h‘""l
T == OPCM-AQGS ! | - :
. o Y I B+GE f
] ]
oo K
1 - —
] N |
|: ' QUTPUT |
;| . —0 |

PREDICTOR

Figure 3.6. Adaptive quantization in DPCM (After Noll [12])

 Evidently, the DPCM/AQF scheme requires to tramsmit side
information about the' quantizer status while DPCM/AQB doesn’t. However,
AQF schemes are, in general, more robust to the effects -of channel

errors (excluding errors in the side information, of course).
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.Gne AQS scheme Qidely'gsed in DPCM is Jayant’s one word memory
algorithm {16]. This is an insﬁantaneous adaptation algorithm which
‘shrinks or expands the.quantizerllike an accordeon aécording to the
last recqnst;uction level occupied. Optimum step size multipliers for

various number of quantizer levels are given in [161.

-3.2.2, Adaptive Prediction in DPCM

Instead of a fixed predictor based on average 'Signal
- statistics, we can adapt the predictor according to the,éhort time -
behaviour of.the signal..Thus,Awe gef' optimum instead of suboptimum
performance. We shall cail DPCM‘with an adaptive predictor as ADPCM. An

ADPCM system is shown in Fig.3.7.

S ) Q :
INPUT ‘ OUTPUT
[o oo S | B+CE - )@—' JJJ_"’—‘r . . - -

" PREDICTOR

75

Figure 3.7. Adaptive predictibn in DPCM (After Noll [12]).

In the system of Fig.3.7, a frame of input speech is fifét
buffered in the B+CE (BufferTCoeff1c1ent Estimation) block. Then, the
autdcorrelation coefficients and the predictor coefficients of the
. buffered signal are ‘calculated. Although-prédictor adaptation_briqgs
.cénsiderable computationaltload, the resulté Astrongly favor »adaptive
predictors.' SNR gain over PCM (Gp) versus predictor or@er is shownA

in Fig.3.8 for both fixed and adaptive predictors.
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Figure 3.8. Prediction gain (G ) wvs. predictor order for

fixed and adaptive prediction. Results are based on a single 2.3
second speech sample (After Noll [12]). ’

Prediction gain saturates at a predictor- order of about four
for both fixed .and adaptive predictors. Aléo for p>4 adaptive
prediction has a p:ediction gain that is almost 4 dB greater than fixed

prediction;

Another important point 1is that the curve for the fixed
predictor shows the absolute maximum gains thaé-can be achieved. If
more than oné speaker is considered,'suboptimum predictor coefficiénts
have go be used and this will lower the SNR. The adaptive‘predictor

performance on the other hand, will almost remain the same.

Thé ADPCM system of Fig.3.7 uses a forward adaptation scheme
and necéssitates the transmission of side information. Thgre are -
bgékward éredictor adappation‘schemes tﬁat require no side iﬁfofmation.
Tﬁese systems employ sequential predictor adaptation aléoritﬁms instead

of the block adaptive method of Fig.3.7 [171.



.3.2.3. Adaptive Prediction and Adaptive Quantization in DPCM

The‘ultimate DPCM system is, of course, the one that combines

the advantages of both predictor - and quantizer adaptation. Fig.3.9

presents the block diagram of such a system.

—==1
= == " ADPCM-AQF f Y

! =t —q
Z = I ADPCM-AQB ! 1 !
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|
|
|
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i
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Figure 3.9. DPCM with adaptive prediction and adaptive
quantization (After Noll [12]).

To be consistent wiﬁh ou:.notatipn we shall call such systems
either as' ADPCM/AQF or ADPCM/AQB depending on the type of quantizer
adaptation. Thé.ﬁumber after the abbreviationé DPCM and ADPCM will
denote the predictér ordér,/e.g.bDPCMB/AQB standsvfdr DPCHM with a fixed

third order predictor and a backward adaptive quantizer.

Before éoncludiﬁg this secﬁion we should note one £final point
about DPCM. To have ‘the same prediction both at the encoder and the
decodér, thé prédiction in DPCM is based on. quaﬁtized output samples.
'Coﬁsequently, it is a noisy prediction. This is why the SNR gain

readily saturates with increasing predictor order as shown in Fig.3.8.



This effect, called predictor-quantizer interaction manifests itself
especially when the number of guantizer levels is less than 16. It is

therefore not very meaningful to design a system with a 12th order

\

predictor and a 2 bit quantizer.

"3.2.4. Delta Modulation (DM)

Delta ﬁodulation (DM) is a special case of DPCM with a 2 level
_(1—bit) quantizer. Since a 2.leve1 quantizer is not adequate to p?ovidg
a reasonable SNR, delta modulators operate at many times  ,the Nyquist
~ rate. - At those rates the correlation between guccessive samples is much
moré pronounced and a 2 leve1>quantizer is sufficient +to achieve high
SNR. Since only a- single >bit is transmitted ﬁor each sample, the

sampling rate of delta modulators is equal to the bit rate.
To overcome the limitations of the basic (linear) ADM, many .

‘adaptive versions have been introduced and DM, mainly because of its

simplicity, has become a major competitor of PCM.

B0CAZIC! GNIVERSITES! KUTUPHANES]
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IV. THE ASYNCHRONOUS DELTA MODULATOR

The Asynchronous Delta Modulator (ASDM) is a modified delta

modulator. In ASDM there is no system - clock, hence the sampling

instances are nonuniform. Actually, ASDM sampling instances are

determined by the activity of the signal itself and the information in

the signal is coded into the output pulses as well as the time

intervals between these pulses. We shall refér to the latter as the
inter—Sit ihterﬁal (IBI) seéuencé in ;he'rest'of this thesis.: Obviqusly
tﬁev decoder needs to know the inter-bit inﬁervalﬁ as‘well éé ﬁhe
transmitted pulse polarities ‘to _reconstruct the signél. Th; ASDM
éncoder, a ﬁyﬁical input waveform, the reconstructed Signél and the

output pulses are shown in Fig.4.1.

777N
/ \,
el o, / s~
sensitivity corridoxr , /AN, s I
! 2 \ W
7
ENABLE
|
cL A
LOCAL
RECONSTRUCTOR | ’ [ b(ti)

Figure 4.1. ASDM encoder and waveforms. .
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As shown in Fig.4.1, when the magnitude. of the difference
between~ the - input and reconstructed.signals exceeds a certain value,
' w/2, the codér transmits a bit indicating the direction of the changé;,
Consequently, few sampleg are taken when the inpﬁt signal is idle
whereas the active regions of the signal are éncpded with many - samples.
.Since, in practice, many}information sources such as speech and image
waveforms contain idle regions with sudden bursts of energy, one
expects .this nonuniform sampling‘approach to result in a reducéion of
bandwidth. Indeed, it haé been shown that variabie raﬁe sampling as bih
ASDM' yields higher signal‘té noi;e ratios than fixed rate sampling'when

‘the input is nonstationary such as speech [18,19].

Oﬂ the other hand, vériable rate sampiing necessitatés a buffer
to take up ~the slack 'between. the <synchfonou; chanpel ahd .the
asynchronoﬁs coder. In ASﬁM, the continuous inter-bit intefvals have to
be quantized, encoded and transmitted along with the bit polafity
sequence to enable reconstruction at the receiver. The Quantizatidn and
encoding of the IBI sequence forms thé core of this thesis. The block

diagram of a complete ASDM system is shown in Fig.4.2.

vAnother'importént property of ASDM is thét it is not matched to
any signal, -i.e., it can, at least theoreﬁically, encode any signal
‘with the sameﬁperformance. This is_ﬁhebsole property that 'prompted. us
to considér' ASDM as an ‘effective source"coder both fqr épeech and
voiceband data signéls. However, in practice the IBI quantization issue
may prevent the achievement of cbmpérable éerformance<if the signalé té

be encoded have significantly different statistics.



IBI
— | Nonuniform . quantizer
. sempler B and 1  Buffer
x(t) ’

encoder

Channel

R(t) . v
<4—Reconstructozd—] Decoder ¢— Buffer IeAEE——

Pigure 4.2. Complete ASDM system.

4.1. Analysis of Asynchronous Delta Mp&ﬁlator

Compared to synchrbﬁous delta modulation and its variationsﬁ’

ASDM is a much léssvdocumepted source codef. Previous work on ASDM can
be found in [20-24]. This section is intended to give an overﬁiew of
'ASDPM and summarize the p:eviou; results. Although thefe are various
modifications of the b#éic ASDM éncoéer [52], we. shall only be
.concerned; with the sYstém of Fig.4.1 which is called corridorfASDM or
free gunning ASDM in the literature. Thé' former name stems frqﬁ the
fact that one can envision a sensitivity cofridor of width w around thé

‘input signal. The encoder tramsmits a pulse only when the reconstructed

signal toucheé one of the corridor walls.



4.1.1. ASDM Sampling Statistics

ASDM can be visualized as "an encoder which converts the
origiqal input pfpcess into another process (namely, the IBI process)
vbefore encoding. It is therefore of interest to study the statistics of

the IBI sequence.

The IBI process 1is closély related t§ the level <crossing
,broblem of random p:ocesseé, The sampling instants are néthing but the
‘level crossings of thé_input pfocess‘with equi-spaced levels ln where

1 =w/2 (2n-1) n=1,2, .. | @
The inter—bit intervals can bé treated as the first passage ¢times of
thése» ievels by the ’‘input process. However, these problems are very
difficult to handlé and analytic résults exist only for some special
input processes such as- ﬁhe Gaussian précess [25]. Using Davenport’g
[26] experimentél reSults, Sankur and Gungen [21] have derivéd the IBI' A

. PDFs for common speech models.

Another‘quantity of interest is the average number of crossings.
(or samples) per second’ which influences the channel bit rate of the

ASDM‘encoder. This value can, of course, be estimated from the IBI PDF

if it is known.

In this study we shall not be concerned more with the
theoretical aspects of the Sampling statistics. Interested readers are

referred to [21] and [22] for details.



4.1.2. Signal to Quantization Noise Ratio

Befoge discussing the signal to quantization noise ratio (SQNR)
it Qill be in order to define some parameters of the ASDM encoder. The ,
| gorridor width, w, is genefally_chosen as a fraction of the rms value
bof tﬁe input signal. We define the k-factor as the ratio of‘the number
of ASDM encoder samples to Nyquist samples over‘a sui;éble observatién
intervalf Clearly, the k;factor depénds on the_inéut process as well as

the corridor width w.

Although shown equél to w in Fig.4.1, ihe- step. size of the
reconstructor can be assigned 6ther values and may even be made
adaptive. The optimum (SQNR maximizing) value of the step size' as
reported by Gungen [22] énd cpnfirmed by our éimulations is about 90
percent of thevcorridor width.-However, thisv'value of the step. size
causés an increase in thé  number of average encoder samples and the
' improvement is small (less than 1 daB for ‘all corridor widtﬁs we
stﬁdied); We thérefore used a step‘sizé of 0.99& in ali our simulation

studies,

 Assuming no slope overload, i.e., the minimum samplihg time of
the encoder is small enough to respond to fasg changing input Siénal
seétions without Qverloéd, the eﬁror siénal méy Vbe assumed to  be
uniformly distributed :befween —w/2 and w/2. Then, the quantization
noise ﬁowerkis given by:
o® = w2 /12 - O (4.2)

If w is expressed in terms of the rms value of the signal as



then, the signal to quantization ratio is given by

52 a2 o
< 12 0 12
SONR = - = =
2 2 2
W - P O'X p .

which constitutes an upper bound on SNR for the ASDM encoder.

(4.3)

"The spectrum of the'error,signal depends on the corridor width

and the input‘process and is reasonably flat in the frequency range of

~

interest. The error spectra for various values of the corridor ~width

. are shown in Fig.4.3.
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. Pigure 4.3. Quantization error spectra for various values of

the corridor width (After Gungen [22]).
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V. SIMULATION RESULTS

The simulation studies performed are presented in this chapter.
Although remarked- when necessary, the reader is reminded to interpret

the resu}ts given' in this chapter with caution . because “simulation

o

results and: field performance are different things. This is especially

true for the speech case because we had to ﬁse_an artificial signal and

evaluation criteria were SNR basédvﬁnot subjective).

In all simulations the input signal'was scaled to have. unity

rms value. About half a second (4096 éamples) of artificial speech was

coded in all speech enco&er simulations. For the data signal on the

other hand, about 1/8 seconds was deemed adequate because the data-

signal characteristics do not show substantial variation with time.

This chapﬁer starts with descriptions of the  artificial speech
and QPSK data signa1>'chafacteristics and" their .geneQatiqn. " Then,
>simulated speech coders are briefly : described and their performances
with both séeech and data signals are given: ASDM encoder simulétions
are discussed next in some detail. After presenting the performance
results of ASDﬁ with speech and data, results of entropy éodipg of the
igtef-bit intérvalé are given. The chapter concludes with simulation

~results of the buffer behaviour for\various corridor widths.
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5.1. The Artificial Speech Signal -

Since the subject of this thesis is to evaluate the performance
of a potential speech coder, we need digitized speech to run the
simulation programs. However, because of hardware problems we had to

use an artificial signal. Speech coders are usﬁally tested using

[N}

sinusoids or bandlimited Gaussian ' noise although their temporal and .

spectral characteristics are quite different from that of speech. We

therefore searched for an artificial signal which closely mimics the

temporal and spectral characteristics of speech. The work described.

_below is based on two paperé "by -Modena et.al. [27] and Billi and

Scagliola [28].

'5.1.1. The Artificial Speech Generation Model

The artificial épeech :generation ﬁodel is based on the
classical modei of Fig.2.1, but there is a modification. Only the
voiced exditation is considered because +the effects of . temporal
adaptation  strategies can Vbe ﬁoré}'eaéily observed with high energy,

voiced segments. The block'diagram of the model is shown in Fig.5.1.

PM

' Fiéﬁre'5.1. Block diagram of the artificial speech generation
. model (After Modena et.al. [27]). :



" The filter F is an all pole model.of an average configuration
of the vocal tract, 'ana G is the geﬁerator of the‘excitation signal
u(n). Siﬁce the contributions of the glottal pulse, radiation and the -
vocal tractv are all included in the filter F, in general the sequence
w(n) must have a white spectrum. This leaye§ us with periodic impulse
'likev input - signals because we are conSidering 6nly voiced excitation.
However, it is noted in [27] that using impulses‘as inputs to F results
in unreasqnably high amplitudes in the output signal at pitch epochs.
Therefofe,_ alternative - excitation signals are used .and since; in

generai, their spectrum is not white, H is a whitening filter.

In z-transform notation, with reference to Fig.5.1 :

H(z)U(z)

W(z) =
S({z) = F(z)W(z)
o
H{(z) =
IU(Z)I

and, after substitution

u(z)

S(z) = F(z) .
: lU(z)|

5.1.2. The Glottal Excitation

The.Glottal pulse is generated according to Rpsenberg's modelj

[29]. Specifically, the waveform used in our procedure is given by:

0 N ‘ . 1<n<32
. 1/2 [1-cos( m(n-32)/12)]1 = 33gn<44
“uln) = :

1/2 [1+cos( 7 (n-44)/6)] 45<n 50
0 o 51<n<64



The synthesized glottal pulse has a rise time of 12 samples and ‘a fall

time of 6 samples and is shown in Fig.5.2. Its period is 64 samples and

for the 8 kHz sampling rate we are working with, this corresponds to a
pitch frequency of 125 Hz.
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Figure 5.2. The glottal pulse waveform. -

5.1.3. Glottal Pulse Whitening Pilter

The glottal pulse is definitely a 1owpass_waveform as shown 1in

'Fig.5.3 and we need a  filter (H in Fig.5.1) to whiten its spectrum

without altering its phase structure.

A linear phase, symmetrical impulse response FIR design was.
considered. For such a filter,

h(n) = h(-n)

ged¥) = £ hin)e?
n=-N
N
= h(0) + ¥ 2h(n)cos(wn)

[
U1
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Noting that this expression is similar to a truncated Fourier series

expansion with h(n)

ihvetse of the magnitude of the .glottal -pulse spectrum in a ‘Fourier

series,. Then, using a conventional trapezoidal integration routine, the

series coefficients {or the impulse response of the filter)' were

determined. Determination of the filter order was rather empirical,

based on the success of the inverse £filter and the significance

{magnitude) of series coefficients. .We used a 31st order filter. The
whitened glottal pulse spectrum is shown along with the original

'glottal pulse spectrum in Fig.5.3.
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. FPigure 5.3. Spectra of the glottal pulse and the whitened
glottal pulse. ' .

- Note that beéause the glottal‘pulse'has very little energy at
 highA'frequencie5, a 31st oxder filter is not truly sufficient to fill
the ditch above 3 kHz. We shall comment on this later in the context of

the vocal tract filter.

being the series coefficients, we expanded the




TELEPHONE SPEECH SPECTRUM IN dB

5.1.4. The Vbcal.Tract Filter

The average long term spectrum of 300-3400 Hz' filtered and 8
kHz sampled speech"of 10 speakers and its normalized autocorreiation
function have been plotted in [27] and are reprdduced in. Fig.5.4. The
numerical .valﬁes of the autocofrelationﬂfunction to be used to compute
the vécal‘tract filtér cdefficieﬁts were obtained from Fig.5.4.(b).

This . is wunfortunately an inaccurate procedure and we shall see its

‘conseguences very soon.
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(a) o ,
. Figure 5.4. (a) Average long term spectrum and (b) normalized
autocorrelation function of telephone speech of 10 speakers (After

Modena et.al. [27]).

The coefficients of the.all pole (LPC model) vocal tract filter
wére obtained by Levinson’s algorithm t30]; Although Modena et.al. have
used ar3dth.order:filter, it was:impOSSible to qbtain a stable 3ch
order filter with our —inaccu&ate- autocorrelation valugs. Thus,'a‘16th

order filter was deemed adequate. The modulus of the transfer . function

. of the 16th order vocal tract filter is shown in Fig.5.5.
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Figure 5.5. Modulus  of the transfer function of the 16th
order vocal tract filter.

When compared with the original spectrum of Fig.5.4.(a), the

(e}

spurious . high frequency response is evident. However this, when coupled

with the poor high frequency .response of the whitening filter, gives

 acceptable overall characteristics.

- 5.1.5. Pseundorandam Variation

The artificial signal as obtained from the combination of the

three units described above is a purely'periodic signal. This gives a

“line spectrum in the frequency domaln and a poor amplltude hlstogram.v

In ‘order to make the characterlstlcs of the art1f1c1a1 signal more
similar to that of speech, pseudorandom variatibn of the excitation

amplltude and pitch perlod was attempted (the PM block in Flg 5.1). The

tlme-waveform of the art1f1c1al signal, its spectrum and amplltude'

histogram after pseudo random variation are shown in Figures 5.6, 5.7,

aﬁd'5.8, respectively.



Apparently, there is a good match between Figs.5.4.(a) and 5.7, and the

amplitude histogram is reasonably wéll behaved;
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Pigure 5.6. Time waveform of the artificial speech signal.
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5.7. Spectrum of the artificial speech signal.
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-p(x)

Instantaneous to rms value ratio

_ Eigu:e_ 5.8. Amplitude histogram of the artificial speech
~signal. ’ ' . : |

5.1.6. Envelope Modulation _ : ' : : ’ i

As a final improvement, it was decided to add a mathematically

defined envelope to the-éiénal which roughly resembles the alternation |

of voided,énd unvoiced segments. A suitable envelope in the shape of a
Hamming window has been  derived in [28]. Specifically, the envelope

‘used in our simulations is :
0.54-0.46cos[2 T (n-1)/(NE-1)] 1<n<NH/2
1 NH/2 <n <NH/2+NC

p(n) = : e : ‘ .
- 0.54+0.46cos[2 T (n-1-NC)/(NH-1)]  NH/2+NC <n <NH+NC

0.08 _ ~ NH+NC <n <NH+NC+NZ

ﬁhere NC = NH = 400 and NZ = 200 samples.
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Envelope modulation is obtained by multiplying the artificial
signal with the mathematically . defined waveform p(n) given above.

Adding  the 'envelope significantly 'improvés the - already acceptable

amplitude histogram especially at near-zero amplitudes. Because of its

Hamming window shape, the envelope provides gradual transitions between
low and high energy segments and causes almost no alteration in the

signal spectrum.

As a fihal check on thé -now enveloped- ~artificial speech

signal, its autocorrelation coefficients are compared with the original

coefficients of Modena et.al. (Fig.5.4.(b)). As revealed by Fig.5.9,

the agreement is quite good.

i . original
0.8 o . ———=-——-artificial

- T 7 1 1 T 1ag in
2. 6 10 . 14 18 22~ 26 - 30  samples’

Figuré 5.9. Autocorrelation coefficients of the .artificial
signal and original speeqh. :



5.2. The Data Signal

;n this section the cheracte:istics of the simulated data
signal are reviewed. aAs evideneed~by Fig;2.6, most modems operatieg at
rates above 1200 bits/second (bps) use some sort of PSK. Therefore, PSK
was chosen as the . modulation type This also enables us to make
quantitative comparlsons‘betweenAthe performance of ASDM and O‘Neal’s

coders [9].

The 'simulated data signal is a QPSK signal with a symbol rate

of 1200 bauds- which corresponds'to a bit rate of 2400 bps. The'carrier

»frequency was chosen as 1800 Hz. The signal is of the form

s(t). = § A E(t-nT) cosl wc(ﬁepT) + ¢n] o (5.1)
where -

A is the peak amplitude
, ~E(t) is the envelobe

T is the symbol period (1/1200 seconds)
’ W, is the carrier frequency (2w 1800 rad/sec)

_¢n is either 45, 135, 225 or 315 degrees.

The data envelope used is defined as

E(t) = cos2( e/am).  -r<e<T . (5.2)

Strlctly speaking, this baseband waveform is not bandlimited, but has

' negllglble content for f:>1200 Hz. This envelope has been used in Bell

System model 201, 205 and 207 data eets [31]




We have assumed coherent detection, i.e;, the frequency and
phase of the carrier as well as symbol timing are known exactly at the
demodulator. The block diagram of the whole system is given in Fig.5.10

PS K ) ‘ PSK
MODULATOR CODEC 'DEMODULATOR

nT

QuUTPUT Toa .
® o)

GENERATE PSK

DATA SIGNAL - DIGITAL S INPUT Cos w.l

SAMPLED AT TRANSMISSION] @ FILTER €
A LINE 3

.8 kbA

QUTPUT / g(nT)

FILTER

Cos luwgt + N

Figure 5.10. Simulation block diagram of the voiceband data -

encoding/decoding process (after O°Neal [9]).

The demodulated phasé is given by

. Fomy |
$nm) = tan”| ——— (5.3)

7 RAnT) |
‘We defihe the phase error
‘S(nT) =¢ (nT) -$ ('pT) - (5.4)

aé the differénqé of the transmitted and received phasés. One problem
aris;s because the demodulation process has to be carried out at the
éxaét peaks of the .data envelope.’ Since ,theb Sampling rate of the
‘encoder is neither synchrohous with, nor a multiplé of the symbol rate,

" the t&o clocks élip with respect to each other. This effect is shown in

Fig.5.11. The quantity An 'is a random variaﬁle which varies between

0 and 27 and is called the "sampling phase".
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ENVELOPE OF
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Fig.5.11. The sampling phase effect (After O’Neal [9]).

To engble demodulation at thg exact peaks of the data envelope,
.intérpolétion between sample values must be made. We have used siméle
linear interpdlation. O'Neai et.al. [9] have ﬁsed sin x/x vinterpolation‘
for 8 kHz sampled siénals. Although we~have tried sin x/x interpolation
it brought less than 50 percent improveﬁent Aﬁver _lineaf interpolation

and computational issues motivated us to prefer the latter.

5.3. Speech Encoder Simulations

In order to be able to make quantitative comparisons between

existing .speeéh coders and ASDM, the following coders were simulated on

the digital computer. For each encoder, 4 to 32 quantizer levels (2 to

5 bits) were ébnsidered which corresponds to transmission rates of 16

AN

to 40 kbps.
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- PCM

Nonadaptive p -100- quantizer with 8 Oy overloading,

PCM/AQF

Frame length NSEG=32, optimum nonuniform Gauss

quantizer.

ﬁPCM1/AQB : First order fixed predictor, Jayénté _one word
memofy quantizer adaptation algorithm.

ADPCM1/AQF : TFirst .order adaptive predictor, frame length
.NSEG=32, optimum nonuniform Gauss quanti;er.

ADPCM4/AQF : 4th order adaptive predictor, frame ‘lengﬁhA
NS§G=128,‘optimum nonuni form Laplace quantizer.

ADPCM12/AQF : 12th o;der adapﬁivé predicﬁor, frame length

'NSEG=256, optimum nonuniform Gamma quantizer.

In all forward ;daptive schemes, thg need for additional
channel .capacity to transmit side information was not taken into
agcount.ﬁNdil.[12] gives an approximate formula to transfdrm this
additional channel capéciﬁy intd an equivalent reduction in SNR.‘If\
' eéch ‘parameter is to be encoded with NADD bits/frame, then the
equivéient loss in SNR is | |

NADD (bits/frame)

SNR1°SS = 6,02 - : (dB)
NSEG (samples/frame)

(5.5)

5.3.1. Speech EncndingAPérformance of Simmlated Encoders

The SNR based performance of the above encoders have been
;évaluated using the artificial speech signal and plotted in Fig.5.12
raiong with Noll’s results [121. Comparing our results with Noll’s, we

observe that the performances of PCM and PCM/AQF schemes are almost the
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Same‘while our results are inferior in all DPCM schemes. The difference
is as much as 9 dB for the 16vkbps ADPCM12/AQF case. We attribute this
difference to ‘the rather low first autocorrelation ' coefficient of the

artificial speech signal. Indeed, for a first order predictor the

- prediction gain is given by

G = ememme———— L ’ : »(5-6)

which ‘corresponds té:approximately 1.3 .dB for the artificial épeech_
_Qhose first autécorrelation cdeﬁficieht _is about 0.5. On the other
hand, the first autocérrelation coefficient of speech is assuméd to be
around 0.85 in fﬁe literature (tﬁis value is almost the same as that of

Noll’s speech data) which gives a prediction gain of 5.5 dB.

35
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Figure 5.12. Performance of 'simulated speech encoders along
' with the results obtained by Noll [12].
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| Another4impo;tant discrepancy between our_and Noll’s. results is
the . performance of ADPCM12/AQF scflemeT His results indicate‘improvement'
over ADPCM4/AQF at all bit rates while our fesults show a significant_
improvement over AbPCM4/AQF at only 40bkbps. We bélieve~thét in thig
agpect our results are equally tfustable. A 12th order_prédictor, shquld
not ' bring ‘much  (if any) improvement over a 4th order éfédictor at 16

(and possiblyA24 kbps) because of the very noisy prediction.

One of the interesting :esults in common is the good (and

- signal inéependent) 'performanée of the  veryv simple PCM/AQF scheme.’

Another ;s that at all bit Fates almost nothing is gaiﬁed by adapting a
first order predictor. |

5.3.2. Data Encoding Performance of Simulated Encoders

Errors in voiceband data may be caused by one or a combination

of the following factors:
Randém noise
Impulse hoise
Amplitude distortion
Phase distortion
Nonlinear distortion, etc.

The sensitivity of speech and data to these impairments are different.

For 'égample, speech is relatively insénsitive to amplitude and phase’

distortion while data signals are quite ,fragile in the presence of

these . two impairments.

were taken into account. If one or more of them are present, the .

performances of the encoders will degrade.

In our simulations none of the above impairments



the QPSK  data
are tabulated 1n Table 5.1.

at any rate.

The encoders described before were used to_encode

than 45 degrees.

. Type of

coder

PCM

PCM
/BQF

DPCM1
/BOB

x(1) of speech

ADPCM1
/BQF

ADPCM4
/RQF

ADPCM12
/RQF

Simulation Maximum phase Variance of Mean phase

coders. .All values are in degrees except SNRs (dB). - -~

In the DPCM1/AQF scheme the -fixed-

(and decode)

None of the slmulated schemes made an error

An error is, of course, defined as a phase error greater

[#4]

signal. Results for bit rates of 16, 24, 32 and 40 kbps.

SNR, Quanﬁize
SNR - error phase error error : levels
-0.1 32.3 148.6 1.8 10.4 4
11.5 17.5 59.7 1.7 . 14.4 8
14.2 ‘ 11.1 27.8 2.8 17.7 16
20.9 10.7 "19.3 1.5 19.3 3
12.0 19.3 78.1 _ 3.1 13.2 4
15.5 10.4 27.1 0.3 17.8 8
23.0 10.0 10.9 -0.4 21.8 16
27.0 7.6 8.4 ~0.1 22.9 3
7.5 33.1 197.6 2.2 9.2 4
13.4 20.2 33.6 o 0.6 - 16.9 .8
19.1 11.2 17.2 - 0.0 19.8 16
23.8 9.5 15.0 0.7 20.4 3
12.2 18.0 32.5 -0.6 17.0 4
15.6 11.2 21.6 0.9 18.8 8
20.8 . 8.5 11.3 0.2 21.6 .16
27.5. 7.2 T 6.8 0.2 23.9
11,4 13.2 23.1- 0.0 18.5 4
. 18.0 10.7 13.0 . 0.1 21.0 8
22.1 9.4 10.4 : 0.2 22.0 16
29.8 : 7.8 7.9 0.2 23.2
9.5 20:9 . 68.9 -0.7 13.8 4
15.4 16.4 - 19.7 0.6 19.2 8
20.0 7.3 7.9 0.2 - 23.1 16
25.7 - 6.4 B 7.1 0.4 .23.6
table 5.1. Results of the data encoding performance of simulated speech

predictor coefficient was

chosen as the first autocorrelation coefficient of the artificial

speech signal instead of that of data. However, since this coefficient



is‘léw fo; artificial speech it is close to that of data and using the
first autocorrelation coéfficieqﬁ of data brought little improvément.
Iflthe predictor coefficiént is assigned a value of about 0.85; i.é.,
the first autocofrelationfcoefficiént of real'SPeech, the data ehcoding
- performance of the DPCM1/AQF scheme will become worse.

Although 0’Neal ét.ai. [91 hé&e not investigated the data
encoding performances of exac£ly the same coders, it seeﬁs thap there
‘are no gross differeﬁces between_his résults and those .presented-.here.
In’ particulér, note the pobr -performénce of the DPCM1/AQB scﬁeme.
Although thére is almost no diffe;ence between the éerforﬁanées of
kDPCﬁT/AQB and ADPCMT/AQF for 'speech, ADPCM1/AQF by far outperforms ‘
DPCM1/AQB when the data sighal _is coded. Apparently, the Quanﬁizer
adaptatiop strategy accounts for this -fact. O'Neal} concludes that
'instantaneous quantizer adééﬁation algofithmé désigned for speech are .
not _appropriafe’ for.‘datg [6]1. Because speech has a high crest factor,
optimum quantizer step size for speech. is tdo large for déta.

Eséécially  the backward 'adabtatidﬁ algorithmsi like that of Jayant’s
(whi§h we used in our simulétions of DPCM1/AQB) increase the step size
.,é lot when the largééf quantization level is é#ercised and decrease it
a 1ittle wheﬁ the smallest quéntiiation level is exercised. - For inputs
with Lapi;cian 'typé of PDFs this gives.satisfactory rgsults but fbr
'data.the prediction error- PDF is almost uniform and therefore the
smallést and largest quantization levels 'are'_roughly‘equiprobable.
anseqﬁently, the ins;antaﬁeous - step Size adaptatioh stratégies
désiéned for speech yield too large a step Size.and-poor perfofmance

with data.
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5;4. Simulation of ASDM

The.ASDM.encodér operéteé on- a continuous -input .signal. We
theréfore linearly interpolatéd" the 8 kHz sampled signalé by 64. The
minimum rasponse time of the encéder is Athen 125 / 64 = :1.953125
micrbseconds or, the maximum sampling rate is 512 kHz. The corridor
width parameter, w, was Varied beﬁwéen 0.1 and 1.0 and the step size
was taken~ as 0.99w throughout the simulations.->Whenever; the:IBI
‘sequence was quantized, the resulting non-integer IBf values were
rounded to the nearest integér._Unless'state& othe;wisé, all siénal to
n@ise.ratios were calculated bésed ‘éﬁ the difference between the

original and reconstructed signals at the Nyquist instants.
5.4.1. 'Average Sampling Rate

The average number of . ASDM encoder samples per second are

tabuléﬁed for speech and data in Table 5.2.

Average number_of samples per second

Corridor wiath ~ Speech Data
0.1 - 38125 . 92265
0.2 ' . 19070 46688
0.3 o 12516 30586
0.4 9438 | 23281
0.5 ’ " 7594 . 18461
0.6 6250 . 16070
0.7 ] 5274 12484
- 0.8 L 2602 11719
N 0.9 ' 4117 10125

1.0 o 3789 8531

~ . Table 5.2. Average number of ASDM 'samples per second for
- artificial spee¢h and QPSK data. '
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Naturally, the more "active" data signal results in a larger
number of samples per second. The average sampling rate versus -corridor
width has been plotted for speech in Fig.5:13. The curve for data is

very similar except for a scale change of the vertical axis.

kilosamples/second

1 T T T T I T ‘
0.20.4 0.6 0.81.0 w

Figure 5.13. Average number of ASDM samples/sec vVS. corridor
width for the artificial speech signal.

We have.observed that, at least in the rénge of interést,_ these.
cﬁrves form alﬁosf‘perfect hyperboias in the form

wi=c | |
\‘ where w is the corridor widﬁh as a fraction of the rms. value of the
‘input - signal; Eris the average numbe; of ASDMVSamples per second and c
is-a constént, The vélue of ¢, it seems, :is determined by the input
;ignal,A If f is expressed ;n kilosamplés per second,_fof the_artificial
speech signal ¢ comes out to be.3.757 with a. sténdard deviation (ovér»~

the 10 corridor widths considered) of 0.047.



_For the data signal the value of ¢ is 9.168 with a standard deviation
of 0.303. Gungen’s [22] data on bandlimited white Gaussian process

gives c as 9.269 with a standard deviation"of 0.030..f
5.4.2. ,Sampling'Statistics

?he IBI PDFs of spéech are shown for various corridor widths in
Fig.5.14. One ,cén obse;ve that tﬁe PDFs sprea& out with increasing
corridor width but aiways remain unimodal. They have father steep rises
and very 10n§‘ tails. ,Actuaily, Eécauée of the silent and’low energy
segments in speech,fthe iﬁter—bit intervals méy be pathologically long
especially at large :values 6f‘w;vWe have observed -a dynamic range of
~moré-than 60 dB in speech iBIs. This.may cause problems when ’ the - IBI
sequence is . quantized’ or runlquth éncoded. Positive and pegative
c;ossing.ipterfbit intervals yield identical PDFs.

B,

0.167

0.121

0.087

0.04 4

10 20 30 40 microseconds

Figure 5.14. Inter-bit interval PDFs for: speech.



The IBI PDFs of QPSK data; shown in Fig.5.15, exhibit similar -
behaviour in .that they broaden with increasing w but remain unimodal.
However, they are more distinct and do not spread to the same extent as
those of  speech with'increasing w.bThis is,. of course, cohsisﬁent with
thé more'structured ﬁéturé of the data signal compared to épeech. " The
dyﬂamic range of the inter-bit interQals is considerably smaller for

data than for speech and does not exceed 45 @B even when w = ].O.'

p(.)
0.28 1
0.21 A1
0.147
0.07 -
T Y Y : L} Y Y T T Y L
10 20 - 30 . 40~ 50 60 microsecond!

Figure 5.15. Interfbit interval PDFs for QPSK data.

We have obsérvedvénofher intereétigg property of the PDEs which»
is common to both speech'and_data. For each ;ignal, the ratio of the
mean IBI value to the median is constant. For _speéch this ratio  is
about 3.132 with a standard deviation of 0.082 and for data it is abéut

1.345 with a standard deviation of 0.063.

Note that a high-mean to median ratio implies long tails in the

PDF and this ratio is considerably larger for speech than for data.
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5.4.3. Speech Encoding with ASDM

Thé signal tolnoise_ratio of ASDM with no IBI quantization is
given by (4.3). Clearly," this-’cdnstitﬁtes an upper bound on the
'achieVaﬁle perﬁormance begause quantizétion of the IBI sequence reduces
the SNR. gt a corridor width of w=0.1 (4.3) gives an SQNR of‘about.30.8
dB.AFrdm'Table 5.2, Qe see that at w=0.1 the a&erage number of - ASDM
samples per‘second is 38125. Thus, even if wé quantize each ASDM sample
using a single bit and assume no IBI distortion, we can hardly vobtain’
toll quality speééh at 38 kbps. Consequently, because of the rather
high avefage sambiing>rate at smallIQaiues of w, it -is unlikely that

ASDM can compete with other coders in the toll quality range.

However, the average -sampling rate rapidly drops wiﬁh
increasing‘ w and ASDM can perform better than existing coder; ip the
communications qualitf range. Fo}. example, ‘at w=1.0 we have a
‘.theoretical maximuh SNR of 12 dB ana the avérage éampling'raté is only

about 4 kilosamples/second.

In our simulations, the IBI.sequence wés,first 'quantized_'usingA
a | =255 log-quantizer. 4 to 32 levels were considered and ;he reéulﬁs
aré plotted in éig.5.16 along with thé ﬁheoretical maximum SNR‘ (no IBI
'quantization). curve. Note fhat 4 level log-quantizer gives unécéeptable
performance at all values of w. On-the other hand, using more than 3
»pits for the gquantizer briqgs'very liﬁtle‘improvement. Assuming.that‘we
. encode each sample uéing 3u5its, from Fig.5.16 and Table 5.2 we can see
that ~one - can- dbtain about.11 dB at 11.3 kbps (for.w=1;0) and about 13 -

4B at 18.8 kbps (for w=0.6).



. a - no IBI quantization
b - 5 bit log-quantization -
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d - 3 bit log-quantization
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Figure 5.16. Speech encoding performahce of ASDM with log-
quantization of the inter-bit intervals. ' «

At lower.values of w, the performance doéé,not justify the wvery high
bit gateg;» Although the -abéve SﬁR values are not high; one should
confrast them with the speech éncoder performance vplots of Fig.5.12.
Consideringv the résu;ts we‘ have obtaiqed, none of the simulated
encoders provides an SNR greater than'fo dB at 16 kbps. Therefore, ASDM
,with‘ 3—bit4‘log-quantization of the IBI sequence is superior to ali

speech encoders we have simulated when w >0.6. |

An important issue we should mention now is;that the ASDM SNR
values were not found using the pairwise errors between the 6riginal

and reconstructed signals. Because of the time gquantization, if the
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reconstructed signal is shifted, séy by two samples, with réspect to
‘the input signal, a negative SNR may result although a human listener

may not be able to discern the difference between the two.

We chose a simple way‘to gét rid of this Qroblem.‘ To calculate
the SNR the reconstrgcted signal was shifted in ﬁime with respect to
the'inpué signél and the croésfcorrelaﬁién between ﬁhe two was computed
at every .1ag. Somé sort of time gligﬁmeni was made (or, the mé2imum
match.between the two signals waé fouﬁd)fat theA lag wﬁere the cross-

'corrglatidn is. maximum and the SNR was Ealéulated in the conventional
manner. Note that this is an aa' hoc procedure and perhaps spectfal
dist;née measures WOuld ,ha§e been mére ﬁeaningful. Stridtly séeaking,
we sﬁould call the SNR éoméuted using the aboVé method with a,_differént
name for .clarity of notation.AAHowéver, in the fest of the thesis it

will be made clear from the context how the SNR is computed. -

The small time scale perturbations, which, for léck of a better
name we shall Call the micro expansipn/compréssions, are shown in

Fig.5.17 for the QPSK data signal.

origiﬁal y : A : ‘ t=t,
: ; _ . perfect éynqh.
I 4 . - | |

1
|
|
l -
\/ AT v t=t
, | | L ) |
: : g b o\ _ i ! a shift of one sample
" reconstructed ' : } o _ o i
: \ : ' Lo t't3
| A AV ["\ /\ 1\ : a shift of two sample:
i ' .
R : SN AVIAR N
J~: { v U VI' | i
- ) ! ' T
B A - Pl
1. ; . .
: tl t2 t3

Fig.5.17.nThe micro exPanéioh/compressi@n effect.



 For-the speééh signai for example, this effect may cause jitter in the
.- pitch frequency. It has never been studied up to nowvand its degree of
impairment is not kﬁown, Consequently, the 'ASDMV SNRs given in this
sectioﬁ may be higher,‘ about the same, or lower thén what subjective
evaluations may suggest, The‘ultimate evaluation would have been, of
course, ‘Fo cpnduct listening tests and rate .ASDM according to the

results of these subjective measures.

The performancé‘of ASDM with 2 to 5 bit optimum quantization of
the IBI sequence is shown ‘in Fig.5.18. There is sﬁrprisingly iittlé
aifferenée between logarithmic and ‘dptimumv'quantization of the IBI
sequence as far as the output SNR is concerned and the.same comments

for log—quantization apply exactly.

a - no IBT quantization
a b - 5 bit optimum quantization
x{tn ¢ - 4 bit optimum quantization
' d -3 bit optimum quantization
e - 2 bit optimum quantization
25+ '
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: . Figure 5.18. Speech encoding performahce of ASDM with optimum.
quantization of the inter-bit intervals. : ‘
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Wé'have observed another interesﬁing phenomenon in the context
of optimum quan£izers. ‘The .quantizer which minimizes thé IBI
quantization error kmean squared—error) may not give the best .6utput
SNR. It seems that .using the mean‘.squared error as the distortion-
measﬁre is ﬁot appropriate for the IBI seqﬁence. Tﬁis' is evident from
Fig.5.18, where adding anothér bit to theAquantiéer, although decreases
. the IBI distortion by about 6 dB, yields almpst no SNR gain. However,

we did not have time to study this fact in detail.

The evolution with corridor width of the reconstruction levels

of a 2-bit optimum IBI quantizer for speech is shown in Fig.5.19.
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Figure 5.19. The reconstruction levels of a 2-bit ‘6ptimum_
speech IBI quantizer for various values of w.
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We Fhen 'investigated the berformanee’ of‘ ASDM with ﬁector
quantization of the IBI ~seqﬁence} Vector quantization is a recent
' technique in which the samples are first collected in a block (or
vector) of predeﬁermined' dimen§iQn and :theh compered with a set of
previously stered reconstruction vectors and the binary index of 'tﬁe
reconstpuction vector which échieves- minimum distance to the'input
vector is transmitted [32]. Veetor :quantizétion yields significant
iﬁprovemeﬁt over scalar quantization .but it becomes computationally
\expensive'&ith increasing vector dimension. With the aim of not losing
vthe inherent simplicitf of Asﬁﬂ, veCtorﬁdimensions of 2 to 4 haﬁe‘been
considered. Computaﬁional cdnsideratiehs also influenced this choice.
fhe SNRs obtained by vector quantization of the IBI sequence are shown

in Fig.5.20 for various values of w and vector dimension.

&y a - no IBI quantization .
307 b - 4 dimensional vector quantization
¢ - 3 dimensional vector quantization
d - 2 dimensional vector quantization
254 |
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o
o
\-J‘,
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0.2 0.4 o 0.6 0.8 1.0 W

Figure 5.20. Speech encoding performance of ASDM with vector
quantlzatlon of the inter-bit 1ntervals.'
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For all vector dimensions, one bit per sample encoding was
used. Therefore, the sampling rate of the ASDM encoder (Tabie 5.2)

directly becomes the bit rate of the éystem:-

As,exempliﬁied by Fig.S.ZO, even for moderate §ector dimensions
we obtain ‘a- SNR of more than 10 dB at about 4 kbps ! On the éther'
hand, with w=0.3 and & vector dimension of 4 we obtain 20 4B at only
12.5 kbps which is a real improvement  over existiﬁg coders (see

Fig§5.12). Fig.5.20 is one of the major résults of this thesis.
5.4.4. Data Encoding with ASDM -

The data signal, as.can be seen from Table 5.2, has a‘ higher
average sampling - rate than speech.,If the ASDM encoder is to operate
with a fixed output bit rate, the corridor width Q must be larger for

data than for speech.

Thé micro expans;on/compression effects mentioned before are
present forv data as well,,and'their impairments are much ﬁore severe.
Because the data signél has a precise symbol timing, any’egpansions an@
compressions of 'the tiﬁe axis may.réhder the’data t;ansmissidn System
gselesé.‘Thié-is especiallY-ﬁrue for PSK inr which the phase éf the

carrier has to be preserved by the coder.

'BeCauseb of the strict timing fequi;ements and" objéctive
evaluation criteria (a démédulator instead of'human ear), qOmputation
of SNR at maximum grosél correlation of the -input and reconstructed
signals. is impossible JWithA data.‘ Theréfdfe; all SNR values given in

‘this .section are ordinary SNRs, i.e;; no time alignment was attempte&.



61

The data encoding performance of ASDM with no IBI quantizaﬁion

is summarized in. Table 5.3.

Corridor

width

0.5
0.6

0.7

‘Simulation

SNR

31,1
1 25.5
21.5
19.2
17.4
'15,7
14.1
12.8
C12.0

11.3

Maximum phase

error

6.7

12.0
13.3
12.1
19.3
16;0'
21.0

27.6

Variance of

- phase error

13.1
19.7 -
23.0
29.5
49.2
55.8
72.2

88.6

Mean phase

error -

0.5
1.0

1.0

SNR
e

27.0

24.0
21.0
19.2
18.5
17.4
15.2
14.7

13.6

12.7

Table 5.3. Results of the data encoding performance of ASDM with
no IBI quantization. All values are in degrees except SNRs (dB).

The -evolution

with increasing

corridor

width of

the

reconstruction levels of a 2-bit optimum data IBI quantizer is shown in

Fig.5.21. As for speech, the minimum mean squared IBI quantizer - does

not guarantée best performance.

. The data encoding- performance of ASDM using 1ogarithmié,

optimum and vector quantization of the IBI sequence are giveh in tables

5,4,_5;5 and 5.6, respectively.
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Pigure 5.21. The reconstruction levels of a 2-bit optimum
data IBI quantizer for various values of w.

VAs revealed by Table 5.4, ldgatithmic quantization of the
inter—bit"intervgls does not give‘acceptable results until at 5 bits
per sample where the performénqe béeomes'vonly' margihally acceptéble}
Opfimum  quantization Ais- 'only slightly better than logarithmic
quantization and is still' marginal;. Algo, since the fecon;tructiqn_
1evelsi of the optimuh quantizers for speech and aata are different,
7éither a dual mode of an adaptive IBI quantizer’hagzto be used. Sihcé
the average _sampling rate is also cqnside?ébly high for data; these
:ééults imply that logarithmic,aﬁd optimum éuaﬁtization of the intef—

bit intervals are not appropriate.



orridor

width -

0.4

0.6

0.7

0.8 -

0.9

1.0

Simulation
SNR

Maximum phase

error

140.1
72.6
74.1

33.3

159.3
110.2
©31.9.
©39.3

148.5

30.6
29.0
36.2

143.4
143.0
28.6
36.2

167.2
147 .1
0 29.6

25.0

"125.1
142.4
29.2
23.5
143,2
92,2
37.5
.25.2

106.9
- 47.2
44.5
38.0

165.6°
154.0
34.8
30.0

179.9
163.3
37.5
30.3

- 859.4

Variance of Mean
phase error

1233.5

208.3
156.8
88.7

535.1
183.8
98.5
112.3

660.0
91.9
82.1
71.0

485.6
262.6
101.8
84.6

620.5

395.2
82.1
55.8

810.9
344.3
770
52.9°

203.5
141.2
85.4

787.5
164.1
157.6

108.1
0 1332.9

272.6
137.8
85.4

1898.8 -
344.7

147.7

11,6

phase
erroyr

SNR
e

Quantizer
- levels

16
32

16
32

16
" 32

16
32

16
32

16
' 32

16
32

16
32

16

16
32

Table 5.4. Results of the data encoding performance of ASDM with 2 to §
it log-quantization of the IBI sequence. All values are in degrees except SNRs (dB)
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“orridor Simulation ‘Maximum phase Variance of Mean phase SNR Quantize

width SNR error phase error .error - ’ levels
0.0 35.9 102.5 1.1 12.0 4
0.1 10.3 35.0 - 117.5 - 11.5 8
10.3 - 35,0 : 123.8 1.4 1.2 16
11.4 \ 29.6 89.1 2.3 C12.7 3.
10.2 28.3 107.0 2.1 1.9 4
0.2 10.9 . 34.4 123.0 1.0 11.3 8
: 11.2 35.4 106.7 1.6 11.9 16
10.9 41,2 138.6 2.3 10.7 3
1041 37.3 13.9 1.8 1.6 4
0.3 11.6 © 36.6 81.2° 3.4 13.1 -8
' 11.9 34,8 84.2 3.6 12.9 16
1.2 44.1 . 126.2 3.7 o111 3
10.1 26.1 © 93.8 2.4 12,4 4
0.4 11.6 35.5 114.8 2.0 11.6 8
' 111 40.2 - 111.4 1.2 1.7 16
1.4 36.2 79.0 2.8 13.2 3
: . 10.9. 23.1 85.3 © o =0.2. " 12.8 4
0.5 1.6 35.3 74.9 » 1.7 13.4 8
9.0 58.8 163.7 -0.2 10.0 - 16
12.2 28,0 . 62.7 2.3 14.2 3
10.9 27.9 : 62.7 0.8 14.2 4
0.6  11.4 . 28.7 83.4 3.5 12.9 8
o 11.5 . ©36.4 . .92.7 1.8 12,5 16
11.8 29.8 62.3 2.2 14.2 3;
. 9.0 33.2 114.7 0.9 11,6 4
0.7 10.7 35.2 97.2 1.5 12.3 - 8
: - 10.6 37.3 . 111.1 1.7 1.7 16
1.7 7 23.7 72.6 2.6 13.5 3;
T 94.4 ~  258.2 -3.2 8.0 4
0.8 9.1 42.5 139.6 1.6 10.7 '8
8.2 106.1 288.8 0.5 - 7.5 16
10.7 - 27.7 76.4 1.7 . 13.3 B}
. 8.6 34.4 128.7 . 0.6 o 4
0.9 7.5 152.0 879.9 -0.6 = 2.7 8
‘ 7.5 147.7 813.7 - 0.6 3.0 - 16
10.3 33.5 88.4 1.3 12,7 -3
8.1 36.5 180.9 - -2.3 9.6 4
1.0 8.8 431 14741 0.3 . -10.5 8
8.2 . 41.1 154.0 0.6 - . 10.3 16
-9 0.4 1 12.3 3

.9 » 32.5 95.7

Table 5.5. Results of the data encodlng performance of ASDM with 2 to 5
bit optimum quantlzatlon of the IBI sequence. All values are in degrees except SN
(aB). - ‘ ; .



lorridor
width

0.3

0.5
0.6
0.7
0.8
0.9

1.0

uantization of the IBI sequence.
een considered. All values are in degrees except SNRs (dB).

Simulation

SNR

Maximum phase

error

178.8
172.9
170.7

174.3
172.8

174.3

174.3
58.6
115.8

172.9
58.7 .
174.3

172.9
149.4
172.8

172.7
152.8

152.6

175.8 .
62.9
174.3

179.6
53.8
143.6

179.1 -
1436
115.8
172.9
64.6
116.0

Variance of Mean
phase error

3504.9
2079:1
11658.3

1040.4
1 1927.7
461.8

1355.8
86.8
' 442.3

1804.4
115.2
415.9

1932.8
- 210.9
©289.2

2275.7
3357
467.7

1959.6
94.9
428.8

2150.7
125.3
205.6

2066.6
346.2
172.6
2060.7
98.6
191.0

error

5.8

-0.1
0.7

phase

SNR

-3.3
-1.0
0.0

2.0
-0.7
5.5

0.8
12.8
5.7

-0.4
11.5

-1.0

12.2
9.3

65

Vector
dimension

Table 5.6. Results of the data encoding performahce.of ASDM with vector

-

1 bit/sample vectors with dimensions -

2 to 4 hax

' As for vector quantization, the results are worse than those

- obtained with logarithmic and optimum quantizers and do not seem to

improve with increasing dimension.’

In summary, we conclude that because of distortions of the. time

,akis, ASDM is not a reliable coder for data, or more specifically PSK

type data signals.
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5.4.5. . Entropy Coding

- The IBI sequence can be further coﬁpressed by entropy coding of.
the. quéntizer outputs; We havé, in our.simﬁlatioﬁs,ﬂﬂuffman coded the
optimum and vector quantizer outputs_to feduce the bit rate. Thé_ reader
is reminded tﬁat this 1is not the proper way of entrqpy coding, i.e.,
uniform quantigers.yield,lower ouﬁput enpropy than optimum quantiiers
thereby alloWipg higber_compression ratios.

?he quaqtizer'oﬁtpuﬁ enprdpy'H and average rate N in bits pér
symbol of thé Huffman code fér speech are  given in Table 5.7 for

optimum and in Table 5.8 for vector quantizers, respectively.
. _ , ( v

1

Corridor 2-bit optimum ‘3-bit optimum 4-bit optimum 5-bit optimum
width - quantizer - ’ quantizer quantizer ©  quantizer
H N . H N . H N H N

0.1 1.157 1.531 1.611 1.767 2.229 2.312 2.816 2.863
0.2 1.170 1.531 1.703 1.824 2.806 2,820 3.450 3.482
0.3 1.246 1.557 1.897 1.966 2.958 2.968 - 3.803 3.848
0.4 1.308 1.579 - 1.918 1.991 3.045 3.062 = 3.976 4.012
0.5 1.304 1.577 2.014 2,085 ©3.183 3.217 4,078 4.112
0.6 1.317 1.581 ©2.103 2.167 . 3.301 3.345 "4.156 4.189
0.7 ©1.328 1.587 2.116 2.177 3.327 3.37M 4,262 4,298
0.8 - 1.360 .1.602 2.161 2.225 3.384 3.418 4.317 4.353
0.9 1.362 1.603 2.247 2.325 3.474 3.522 4.365 4.397
1.0 - 1.401 1.618 2,290 2.379 " 3.403 3.434 4,393 4.431

Table 5.7. Results (in bits/sémple) of Huffman coding of the
optimum IBI quantizer outputs for speech. ’ : '
‘Note that for small values Sf the- cofridor‘ width w, thé quantizer
output ehtr@pies are small and inéreése with increasing w. This is inr
accgrdance with the sPreading of .the éDF. with 'ipéreasiﬁg corridor
width. The entropy‘ coding schemé‘Ayields a reduction in bit rate of
about 20.to 701percen£‘d§pendihg on £he corridor wi@th“and the - number

of quantizer levels.
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Corridor vector quantizer vector quantizer .vector quantizer

width of dimension 2 of dimension 3 of dimension 4
H N H N . H N
0.1 0.744 1.182 1.216 - 1.480 ~2.830 2.877
0.2 - 0.644 1.152 1.585 1.656 3.029 3.043
0.3 0.587 1.139 1.889 1.930 3.069 3.124
0.4 0.703 1.188 1.711 1.803 3.347 3.391
0.5 1.328 1.482 ©1.876 1.907 3.297 . 3.327
. 0.6 . 0.904 1.247 2.123 2.148 3.478 3.513
0.7 '0.746 1.199 2.263 2.289 3.540 3.586 -
0.8 0.953 1.288 2.387 2.424 . _3.322 3.351
0.9 1.042 1.317 ©2.069 2.103 ©3.511 3.559
1.0

1.191 1.376 ) 2.411 2,469 ) 3.453 3.482
. Table ‘5.8. Résults.(in bits/vectér) of ‘Huffman coding
gf thg vector quantizer outputs for speech.

Because of the’pfomisihg‘performancé of vector quanfization, it
is of: interest‘ to examine.\Huffmén quingf of the ﬁector quantizér
outputs inidetéil. For w=0.3 and a vector dimensién of 4, we have a
SNR of 20 dB at a rate of 12.5‘kﬁps. After entfépy éoding the quantizer
outputs we obtain 3.124 bitsAﬁer symbol (vector) instead of 4, and this

| reduces the bit irate 'from f2;5 to about 9.8 kbps. At lower_SNRé the
results are surprising.rFor'w=0.8 and a _vectdr dimension of 4; we:
~obtain a SNRV 6f. about 13 dB 'at.3.9.kbps, which'isxwe}l within the

parametric coder range 1

However, thé Huffman codes are optimuﬁ ‘for a given set of
quantizer ‘output probabilities and  the results will degrade if';hese

probabilities chénge.

Results of Huffman coding of the optimum data IBI quantizer
outputs are given in Table 5.9. These results are similar to that for
spéech in the amount of compression offered. Because .of the pdor

performance of vector. quantization' in the case of encoding data

signals, vector quantizer outputs for data were not Huffman coded. * -
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Corridor 2-bit optimum - 3-bit optimum  4-bit optimum - 5-bit optimum -

width quantizer © +  guantizer . quantizer quantizer
H N . H N H TN H -~ N,

0.1 1.218 1.550 1.355 1.626 1.375 1.644  2.262 2.338
0.2 1.312 1.580  1.859 1.960 2.034 2.116 3.025 3.044
0.3 1.443 1.636 2.471 2.514 2.652 2.692 3.284 3,294

0.4 1.416 1.627 2.537 -2.564  2.916 2.929 3.776 3.792
0.5 1.534 1.678 2.560 2.603 0 3.136 3.170  3.844 3.878
0.6 - 1.651  1.747 2.643 2.682 - 3.239 3.284 .4.122  4.150

0.7 1.640 1.733 2.664 2.703 3.329 3.361 4.277 4.312
0.8 -1.700 1.772 2.791 2.845 3.457 3.492 4.351 4.389
0.9 1.726  1.786 2.696 . 2,766 . 3.572 3.595 4.331 4,356
1.0

1.780 1.830 2.695 2.754 3.632 3.664 4.399 4{440'

) Table 5.9. Results (in bits/sample) of Huffman coding of the
optimum IBI quantizer outputs for data. : '

'5.4.6. Buffer Behaviour

In all asynchronous coding schemes a buffer is needed tQ' output
the asynchronbus input information at a synchronous rate. The overflow .
and underflow of this buffer are critical probiems and severely degrade

the performance.

. For ASDM, Sankur apd Gungén [21] have .defived the buffer
6yerfldwr and underflow bprobabilities,.Iﬁ our work we investigated tﬁe
behaviour of a finite length buffér for'aL 1/8 second long artificial.
‘speech ,saﬁple.~'Results ﬁor' various corridor widths are given in
Fig.5.22. In all cases the synchronous channel rate Qas- assumed:ato be
more or less matched to the-avérage sampling rate Sf the ASDM ehcoder.

Fig 5.22 is drawn éséhﬁing no quantizatién’of tﬁe IBi' sequence.
If the quéntizatién is ;pfoper," the results areinbt signifiéaﬁtly
‘différént. The vertical scale is in "words," i.e.,:if 3 bits isiused toi
Ieﬁche eaéh sample;-the scales should be mﬁltiplied by 3 to~obtain the

'bdffer size in bits.
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Observe that at‘small values of tﬁg corridor width the buffer
isr "wild" and a 1 kiloWérd buffer overflows when w=0.1 (and also 0.2).
At these small values of w slight mismatches between the s&nchronous.
.channel rate and  average .ASDM sampliﬁg rate cause the buffer to

overflow or underflow.

As the corridor width is increased, the buffer is relaxed and a

'1'kiloword buffer is apparently sufficient for corridor Qidths w>0.5.

/

Since the receiver buffer .is the complement of the ' transmitter
buffer (if the' former is three . quarters full the latter is three
quafters‘empty and vice versa), the same buffer length will suffice  for

- the receiver. ' - N ' .-

With the ever decreasing“ costs of memory chips however,
overflow and underflow issues' of finite length buffers have become

~ trivial problems.
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VI. CONCLUSIONS

In this study the performance of the asynchronous delta
modulator has been investigated for both speech and PSK data signals

and compared with other common speech coders.

ASDM is an effective source coder that is independent of the
source ' statistics, 1i.e., asb long as the inter-bit intervals are‘not
'quantized,»it can enooderany input signal»with‘the. same SNR which is
dependent only on the selected corridor width.vHowever, the'ayerage
| sampling rate and the inter-bit interval PDFs- are dependent on tne
source bstatietics and may snow éignificant variations if the statistics'

of the sources to be encoded are very different.

The signal dependence of the IBI PDFs is especially important
" when .quantization of the IBI sequence is considered. We have observed
that minimum mean squared'error quantization of the inter—bit intervals

not necessarily gives the highest output SNR.

For speecn, logarithmic .or.‘optimum' quantization of .the IBI
sequenoe with '3 or more bits can make ASDM a competitive ooder in the
eomnunications quality range. With 1 bit/sample, 4—dimensional vecton
quantization ASDM has outstanding performance »at medium and low bit

: N
rates,



For QPSK data,onvthe other ﬁénd, performance of ASDM is not
very promising. The» copsequénce"of time'qﬁantization is a warping of
.the time axis bn a micro scale, i.e., a few éamples. Presumably, = this
is not a very big problem for sPéech but- for data signals wﬁiéh have a
preéise symbol timing, its effects are disastrous.v We can state that
when thev inter-bi; intervals are quantized; ASDM cannot preserve thg
"pﬁase integrity" of the'-inpu£ signal which is  the most igportant
property tgat a code; should posseés if it is to successfully encode

PSK signals.

\In_our simulatiéns errorless performanée with.déta reguired at
least 4 bit quantization of the IBI sequence. Sinée the a&erage'
lsampling rate is hiéh for data,_when at least 4 bits‘ié used for each
sample ASDM bit raté beéome;ltoo high to be of practical value. Vector

quantization does not work well with data signals, either.

Epr<speech,'increasing the quantizer levels abbve,B brings very
little SNR improvement although the IBI quanfizatioh error ‘drops by
about 6 dB for eééh bit added. We attribute .this to fhe fact that
‘minimizing the squared IBI'er?ér méy.not‘result in the best output SNR.
In this study we did nét'attempt>to find a: way to most effectively
.quAntize fhe IBI . sequence. fo attack thét problém analyﬁical results
" : between ‘IBI disﬁortion and output SNR ;hould bé :éstaﬁlished. Howe#er,
IBI statistics are related to the .extremely complex level crossing _ 
"éroblems for which analyticai results exist only for some very: speciali

input processes.



-3
(3N

We did not aEtempt to differentially quantize the IBI sequence
because the IBI seguehce ~is almost totally uncorrelated for corridor
‘widths greater than 0.3. Even for w=0.1, the first correlation

coefficient is less than 0.5.

In this aspect.ASDM méy be viewed a§4 a coder . which tries to
decorrélatev the inpuﬁ précess by convertiﬁg it into an uncofrélaﬁed IBT
process. HoweVer,vother‘decorrélating coders, e.g., transform Eoders
baﬁe an adyantagé; in Ehat they can decide which cbmponénés qf the
decorpelaﬁed sequence “are  more _“éignificant?. Anotﬁer'_decorrelatiﬁg
coder;‘ DPCHM, comes ﬁp with an i'easiér"‘sequence to quantize becauée’the
variance of‘the sequence to be quantized i§ less than thaf of the “input
signal. With ASDM,‘thé dynamic range df the IBI sequénce is 20 dB more
' than the input signal (can be eben more with real speech) so we"d; not
‘have an ﬁe&éiér" Séquence to_quanéizé.IOn the other hand although we
feel that large IBI values are more iméortant, decidinér which
components ™ of - the IBI sequence are.more "sigﬁificant" is a dangerous
task with no analytic fesults at handf Therefore the >major éroblem,

effectiVe quantization of the IBI séquence'remains unsoived.

This howéver; does Aot cast shadow - on our results. Entropy
coéing.‘of the guahtizer outputs yieids a further bit rate reduétion of
‘about 20 to 50 percent and enhancesﬁASDM's perforﬁance as é medium band
speech coder. Furthermore ventroby COdihg,. which is not very populérv
with-synchronous coders beca@se of its variable_ wordléngth, .can be'

- effectively used with ASDM because ASDM 1is already an asynchronous

coder. : : _ ) -

7



The buffer éize is not a very critica; issue as long as £he
.averége coder rate and the channel rate are equal and.; feQ:kilobits-of
memory seems to be sufficient fér almost  all values of the corridor
width.

Further researéh on ASDM might focus on effective quantizétion
of the?vIBI- sequénce and tfy to establish-ﬁhe previauslyvmentioned_
analytical results. Adapting'theb corridbr width" acco;ding to -buffer
occupancy must be investigated for two reasons :

a) It is the only way to cope ﬁith thé Véry 1ohg_-silent \periods
(consequgntly, very long inter—bit inﬁervgls)_present in speech.

_b) Adaptiﬁg the corriadr wiathbalso\mdéifiés,the IBI PDFs and limits
their dynamic range. We believe tﬁat‘this will result in a sequence
‘that is more suited to effective quantization. - = -
Sincejthe’réceiver buffer islﬁhe complement of the transmitter buffer
‘another - elegance of this téchnique is that the receiver can extract the\
necessgfy information from its own‘buffer, making - tﬁe traﬁsmission of

side information unnecessary.
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