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ABSTRACT

The problem of compensating a feedback system
which is very lightly damped has long confronted control
engineers. Numerous schemes have been utilized with varying\
degrees of succes. This work investigétes and applies one
such scheme, Half-cycle Posicast, which was introduced by
Otto J. M. Smith. This scheme has several advantages. 1T
reduces ovérshootfand resonant peéking thus aliowinguhigher
forward gain to be used. This‘in turn reduces steady-state

errorse.

The probiem of compensating a second order, lightlj
damped linear feedback system by means of Half-cycle Posicast
with microproce;sor applicationAié examined and the results
.of; analog computer simulations are shown. The sensitivity of
behavior to variations.in system parameters is examined and

some degree of adaptivity to changes of parameters is reached.



OZETGE -

Az.sénﬁmlﬁ bir geribeslemeli denetim dlizenegi
tasarlama sorunu uzun zamanlar denetim mithendislerinin
¢ozmesi gereken bir sorun olarak Onlerine gelmistir. Bu
sorun ig¢in ¢ok sayida ve degisgen ba$ar1 ¢izgilerinde ¢O-
‘zumler 6nerilmistif. Bu QallsmadaIbu’yéntemlerden.birisi
olan ve ilk defa Otto J.M. Smith tarafindan tanitilan
"Salin-dur" ("Posicast") Qézﬁi yontemi incelenmekte ve
‘.uygulanmaktadlr.Bu yontemin c¢egitli lstiinlikleri vardir.
Yontem sistemdeki salinimi yok edérek daha yuksek bir i-

leri kazang sabiti kullanilmasina olanak saglamaktadar.

Bu c¢alismada az sénﬁmlﬁrdogrusal geribeslemeli
ikinci dereceden bir sistemde Salin-dur yonteminin mikro-
islemci ile tasarim incélenmis, analog bilgisayar benze-
tim SOnuglarl gésterilmi@tir.Ayrica gecgici durum cevabi
verilmigtir., Sistem pafametrelerindeki degisikliklere
duyarlilik davranisi incelenmis ve parametre degisiklik-

lerine karsi uyarlanabilirlik (adaptivity) saglanmistir.



1.INTRODUCTION

In recent years significant progress has been made
in discrete-data and digital control systems. These systems
have gained popularity and importancé in all industries due
in part to the advances made in digital computers, and more
recently in microcomputers, as well as the advantages found
-in working with digital signals. The science and art 5f
communications have profited from tﬁe reélizatiOn and appli-
cation of the fact that intelligence can be transmitted and
stored in discrete pieces or as a'sequence of‘numbeps spaced
in real time. Even though we treat sampled-data systems pri-
marily frOm'the.viewpoint of the control function, it is not
surprising that many cdncepts have been borrowed from the
communications field. Furthermore, the same body of theory
cah be used to describe the over-all performance of the control
systems,.even thoﬁgh its primary function is the controlled

actuation of power elements and processes.

‘Sampled—daﬁa systems. are characterized by the fact
that the signal data appear at dne or more points in the sys-~
. ﬁem as a sequence of pulses or numbers. A central problem in
the theory of such systems is that of describing the response
of linear continuous elements, or pulsed filters,.as they are

sometimes called, to pulse sequences épplied to their input. -



The use of the z-transfofmation and the all important pulse
transfer function of the pulsed filter makes the problem
relatively straight forward. A unique component found in
sampled-data control systems is the digital controller,

which is acomputer that accepts a sequence of numbers at

its input, processes it in accordance with some logical
 program, and applies the resﬁltant sequence to'the controlled
element. In view of the opefation of this controller, 1t

is possible to implement it by means of a conventional digi-~
\tal computer or its equivalent in the form of a mixed or
wholly analog computer. If the numerical process pfogfammed
in the computer is lineaf, it can be'expressed mathematically
in terms of ajrecursion formula Which is transformed into a
generating function having similarity to the pulse transfer

function of a pulsed linear filter.

The trend of,thé past few decades has been toward
dynamical systems that operate with variables which are in
the form of a sequence of numbers;:These variables are gen-
erally quantized in émplitude and are available only at
- specified instants of,time; which are usually equally spéced.
The major point of difference between‘anaiog and discrete
systems lies in the fadt that analbg or continuous systems

have variables which are known at all instants of time,



wheras discrete systems have variables which are known only -
at” sampling instants.

Many modern control systems contain intentional
sampling and digital processors.Some of the advantages of
sampléd~data and digital control are: |

l.Improved sensitivity,

2.Better reliability,

3.No drift,

4 .Less effect due to noise and disturbance,

o S.More compact and lightweight,
6.Less cost, -

~7.More flexibility in programming.

One distinct advantage of digital controllers is
that they are more versatile than analog Coﬁtrollers. The
program'which characterizes a digital controller can be mod-
ified to accomadate deéign changes, or adaptive performances,
without any variations on the hardware. Digital components
in form of electronic parts, transducers and.enpoders 6rejoff
ten moreAreliable, mbre rugged in construction, and more
 compact in size than their'énélqg equivalents. These and
other glaping comparisons are rapidly'cdnverting the control
system technology into a digital one.

| In recent years, parallel to the progreés in dis-
crete—data and digital control systems, problems of optimal

Lt



control have received a great deal of attention‘owing to
increasing demend for systems of high perfofmance and to
the ready availability of the digital computer.

Along with interest and progress in control topics
in general, interest in adaptive control systems has increased
| rapidly. The term adaptive implies that. the system is capaple
. of accomadating unpredictable environmental changes, whether
these changes arisé within the system or external to it;

This concept has a great deal of éppeal to systems designer
since a highly adaptive sjstem, besides accomadating en-
vironmental changes, would also accomodate‘moderate‘engin-
eering design errors or uncertainties and would cempensate
for the failure of minor system components thereby increasing
system reliebility.

| Under the light of above mentioned progresses we
can try'to improve transient response of control systems
using switching techniques.

One basis for evaiuating a system's performance
is its time response to - a step function input. A perfect re-
sponce identical to the input with no error at any time. Such
‘a response 1is impossible, tnerefone methods are studiedvtov
achieve the optimum performance of a system. There have been
several criteria presented for optimizing the response of'a

system, using the step input as a reference. If the system is



required to produce a dead-beat response, one may write the
equation describing such a response. Thé input to a given
system producing thié response can Be obtained. Calling
this a "modified input", one may then try to synthesize a

network whose step response is the modified input. This net-

work is called compensating network.

One method of‘compensating is using discrete com-
pensators. This is done by modifying the input step signal
into a two step staircase signal. This is known as Posicast

1

compensators.In genéral, the step modification may. be more

complicated depending on the other features of the system.

The proposed compensating network modifies the in-
put step by adding to it a pulse, or pulses. In order to
achieve a dead-beat response, without overshoot, it is
necessary to adjust the location, width and'magnitude of
this pulse.This mode of operation can be easily extended

to higher-order systems.

Suppose a éompensated system is in a changing
environment causing the system's parameters to change.This
will disturb the modified step response. To reobtain a dead-
 beat response under suchvariable conditions, it would be

necessary to constantly adjust some parameters in the digital

ébntroller unit.



2- OPTIMAL CONTROL.

. 2.1.PROBLEMS OF OPTIMAL CONTROL.

By an optimal control system is meant a system
which is the best in a certain sense. The optimality criteria
on which a system is based can be most diverse and depend-on
the nature of thé problem at hand.,They'inélude the accuracy
_of the control system against'inpu?_signal variations,
the transient process duration; integral criteria of a
transient brocess, economic efficiency,productivity,complexity
of khe control system, and éther technological and econ-
omic indices.-

’The principles of optimal control are being used

on an everincreasing scale and théy have helped in developing-
new automatic controllers, servos and other devices consider-
ably improving the efficiency of industrial control systems.

Constraints on controls are chiefly attributable to
limited power respurceé of the system. The phase-coordinatest‘
or_fhe states of thé system, are most frequently constrained |
for the sake of safety, strength,etc.‘

' By plausible arguments and experimentation in the
past it was believed that if a cqntrol system is being oper- |
ated under limited power, then the .system can be moved from
one state to another in the shortest time by at all times

properly utilizing all available power. This hypothesis is



called the "bang-bang principle". Although many time-optimal
control systems with limited control power are of the bang
-bang type, it is not trueﬂthét ail such systems are of

this type.(For example,if the transfer funétion of a plant
includes zeros, it can be shown that the strict bang-bang
solution in which the control signal switches between the
lvconstant values 1y and -4 is not optimal.)

For second—ordef systems, the phase-plane approach
is the most convenient in determining the switchingjcurve
on which the sign of the control signal must be'changed.

For higher-order systems, héwever, in whatevef appréach is
used, it can be quite difficult to find the éﬁitching sur-
faces in n-dimentional-state space. In most éasés,construc—
ting explicitly the switching surfaces in n-dimentional
state space is almost impoésible.

The technical implementation of the optimal
switching function is- complicated even in primitive
system, therefore‘practical problems are better solved
by finding an equivalent switching function coinciding with

in sign but easier to'implement;
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2.2.QUASI-OPTIMAL TECHNIQUES. »

Although important results have been obtained in
the theory of optimél control the practical use of this theory
has been rather limited because the control systems for plants
described by high order equations and subject to complex
constraints are difficult to implement. |
| It is necessary to develOp easily implementable
approximate (quasi-optimal) control laws which do not differ
much from the optimal ones as régards the criterian adopted.
Quasi-optimal systems are also convenient for the followihg
Treasons. ‘

- 1l.Any control unit is made up of elements with
limited possibilities and,consequently, certain costraints
are imposed on selection of the control unit.

2.The mathematical model of the plant on whiéh the
control is based is often approximate because the structure
and parameters of the planf are hot always known in detail.
%.8trictly optimal control systems require detailed

data on the system coordinates,input signals and their deriva-
tives,which are very hard to come by in practical work.
'Thué,for instance, higher derivatives of the controlled
coordinate cannot be measured Without'errors, which are often
so large that prevent the use of the derivatives in the con-

tfol law.
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The ways of developing‘Quasi-optimal'systems can
be classified into two groups: the use of an apporoximate
model of the plant, ignoring the knowledge of strictly opti-
mal control laws for an accurate model, and the use of simpie
hardware to approximate strictly optimal controls_obtained

in advance for the accurate model.

2.2.a8.5implified Maﬁheméticai Description.of a Plant.

As an example of quasi-optimal control we will
consider the following practical problem. A process inclﬁdes
a sjstem used to control thé parameter y.A control’ board
carries»only an indicator y and a setpoint unit with its own
indicator of u. In this case the setpoint is the contfol
action. To facilitate the operation, all controllers are made
so that the readings of the indicators of y and u coincide
in the steady state. If the controlled variable is to be
changed from %ato'X? ?he simplest way to achieve this is to
make the setpoint equal to LS instead of u which was asso-
ciated with AR On completion of the transient process y will
be equal to % - |

| ‘However, an experienced operator who wishes to
accelerate transition to new coordinates acts as follows.
:Precisely at thé time E)when the conditions must be changed

. the maximal setpoint value u=y . is set. Then y(t) increases
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sharply.At the time H_ when y reacges the desired value, the
setpoint is shifted to u=y . The time when the control is
switched over is not calculated in advance and depends on
the time taken to reach the desired point Iy=3%, -

A control action of this kind is strictly optimal
for a first-order system. Indeed,at 16<t (pL the coordinate
y(t) changed under the effect of the greatest value of control

while at the time H_ the assignment of the setpoint U=y =%

stopped the change of y(t), ice. y(B)= %, at tj>§_. This
can easily verified by substituting u=y into the equation

of the system,

P o
then we obtain dj/dt:QO,the coordinate y(t) has ceased to
change.

| For higher-order plante with aperiodic.transient
process control of the above type is not strictly optimal
'because once u=y, the coordinate y(t) may continue
changing. Nevertheless, due to the forced operation in the
time interval [to.,.,tll the transieht process in such a system

will achieve a steady state sooner than with conventional

control given as a step from u, to Y, .

The application of control which is strictly

optimal for first-order systems to higher-order systems may
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be interpreted as follows : replacément of actual equation,
of the system by a simpler one, determination of an extremal
for this Simple equation, and implementation of this ex-
tremal in order to control the original system. This approach
to quasijoptimal control problems is the essence of sim--
plified mathematical description{

Simplification does mnot , however, always lead to
a first-order equation.In this caée the extramél is a plece-
wise-constant function taking on the extreme values u

max

and Uoin * and the moments of switching are fqund_from the
solution of the associated variational problem of é%rictly

optimal control.

2.2.b.Quasi-optimal Control of an Oscillatory Plant.

The above technigue ofaqﬁgsi-optimallcontrol in
which the cqntfol action takes on extreme values while the
moments of switching are found from a simplified mathematical
model may prove unsatisfactory with oscillatpry plants be~
cause even small errors in switch@ng.moments may resul in
large overshoots in the transient pocess.

For quasi-obtimalvcontrol of oscillatory plants,

the so called Posicast compensators can be proposed.
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3.THE THEORY OF POSICAST CONTROL

To understand the theory of Posicas'control, let
us assume a frictionless pendulﬁm as shown in Fig.(3.1).A
weight is suspended as a pendulum and it is to be moved in
~the minimum time from vertical line i to the vertical line
f. The control must be linear, and there must be no overshoot.
The force can be applied only horizontally to the rolling
support r. The support is moved initially to the midpoint m,
as shown ‘in Fig.(3.1.b),where it is held constant until the
weight W swings to the final desired position f,as in Fig(3.1.
c).'Then’Sﬁddenly_the support is moved the remaining dis-
tance to f, as in Fig;(a.l.d),and the system will remain at

rest.

The control motion is like casting a fly during
fishing with a rod and reel; hence the name Positive-cast™
or Posicast control is given to this kind of control. The
control mechanism is completely linear and limits the total
transient time to one-half cycle, for the poles of the tfahs—
fer function of a second-order.system,withOut damping which
we can also cali it as half-cycle Posicast. There is-no trans-

jent overshoot,and no oscillations. The impulse response of

this type control is a sudden initial displacement and return
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T
——p .
. —1 ‘
(a) " Fig.(3.1). Posicast control
of a pendulum position through
force application to the
W suspension only.

(a).Initial position.

(b) (b).Control computer takes
half of a unit input step

and moves the support in-

W stantly to the midpoint m.

Support remains fixed for

(c) ‘ one half period.
(¢).Maximum swing of pendulum

o ' weight with support still

W fixed for one half period.
| — (d).Support suddenly moved

(d) to the final position f

directly above the maximum

swing point.




of r, delivering an impulse with momentum to Weight W. The
energy delivered is just sufficient to carry the weight to
the maximum desired excursion. One fourth cycle later, it
reaches i with maximum velocity .A second input impulse
removes all the kinetic energy, and it remains stationary

thereafter.

The éecfet~of this tybe control is ﬁhe division
of the action into two times and two quantities. The second
action time must follow the first action time by exgctly
one-half cycle of the transient if the superposition of
the results is to be zero for all_subSequenf times;Any‘
other action-spacing time .would excite two oscillations
whose vectors would not cancel,because they would always
have the same phase-anglé'difference. The first quantity
at the first action time must deliver.exactly the amount
of energy needed tb swing the output to'the desired final
value in one-half cycle. The second quantity must remove
all the remaining energy from the system.The energy must
be in one form ohly, namely the kind initially delivered
‘at the first action time. This is true if the natural

transient half period is used to space the action times.

This kind of control can be used to control a

16



‘pair of complex poles with lightly damping.We can define a

second-order system by the following differential equation
c(t)e2qwac(t) 4w (t) = (%) | (3.1)

where r(t) is the input to the system and c(t) is the

'.corresponding output of the system.

As seen from the Eq.(3.1), the dynamical behavior
of second order systems -can be described in terms of two
parameters & ;the damping ratio of the system,and wa; the

undamped natural frequency of the system.

The transfer function of such a system is

a(s) = = ' ’ ' 3.2
(s) - | ( )

where the initial conditions are assumed to be zero.

If we try to apply posicast control to such a
system with  in the range of 0{ T {1 we must calculate
peak time ; HT and maximum overshoot Mp in order to find
éhe magnitude of the first step and’the application of

time of the second step to be applied.

17
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For the step input I-‘l\i(t.) we have

UJ2 ry .
&(s)= “. . : (5-5)‘
s° + 2¢W s +w,2‘

then the résponse in the time domain will be

—Twt g . :
c(t)= ry|1l-e" VY (coswt 4+ =——— sinw,t) (3.4)
1[. i ﬁ_’?‘ 4 ]

or
oLt

-2+ |
eusen is shown in 5. (5.2), wheze vy =l = vas LS

‘and sin @ = {T—E ) 'COS'SZVS: <

c(t)= rl[ 1- sin(w,t + @ )] for 1:)0 (.'5.5)

From Eq.(%.5), it can .be seen that the frequency
6_f‘ the transient oscillationé is the damped natural fre-
quency which is equal t.o w,, |-§"' and thus varies with the
damping ratio; <. |

From Eq.(3%.5),

at  ig

Ji-g“

[( sin(wAt+ @ )-‘h-_(‘ cos(W;t+ s) )]

—gqt .
sin(w;t) (3.5)



At maximum overshoot; Mp., the derivative of the

output must be zero
dc(t)= sinuht =0
dt P
t=%
P

1-C wyto= kT (k= 0,1,2,0...)

that means

where k= 1 for maximum overshoot, then

£ = 119

P wy - =wn"‘_cl

(3.6)

(5.7>

According to Posicast method we must obtain the

desired value R,at time tp and all tp<t, from the output

of the system. Then

. e-KCJPf»
c(t_)=R = rl[l- sin(v - &8 )]
p 2
\]\—C
since
| sin(It-¢ ) = -sin g = -{\x’
. then *Z _
R = rl( la e {;E‘)u= rl( 1+ Mp)
that is |
ZR
r =
1 1 4+ M

(3.8)
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—p
t
P

3.2.a.Response of the second order system to input,r(t)-rlu(t)

r(t) /7 . <)

R-rl '''''' J///7

p

t

3.2.b.Response of the second order system to the input
r(t) = (R-rl) u(t-tp)

r(t)

c(t)

—> t .
t

3.2.c.Response of the system with Posi¢ast control. -

F1G.3.2



The response to the input r(t)= (R—rl) u(t—tp) is shown
in Fig.(a.zob)-

So if we apply r(t) = rlu(t) to the second order

system the output function c(t) has an overshoot at time tp

reaches a value R,i.e. c(tﬁ) = R. The mqment tp corresponds
to the maximum of the function c(t),i.e. c(t) = 0, if the
input receives a second step resulting in r(t)= R, then
from Eq.(3.1) g(t) becomes-zero..The fact that the first
and second derivatives are zeros for a second drdep sysfem
means that the traﬁsient process of c(t) has set in, or

that at*b)1ﬁ) c(t)= constant = R.

Consequently the input
o(8) = vy ule) + (Rer)) ult-ty) (3.9)

ensures a transient process in an oscillatory plant,whose
equation is given by Eq.(%.1),without an overshoot within

the time given by Eg.(3.7) as shown in Fig.(3.2.c).

In an_opeﬁ loop system if we try to obtain the
input function given by Eq.(B.Q) from a step function of
R/s we heve to design a controller with the transfer

- function

21
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T R-r -t.s
p(s) = R(s) | 1, LoD (3.10)
R/s R R

Fig-(B-B) shows the control system block diagram.

Although +this is a linear system,it is not possible to

interchange the order of components. With the Posicast control

first, the oscillations are prevented from starting.With
the Posicast control foilowing “the complex poles, it
only prevents the output from seeing the undesired

.0scillations.

As seen from Eq.(3.10), D(s) may only has zeros.

Then
T R-r -t_s
D(S) - 1 + - 1 e p =0
R R ‘
We obtain -
e p = - ‘
/R—I‘l

where s = a + jb , which gives the following equation

-at ~Jbt oy ~-j(2k+1)¥ .
e P . e P - e y k=0,41,42,....
R—rl - :
From the magnitude equality
. -1 .
-at 14M -1 +{w t




- 1

1+M

3 D >
+ w

R(s) a C(s)

+ s2_24%18_‘_“2

Motk

"1E e p

1+4M

"p -

POSICAST CONTROL RESONANT COMPONENT

23

Fig.(B.B)-Posicast.control of a lightly damped second-order

system.

that is

‘_e—(a+§u£)tp =1

which means

= =W
a T N

From the phase equality of Eq.(3.11)
btp= (2k+1)1r k“'_‘. O,;Pl,:g’.o.o

then
b = (2k+1)wn{\-§z = (2kel) W,

The over-all frequency response ol the system

is shown in Fig.(3.4). The high resonant peak has been
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Rig.(3.4).

Frequency response
of system with
Posicast compensator
(A).Undamped resonant
pair of poles alone
. without compensator.

(B).Undamped resonant

pair of poles with Phase

Posicast compensator.

-459
-90%

-1359

¢
-1307¢ \

reduded to approximately -%db. The formerly rapid change

of phase of curve (A) near the resonant frequency has been
converted into the linear phase‘lag with frequency of

curve (B). This phase charactefistics is ideal for good

wave shape reproduction.The frequency fesponce is excellently
flat throughout ' the passband, and has its ripples or nulls.

only in the stopband.



Fig.(3.5)

S—plane patterns .
for half-period
control of complex

pole pair.

(a).0Original ~Cwa

lightly damped X

. pole pair
(b).Transference of
‘Posicast compensating

section alone.
(c).Resultant system

with half’périod response.

The frequency response can

(a)

(b))

25

~ 1L3w
o - de
T a————]s=0
) ~Zom
° -5u§
.
(c) -

also interpreted from

the s-plane plot shown in Fig.(3.5). The Posicast compensating

section has an infinite column of complex zeros spaced at

odd integers along the frequency scale.The lowest frequency

complex zeros are made to coincide with the resonant poles.

Théy cancel the poles completely from a frequency viewpoint.

There still remains an infinite column of zeros outside of

the useful frequency band.This passband

charecteristic can

beicompared with a maximally flat (Butterworth) or an equal

ROGAZIC) DN

IERSHTESH KOTUPHANES:
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ripple (Chebyshev) design. In these classical désigns, a -
band of poles is distributed through the frequency range,
with nothing outside. The frequency response is therefore
rippled in the useful frequency range and is smooth at
the unimportant high frequencies. In the Posicast control
the frequency response 1is smooth in the passband aﬁd
rippled at the unimportant high frequenciés. By slightly
‘detuning the complex zeroés, an extremely flat frequency
response can be obtained up through the resonant frequency.

This causes a small transient overshoot.



4 .DEVELOPMENT OF POSICAST MZTHOD.

A second order system given by the differential

equation (3.1) can be represented by the compact notation

of +the state

vector differential equation

x(t) = A x(t) + b r(t)

where x(t)

and b:

c(t)

e (t)

=

n

(4.1)

—2gw,

We can write the plant equation of second-order

system with Posicast compensator by assuming an over all

input to the whole system of ur(t) = R u(t) and from the

equation (4.1) and Fig.(3.3)

K

.

20w,

L -

w2
n

, L+M

p

(1+Mpu(t—tp))/

(4.2)

27
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As seen from Eq.(4.2) the system is a time varying

system,
The state transition matrix é(t,to), is found as
. | .
gw (bop) | VhSIRM(B6,)0 80 sinuy (bt
B(t,t )= — ‘
Wy ‘uﬁ ‘
-Wsin d(t—to) '“ﬁSln(uﬁ(t—to)—¢ﬁ
(4.3%)

‘If any time-varying system has E(t,to) and” b(t)

so that 6(t,to)-§(t) has columns or rows which are linearly

independent on togt <t1. then this system is controllable

on to<t <tl .

If we apply this criterion " to our system we

obtain
| [ sinWw, (t-t )
-ug } e—§uﬁ(t—to) d o
8(t,t,)D(t) = ——(L+M u(t-t )) ——

-u.r)lsin(wd(t-—to')-qjj

(4.4) .
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.since ¢,¢_ O Eq.(4.4) never becomes zero. Then the system

given by Eq.(4.2) is controllable for t 0.

By applying Ru(t) to the in Fig.(3.3%) in order
to reach to the state of (R 0) at time tp , from the

solution of Eq.(4:2) we can write ’

: t : .
D .
56y = 5(5,00x(0) + (4, DR 4 (#.5)
where [ to
-gwct
> e sinogic dz
P . 1 wn (o]
8(t_,C)b(c)Ru(t)de = —_
= P 1M W £
—\-&l’qoe 81n(wdc —tp)dt
.
={r ol
and w
LW ¢t
6(t_,0)= -e " P1I
='p =
then Eq.(4.5) Becomes
R c(0) R R '
-Cu.l)qtp: T (4.6)
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To Satisfy'Eq.(4.6> c(0) and e(t) must be eqﬁal to
zZero

From Eq.(4#.5) and (4.6) we can say that in the
configuration shown in Fig.(3.3) we can reach to the desired
vector of state only when the initial conditions are zero.
This configuration proposed by O. Smith is an open loop
_eystem. To obtain a closedrloop'autOmatic conﬁrol system
‘by the same method, we must develop Posicast method so that

we can use it when the initial state vector is nonzero.

The solution of Eq.(3.1) by considering initial

conditions ¢(0) = Cq and c(t) = c, is

Tw t ' ' .
T e

c
c(t) = 1) - = [(rl—cgsin(wdt-l-sé) ——isinwdt] (4.7)

\It-gi _ Wn

At maximum peak c(tp) ,must be equal to zero then

1 o {1-tt | (4.8)

From Eq.(4.8) tp is found to be dependent on the value

ofvco and Co » We can calculate ry from c(tp) =-3



relation, but such a calculation isvtime consuming during
application. So it is difficult to realize such a system.
If we festrict the system so that ;o is zero at the state
we are going to apply Posicast control to reach another
state, then

LiS
t = —_—_—
P UJd

and from the condition c(tp) = R

-Twt
R+coe np
1l 4+ e np
where
~-rTw
e ¢ ntp =M
1%

So the magnitude of thelfifst step will be

1 M
rl = .___ R + —P c (4.10)
. o ;
lfMp 1+Mp

Finally by dontrolling the derivative of output we can
construct the cldosed-loop Posicast control of second

order system as shown in Fig.(4.1).

N
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5.ANALOG COMPUTER SIMULATTION Oh A
SECOND-ORDER SYSTEM
In course of analysis and design of complicated
systems , analog computer simulation plays an important
role. The effects of change in system parameters on the

performance of the system can be easily determined.

To get a general result in application of Posicast
control on second-order systems, analog computer simulation

of the second order system shown in Fig.(5.1) is used.

To find the value of componehts_used to realize
the configuration shown in Fig.(5.1) we have to make some
calculations in order not to saturate the outputs of the
operational amplifiers, so that the lineafity of the syStém
is a1Ways'achieved and furthermore scalé the system variabies
to appropriate leve1s for observation and feedback |

purposes.

Mathematical solution of Eq.(3.l) is given in

BEqg.(3.5) and the derivative of the solution ,i.e.c(t) is

given in Eq.(3.5)

From Eq.(}.S)‘;(t)_ is calculated as follows

- L, Twt |

c(t) = - - e sin(wi-@ ) | (5.1)
-7 o '




r

Ry

Fig.‘(S.l).Anq\og Computer Simulation of the Second-Ordec  System

-Son; fi> -Ksc;(’c) l
: + ‘
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From equations (3.1) , (3.5) and (5.1) ,choosing
T = 0.304 and \¢5'=164.517 rad/sec and by appljing maxi-
mum input of 6volts we can calculate +the maximum values

of c¢(t) , c(t) and é(t) as follows,

i

Maximum value ofilc(t)l 3.037 x 10~

2.440 x 1072 sec™t

6.299 o sec_2

Maximum value of lé(t)l

Maximum value of lg(tﬂ

If we rewrite Eq.(3.1) by replacing the § and w

values and scaling the variables, we can write

o k. Ky
klc(t) + 100 -(k2c(t)) + 27000—=
k k

(kze(t)) = kyr  (5.2)
2 5 '

Each operational amplifier in the éonfiguration
shown in Fig.(5.1) has limited output of ¥ 6volts. Then
we can calcﬁlate the scaling factors by dividing maximum
allowable output voltage of each operational amplifier to

maximum value of each variable.

- Max.output voltage _ .
l - oe’ . O. 955

cmax
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kg - _Max.output voltage = 245,857
: ,
max

ky = Max.output voltage _ 197 57.496
®max

Finally from Fig.(5.1) and from the input stage

of the configuration we can write

k k R R

. R -
c(t) +—=2- L gty e 2L opy =L L+ (5.3
kl 32 kl R5 kl R4 .

Then from equations (5,2) and (5.3%) the component relations

are as follows

__l_ = 0.955
Ry
R. K ,
1 = 27000,__1_ - 1.301
Ry k3
R X
—1 =300 —L = 0.337
X
R, 2
k |
1 - _2 = 258.09
BsOs | |
X
1 - 2 =80.%62
ReCe ks
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by arbitrarily choosing R, = 6800S and GOg = Cg = 1x107® 7

we can find the values of other components as

R, = 7138.51 QL | )
R5'= 5223.70 SL
R, = 17550.65 SL
Rg = 3874.55 Q.

and

R6 1244%,7% Q.

However these velues are approximated to some nearer values

during construction of the circuit.

The step response of the simulated second-order
system without any compensation is shown in Fig.(6.2) which

is very close to the theoretical reéponse;



c(t)
1 : :
) : :
} : .
i : :
14 N T i e
{ :
t : .
1 : :
5 S I ..................... ......................
{ : :
{ : :
! : :
. Y R 1o e L
t : :
1 : :
L r
- 4 ‘ $ +——» t (sec)
(a) 0.020 _ : 0.1

} ’ — t (sec)
(b)  0.020 , 0.1

Fig.(5.2) |
(a) Step response , (b) derivative of the step response

of the system shown in Fig.(5.1)

38
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6.DIGITAL CONTROLLER UNIT
6.1.DIGITAL CONTROLLER SPECIPICATIONS

The digital controller used in this work is a
conventional 7Z30 system with - 4K—méﬁory capacity. The
2K of the memory is assigned to ROM (2716) area, the
‘rest of the memory is assigned to RAM (6116) area. A ZBO;PiO
is used for controlling Digital to Anolog and Analog to
Digital converters. A Intel 8255 PPI can also be added to
the controller to interface a simple keyboard and dispiay
combination for developing user programs in the RAM

area. The system clock rate is 2.5 MHz.

The controller needs three different voltages of
' +5V, 12V and -12V. There are on board regulatgr ICs, 7805
7812 and 7912 for power requirements of the digital

controller as shown in Fig.(6.1).

The clock, address decoding, reset circuitries

and connections of RAM, ROM and CPU are shown in Fig.(6.2).

The clock circuitry is a simple oscillator with
a 2.4576 MHz crystal. Oscillation frequency is the crystal

frequency. The output of the oscillator is called the system



+5VDC
t 7808
-4t 2200pF
220VAC 12VAd '
d- f
. +12VDC
7812
~12VDC
Yy Y i
| —— 220047
- 22004
220VAC 2VAC
. I

fFig.(6.1) Power supply of the digital controller.
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clock and is used by 7Z80 CPU and Z80 PIO.

Address decoding circuitry selects only one
device during memory or I/0 access of CPU. Address lines
All and Al2 and the control signal WREQ of CPU are
used to select memory devices. Addres decoding for,memory

'devices is shown in the table below

MREQ Al5 Al4 Al3 Al2 A1l

0 X X X a 0 EPROM is selected
0 X X X 0 1 RAM is selected
0 X X X 1 X Not uéed |
1 X X X X X | None of the memory

devices is selected

where X stands for don't caré conditions.Since the ad-
dresses of the devices is not full decoded, 8 different
addresses may select the same memory location in the

same device. However during programming Al%, Al4, A15 are
assumed to be zero logic voltage level. Then the addresses
from OOOOH to O7PFFH is assigned to EPROM and addresses
~ from O800H to OFFFH is assigned toVRAM."

Address lines A2, A3 and control signal TOREQ



of CPU are used for selecting on
I/0 access df CPU.Address decodin
in the table below,

IOREQ A7 A6 A5 A4 A% A2 Al AO

0O X X X X 0 0 X X
0 X X X X 0 1 X X
O X ¥ X X 1 0 X X
0O X X X X 1 1 X X
1 ¥ X ¥ X ¥ X X X

This timéyﬁecause of not full dec
dresses can address thé same régi
device. Again during prograﬁming
to be in zero logic voltage level
during I/0 access are used to ac
of the selected device. Then we ¢

of the I/0 ports as

Port A of 8255 PPI
Port B of 8255 PPI
Port C of 8255 PPI

W N+ O

Control register of

4%

ly one I/0 device during

g for I/0 devices is shown

8255 PPI is selected

Z30 PIO is selected

D/A Converter is selected
Not used

None of the I/0 devices
is selected.

oding, 16 different ad-
ster of the same 1/0

A4 to A7 lines are assumed
. Address lines AO and Al
cess the internal registers

an write the addresses

8255 PPI



4  Port A-data registe?vof Z80 PIO

5 .-Port A-control register of 730 PIO
6 Port B-data register of 230 PIO

7 Port B-control register of Z80 PIO
8

A/D converter OE signal

Since BUSREQ , WAIT , NMI pins of Z80 CPU are .

not used they are tied to 5-volt level.

A 730 PIO is used to control A/D and D/A
converters as shown in:Fig.(6.3). The 730 PIO is Zilog's
parallel interface device. It 16 I/0 ‘pihs, divided into
two 8-bit I/o0 ports. Eaéh I/0 port has two associated
control lines which are left open in this controller; The:
two 780 PIO I/O ports may be seperately specified as

input, output or control ports{

Port A of Z80 PIO is specified as output and
used as a latch device for D/A converter. Port B is
specified as control POPt-The‘ldwer 4 bits of port B are
specified as input signals ahd the 4 upper bits of port B
are specified as output signals. Bit O of port B checks
the end of conversion (EOC) status line of ADCOS00. Bif
7 of port B starts conversion in‘AbCOBOOV by applying

' Svolts. Bit 1 of port B checks a signal DER which is a



TN

V9IS

NT\»

| N9 33d*
: hishi =
27 ’
7 ﬁlllul ASE j. e 4 n - <
éu 131 ﬁulﬂ.l.. ASH PECIE é . | AsAS
W N 930 AN | rsud .._ sl ]_ |
o\d BLZ Ho’ } S—
” Y o
o .S.‘ As 50— oAy
Tt ‘ {
b am 3
\J - e *®
h | At T SSA pe—e ASH A AU
S g Ihs DO foes N7~
KA - NS
. | (v)d21 4 v
iy
@ . =03 T
18 > NOBLS Ll M
tq
SUE Mivd V
#Q
Y g
a2 U ¢
Mo o<
=2 TRy
MEL na
n Y I
o3 <




46

TTL level signal will be mentioned later.

6.2.THE 1408 8-BIT DIGITAL TO ANALOG CONVERTER

The 8-bit Digital to Analog Converter /l§08DAC
is used in this controller for analog signal output. The
1408 DAC is édmittedly a relatively primitive, low-per-
formance device when compared to other DAC de?ices, the
wide availability and resultant low price justify its

usage . It has a settling time of 300 nsecs.

. The 1408 devicé.provides.a single output on pin
.t (IO). This output is a current 'sink with a maximum rating
of 4.2 milliamperes. An external op-amp 1s used by helding
‘IO pin DAC at virtual ground of the op-amp. Thg.output
compliancé is extended to 'accomodate a range of O to

10 volts by using a negative supply voltage VEE‘more nega-
tive than -10 volts,i.e. -12 volts. RANGE CONTROL pin is

left open since extended output voltage compliance operation

is needed.

The 1408 device cah be operated in either a unipolar
“or a bipolar mode. In Fig.(6.3), it is operated in unipolar

mode. Straight binary coding is used and expectedioutput
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values: for various digital input codes are shown in the’

table below

Output Scale Bl B2 B3 B4+ BS5 B6 B7 B8 (™) Voug
Full scale 1111 1 1 1 1.  T-1.992 9.960
Full scale-ISB 1 1 1 1 1 1 1 O ~1.984%  9.920
Half scaletISB 1 O O O O 0 O 1 ~1.008 5.040
Half scale 1 000 0.0 00 ~1.000 - 5.000
Half scale-ISB O 1 1 1 1 1 1 1 -0.992 4.960
Zero scale+LSB b 0 0 0 0 0 01 -0.008 0.040
Zero scale 0O 0O 0O 0O 0 0 0o O

0.000  0.000

In this configuration the reference current is 2.0 mA

which is reccomended for this device.
6.%.THE ADC 0300 3-BIT ANALOG TO DIGITAL CONVERTER

The ADC 0300 8-bit A/D converter is used in Fig.
(6.%).The ADC 0300 .uses the successive approximafion
technique to perqum an analog to digital conversion. It
can pefform’a conversion of an .analog.value in a minimum
of 50 microseconds. An 8-bit latch with three-state output

;is provided bn the device, an external clock and voltage



48

reference must be supplied. The ADC 0800 is a PMOS device

and requires +5 volt (VSS) and =12 volt (V power supplies.

7 GG)
The analog input can range from -5 to +5 volts.

The ADC 0800 has several shortcomings.First of
all , the non-linearity of fhis device specified aé'tLSB
at 25°C , and this non-linearity is specified as <%LSB
over the full operating temperatﬁre range of this device.
Thus,although the device is quaranteed to have no missing
codes and will obviously always provide eighf»bits of
resolution, it is not quaranteed to provide BAbit'accuracy
at 2500 ‘you are only quaranteed 7/-bit accuracy; while
over the full operating temperature range the device provides

only 6-bit accuracy.

Thé second shorthming of the ADC 0300 is its
power requirement. It,reqﬁires more power than its counter-
parts. This is due to the fact that the ADC 0300 is manu-
factured using PMOb technology, which is'much more power

hungry than the CMOS process used by most of the other

ADC devices.

The eight data output lines from the ADC 0300 °

' ére directly connected to the data-bus of the 'system.
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‘The data lines are in high impedance state, except when
output enable signal is high. The complement of OE is ob-
tained from Fig.(6.2) as if ADC 0800 were an I/0 register.
By inverting ADCOE signal we obtain OE signal for ADCOS800.

The data output wupon completion of con#ersion
is complementary binary coded : the largest positive value

is all zeros (0000 0000).

A 0.625 MHz. clock is continuously applied to
ADC 0300 during operation. This clock is obtained by
dividiﬁg the system clock by 4 as shown in Fig.(6.3). A
conversion operation-initiated by setting START high.
- While the start signél can be applied asynchronous in
‘relation to the clock input, the duration of start pulse
is specified as 1 clock period minimum and % 1/2 clock
periods maximum. If start pulsé is less than 1 clock period
in duratién, the "start conversion" command may be ignored ‘
and if the pulse exceeds 3 1/2 clock periods, then conVersion>

errors may be introduced.

When the START signal is first set high, the EOC
- signal will go low, indicating that a conversion process
.is in progress. The conversion operation requires 40 clock
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periods, i.e. 64 microseconds. At the end of this interval
time, the EOC signal will go high to indicate that

conversion is presented in the output data latch.

The REF(+) 1is conﬁected_to +5volts andrthe REF(-)
is connected to. -5 volts, then the analog input raﬁge is
5 volts. To change voltages from O volts to 410 volts into
voltageé from -5 toA-S'ﬁolts\a level éhifting circuit is used

as shown in Fig.(6.3).

6.4.ADDITIONAL HARDWARE FOR DEVELOPING USER
. PROGRAMS IN THE RAM AREA.

We can add Intel's 8255 PPI based circuitry with
a simple keyboard and 7-segment display combination to

develop control routines for this digital controller.

The 8255 PPI scans the key ‘matrix while scénning
the 7-segment display group. The proposed hardware 1is
shown in PFig.(6.4) énd a 500-byte monitor for this circuitry

is given in Appendix ..

- ; : There are 16 keys for hexadecimal numbers, 1

" key for choosing address entry mode and 1 key for'choosing



DATA RS

7-Segment Display Group
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data entry mode of input from keyboard,two keyé for in-
crementing and decrementing the current address pointer
of the memory.The other 4 keys are left unassigned for
future defining of special function keys. The last key
is used to ruyn the program in the memory starting from

the current memory location.
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7 .APLICATION OF ADAPTIVE POSICAST CONTROL
TO A LIGHTLY DAMPED SECOND ORDER SYSTEM.

7.1.INTERFACE CIRCUITS.

The lightly damped second-order system is sim-
ulated as explained in chapter 5-with known parameters
and it is controlled by'a Z80 based digital controller
with a single analog input and a single analog output in

the range of O to 10 volts.

In order to apply Posicast control to the lightly
damped second-order system the set=up shown in Fig.(?.i)
is constructed. The simulated system can have input and
output in the,range of -6 to #6 volts. So the amplifiers
shown in Fig.(?.l) with coefficients KA,KB_and KC
representsthe interface circuits. The zero-cross detection
circuitry has the input of k2é(t) and has the output of
DER. DER is a TTL level signal which.is zero when, the

derivative of the output of the system is zero.

In order to improve the resolution of the dig-
~ital circuitry, the system.is controlled in one direction,

i.e. only positive reference voltages will be applied to
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the system.

To apply the analog output VOUTOf the digital
controller to the simulated system we must convert the
range of this signal into O to +6 volts. So the VOUT
which is normally 410 volts must be attenuated by a
factor of 0.6 to generate r(t) which is the 1nput func-

.tion of the system. This c1rcu1t is shown in Fig.(7.2.a)

First amplifier in Fig.(7.2.b) makes mekes
the steady state response unity to a unit-step‘inpu%
and inverts the output ef the eystem. By subtracting
the inverted VREF signal from the output of the first
amplifier by use of op-amp(2) in Fig.(7.2.b) and
attenuating this difference signal by a factor of 5/6,
we obtain the‘errer signal . Since signal can be
any value in the range/of’—S to 45 volts we sacrifice
from resolution of the A/D converter. By adding 45
volts to this signal we obtain a standafd signal in

the.range of O to +10 volts.

The:zero-detection circuit has a very simple

‘reasoning in this case. The simulated system derivative

55
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is full wave rectified and then highly amplified and
clamped at +5 volts to generate a TTL level DER signal

as shown in Fig.(7.2.c.).
7.2.THE FLOWCHART OF ADAPTIVE POSICAST CONTROL.

The adaptive Posicast routine is developed

corresponding to the foliowing flowchart.



Initialize

—

Get 8‘

—

Set Refresh Flag

]

Calculate rl,R

1]

Apply rl,rlt-R.

Flag set?

Refresh look-up
Table

Delay
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INIT

7 .3.THE PROGRAM DEVELOPED FOR THE ADAPTIVE
POSICAST CONTROL.

;Initialization of the digital controller.

DI ‘0500  F3

;Set port A as control port (Mode 3).

LD A, CF S 0501 3E CF
OUT  (05),A \ 0503 D3 05
;Set all pins of port A as output

ID  A,00 - 0505 3E 00
OUT  (05),A | 0507 D3 05
;Disable interrupt. |

ID  A,07 | 0509 3E 07
OUT  (05),4A 050B D3 05

;Sét port B as control port.

‘1D A,CF 050D 3E CF
ouT  (07),A ’ O50F D3 07

;Set higher 4 bits of port B as outport and
set lower 4 bits of port B as input.

LD  A,0F 0511 3E OF

ouT  (07),A 0513 D3 07
;Disable interrupt | |

LD 4,07 . 0515 3E 07

ouT (07),A . 0517 D3 07
;Initialize all flags.

LD A,00 0519 3E 00

59



- START

L1

- L2

LD
LD
LD
sMove
LD
LD
LD
LDIR
LD
LD
LD

LD

CALL

IN
AND
JP
LD

* ADD

JP
CPL

: SUB

JP

(MAG), A
(SIGN),A
(CAN), A

Look-up table from RAM to

HL, 0700H
DE, 0800H
BG, 0080H

HL, O000H
SP,OFAOH ;
D, 00

: 3Control loop starts.

IX,0800

:;Start of loop in case of

GET

(4),06
02
NZ,T1
A,B
A,00
M,L2

84
c,I1

051B
O51E
0521

0524
0527
052A
052D
O52F
0532
0535

0537
€=0

05%B
053E
0540
0542
O545
0546
0543
054 B

054C

O54E

32
32
32

00
0l
02

ROM

21
11

o1

ED

.21

31
16

DD

CD
DB
E6
c2
78
c6
FA
2F
D6
DA

00
00
80
RO

00

AO
00

21"

C5
06
02

5B

00
4cC

5B

OF

OF
o7
03

00

00

OF

00

05

05

05

05

08

60



SUB  20H 0551 D6 20
JP c,L3 0553 DA 5B 05

i

;5et refresh flag

LD  A,FFH » 0556 3E FF

LD (CAN), A ' 6558 32 02 OF
L3 . ID  A,B 055B 78
| ADD A, OOH _, 055¢ 06 00

JP P,NEGST 055E F2 8E 05

;Calculate the values of r; and R.

SUB  80H 0561 D6 80
ID  E,A 0563 5SF
ADD  TX,DE | 0564 DD 19
LD A,(IX 00) 7 0566 DD 7E 00
ADD AL 0569 85
LD L,A C 056A 6F

I AE 0568 7B
SLA A | | 056C CB 27
ADD  A,H | 056E 84
JP  C,POSCOR - o 056F DA 73 05
LD  H,A - 0572 67
1D E,00 0573 1E 00
JP  APPL 0575 C3 DA 05

\;POSCOR: ;Correction routine for overflow in addition-

LD IX,0800H - 0578 DD'21>OO 08



NEGST

LD

LD

SRL
ADD
LD

LD

SUB
1D
LD
JP

CPL
SUB
LD
ADD
LD
SUB
LD
LD
SLA
SUB
JP

D
D

JP

L,A
E,00
APPL

80H

E A
IX,DE
A,L
(IX 00)
LA
AH

E

E

C, NEGCOR
H,A
E,FFH
APPL

OS?C ‘

057E
0577
0581
0583
0586

0587
0588-

0589
053B

058E
058F
0591
0592
0594
0595
0598
0599
059A

- 059C

059D
0540
05A1

0543

C3

;Calculate r, and R if & is positive

2F
D6
SF
DD
7D
DD
6F
7C
CB
93
DA

67

1E
C3

45 00

00
DA 05

80

19

96 00

23

A6 05

DA 05
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NEGCOR : ;Correction routine for overflow in subtruction.

CPL ‘ 0546 2F
INC A 0547 3C
SRL A 05A8 CB 3F
LD  IX;0800H 0OSAA DD 21 00 08
LD E,A OSAE SF |
ADD IX,DE © 0S5AF DD 19
LD A,(IX 00) 0581 DD 7E 00
ADD A,L ‘ ' O5B4 85
LD  I,A 05B5 &%
LD H,00 h 05B5 26 00
ID  E,FFH 05B3 1E FF
JP  APPL | ~ 05BA G3 DA 05
DEL - : ; Delay subroutine
NOP | 058D 00
DEC HL OSBE 2B
LD AH O5BF 7C
OR L 05C0 BS5
JP  NZ,DEL 05C1 C2 BD 05
RET o 05C4 €9
GET : _;Analog input routine. \

LD C,06 0565 OE 06
D  B,00 0567 06 00
LD  A,80H 0569 3E 80

oUT  (08),4A 05CB. D3 06



APPL

L5

oUT
IN
AND
JP
IN
1D
RET

LD
ouT
EXX
LD
CALL
IN
AND

JP

LD
CALL
EXX
CALL
LD
ouT
LD
LD

(C),B
(4),06
01

7,14
(4),08
B, A

: . jApplication of steps.

AL
(04),A

HL,0180H
DEL.
(4),06
02
NZ,L5
HL, 0050H

-DEL

GET
AH
(04), A
L,H
A,B

05Cp
O5CF
05D1
05D3%
05D6
05D8

0509

O5DA
O5DB
05DD
O5DE
O5E1
OS5E4

O5E6
osEs

O5EBR
OS5EE
O5F1
05F2

O5F5
O5F6
| O5F8
05F9

ED

DB:
Eo

CA
DB
47

41

06

01l

08

c9

D5

21
CD
DB
E6
c2
21
CD
D9
CD
7C
D3
6C
78

.

o4

80

BD

06

02

E4

BD

C5

o4

05

0l
05

05
50

00

05 .

05

64



Le

NEGSTRS:

INCR :

ADD
JP

CPL"-

SUB
JP
LD
ADD
JP.
LD
ADD
JP

- LD

ADD
JP
JP .

LD
ADD
Jp
JP
LD
ADD
JP
LD

ADD

A,00
M, L6

831
C,CLRCAN.
A, (CAN)
4,00

7, START
AR

A,00

N7, NEGSTRS
A,B

A,00.

P, DECR
INCR

A,B
A,00
P,INCR
DECR

A, (SIGN)
A,00
NZ,INCSUB -
A, (MAG)
A,04

OS5FA
O5FC
O5FF
0600
0602
05605
0608
060A
060D
0608
0610
0613
0614
0616
0619

0321C
0elD
061F
0622
0625
0628

0624

062D
0630

Cé
FA
2F

DA
34
c6
CA
7B
6
ce
78
c6
F2

C3

78
C6
F2
C3
3A
c6
c2

S5A

cé6

00
00

D3
02
00
57

65

06

06

05

00

1C

00
51
25

;Refresh routine of look up table for

00
25
51
o1
00
33
00

o4

06

06
06

negative step

06
06

06
OF



INCSUB:

SUB1

DECR

ADD1

DECADD- ¢ .

LD
JP
LD
SUB
JP
LD
LD

LD

JP

D

JP
LD
ADD
JP

- LD

SUB
JP
LD

LD

LD
D
JP

: LD”

JP::
LD

(MAG), A
ADDIT

A, (MAG)
ol
NZ,SUB1
A,00
(SIGN),A
(MAG),A
ADDIT
(MAG), A
SUBTR |
A, (SIGN)
4,00

NZ, DECADD

A, (MAG)
o4

NC, ADD1

A, 04

(MAG),A

A,FFH

(SIGN),A

SUBTR
(MAG), A
ADDIT

A, (MAG)

32
C3
34
D6
c2

32

32
C3
32
C3
2A

Cé

c2

5A

D2
5E
32
5B
32

\03

C3
3A

‘00

AS
00
o4
4B
00
01

00

A3

OF
06
OF

06

66



SUBTR

L7

ADDIT -

ADD
LD
LD
LD
LD
PUSH
LD
LD
LD
LD
LD

 SUB

LD
ADD
INC

INC

DEC
JP
JP
LD
LD
LD
PUSH:
D
LD

A, O
(MAG), A
A, (MAG) .
B, 00

C,A

HL,

HL, 0000
X, 0800H
TY,0700H
D, 00

A, (IY 00)
H

A, (IX 00)
HL,, BC
X

TY

D -

NZ, L7
CORRE

A, (MAG)
B,00

C,A

HL

HL, 0000

IX,0800H

0677
0679
067C
oe7=
0631
0632
0683
0686
063A
068E

0590

0693
0694

0697

0698

069A

069C
069D
06A0
0643
0646
06A8
06A9

O6AA .

o4

00
00
00

20

21

80
7E

7

23"

23

90
c7
00
00

00
21

OF

00
00 08
00 07

00

00

06
06
OF

00
00 08

67



D
. LD
8 : LD
ADD
LD
ADD
INC
INC
DEC
JP
CORRE : LD
| " CALL
POP
LD

JP

CLRCAN : LD
LD
JP

LOOK UP TABLE:
0700

0710 .

0720
0730
0740

68

1Y, 07004 06B1 FD 21 00 07

D, 80 0685 16 80

A, (IY 00) 0687 FD YE 00
AH .~ 05BA 84

(IX 00) 06BB DD 77 00

HL,BC 06BE 09

IX - © 06BF DD 23

1Y . - 06C1 FD 23

D | 06C3 15

NZ,18 | 0604 G2 B7 06
HI,, BFFFH 06C7 21 FF 37
DEL 06CA CD BD 05
HL . 06CD E1

D, 00 06CE 16 00
START \ 06D0 C3 37 05
A,00 | 06D3 3E 00
(CAN), A 06D5 32 02 OF
START 06D8 C3 37 05

00 01 03 04 06 07 09 OA OC OD OF 10 12 13 15 1€
18 19 1B 1C 1E 1F 21 22 24 25 27 28 24 2B 2D 2%
30 31 33 34 36 37 39 3A 3C 3D 3F 80 42 43 nu 4g
47 49 4A 4C 4D 4F 50 52 53 55 56 58 59 5B 5C 5t
5F 61 62 64 65 67 63 6A 6B 6D 6E 70 71 73 74 ¢
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- 0750 77 79 7A 7C 7D 7F ”80 82 8% 84 86 87 89 8A 8C 8D
0760 8F 90 92 93 95 96 98 9A 9B 9C 9E OF Al A2 A4 AS
0770 A7 A8 AA AB AD AE BO Bl B3 B4 B6 B7 B9 BA BC' BD
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6.CONCLUSIONS

In this study thé problem of compensating a
second-order lightly damped linear feedback system by
means of a half-cycle Posicast with microprocessor
application is examined. The second—order system is
simulated by analog’compptef as shown in\Fig;(S.l).In
this configuration we can change both the system.parameters
g'and\unby changing the value of the resistor Rl or R5.
So in order to simulate the changes in both parame?ers
of the sytem at the same time we put a poteptiometer to

obtain some part of RS;

If we run the program developed for Adaptive
?osicast Control for the.set—up shown in Fig.(7.1), the
'step response is obtained ss shown in Fig.(8.1), where
first signal is the output of the simulated second-order
system; -k5c(t), second signal is the control signal
generated by the digital controller; VouT and last
signal is the step input ; VREF. In this figure & is

adjusted to 0.304 and w_ is adjusted to 164.317 rad/sec

If we change R5 slowly dﬁring the application
" of a square wave to vREF',both ¢ and w_ change accordingly

and ho overshoot is observed at the output. However; if we
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fig.(8.1). Step response of the second order system
with quicast Control

change R5-sharply a peak is observed for two or three
stepé,,and the system adaptes itself in course of time

so that the transient overshoots disappear.

. After observing the prac%ical results the
Adaptive Posicast Routine may be thought quite well
for the lightly dampéd»sécond order syétems whose .-
parameters change infinitesimaily. However since

the adaptation is reached by itefative calculations,
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for the systems whose parameters change sharply, it takes

time to cease the transient overshoots.

For such a system since some degree of intelli-
gence 1is planned to reach, microprocessors are inevitable
| to. use. The capability of the controller depends on both
the hardware and software. In oorfcontroiler, the micro-
processer both scans the inputs of controller and processes
the necesséry signals to give output as control signal.
Since'multiplication routine is time consuming for‘Such a
controller we use an iterative trial and error method to

refresh Ty table.

If.the system is compensated by some other
oircuitry so that the system'iS‘made insensitive to
system-parametors we can oonétruct a simple hardware
to control the system without the usage of microprocessor.
However, if adaptivity to parameter changes is concerned

the usage of microprocessor is inevitable.

For future application of Posicast Method one
must use fast and high resolution A/D and D/A converters.

‘An arithmetic and logic unit (ALU).or a multiplier IC must
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also be added for the calculation of r, and the application
time tp, so that if the if the system parameters change the
Ty and tp can be calculated instantenously instead of
calculating them iteratively. We can also increase system
cloék frequency to decrease the time téken by the control
routines. We ﬁust use two A/D converters, one for vREF

and one for output of the system to be éontrolled. The

one which will be uséd.fér output of the system may be a
tracking type A/D converter. After these changes we obtain

a very powerful configuration and we can develop more

efficient routines for Posicast Method.

The routine-may be further exploited and more
intelligence may be added. for this intelligence we can
propose that the machine may be thought so that it-will
make the cqrfections in sysfem parameters instantaneously
depending only on past knbwledge.of the deviations without
further any calculation,i.e. we may make use of the system's
past experience, once some data is calculated there is

no reason to calculate it again.
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INIT

L1

SCAN

SCAN1

A9

THE MONITOR TO DEVELOP USER PROGRAMS

IN THE RAM AREA OF THE DIGITAL CONTROLLER.

LD
LD
LD

OouT

LD

LD

LD
LD

LD
INC

DEC |

JP
LD

LD
D
D

OUT

LD

A,00

(CNTFLA), A

A,82H
(0%),A
SP,OFFOH
HL, DSPBUO

. B,06

A,00

© (HL),A

HL

B

NZ, L1

HL, RAMSTA

DE, DSPBUF
A,FEH
B,06

(00H), A

c,A

0000
OOOé
0005
0007

0009

0200
O00F
0011

0015%

0014

0015
0016
0019

001C .

OO0l1F

0021

0023

- 0025

2E
32
2B
D3

77
2%
05

221

11
3E
06

D3
4F

0]

00

06
00

13
00

05
FE
06

00

00
08

OF

75



DISPL

DEL20

L3

CALL
CALL
IN
CP

JP

LD
RLC.
DEC
JP
JP

LD
OUT
DEC
RET

PUSH
LD

DEC
ID

- OR

DISPL
DEL20
A, (O1)
FFH -

NZ,NEWCHR

A,C
A
B
NZ,SCAN1

SCAN

A, (DB)
(02),4
DE

HE

HL, 01308

HL

0026

0029

002C
O02E
0030

0033

0034

- 0036

0037

0034

003D
003E
0040
0041

o042

0043

0046
0047

0048

CD

CD
DB
FE
c2

79
CB
05

1C

1A

D3

1B
C9

3D 00.

42 00

48 00

07

23 00

00

20 01

o6



NEWCHR

INIT2

SCAN?

CALL
CALL
IN

Cp

JP

LD

LD

LD

LD
LD

D

ouT
LD
CALL
CALL
ID.
RLC

* DEC

NZ,L3
HL

DEL20"
DEL20
A,(01)
FFH
7,RET1

(ROWBUF ), A

A,C
(COLBUF), A

A, FEH
DE, DSPBUF

B,05

(00), A
C, A
DISPL
DEL20
A,C

A

DE

0049
O04C

004D

OO4E
0051

0054 .

0056
0058
005B
OO5E
OO5F

0062
o064
0067

0069
O06B
006C

006F

0072
0073
0075

c2

El
c9

CD
CD
DB
FE
CA

79
32

2E

11
06

D3

CD
CD

79
CB
1B

46

FE
05
06

00

%D
42

07

00

00
00

00
OFE

OE

OF

00
00

77



CHRENC :

DEC

B

JP i, NZ,SCAN3

LD
ouT
IN
LD

LD

CP
JP
JP

LD

CALL
PUBH
LD
CALL
LD
CP
JP
LD

INC

INC
INC

A, (COLBUF)
(00),4A

A, (01)

C,A
A,(ROWBUE)
o

NZ,CHRENC

INIT2

‘A, (COLBUF)

CALC -
BC

A, (ROWBUF)

CALC

A,B

0

7., REANUM
B, 00

0076
0077
007A
007D
OO7F

0081
0082

0085
0036
0089

003C
OO3F
0092
0093

0096
- 0099

009A
009C
OO%F

00Al

'oQAz
O0A3%.

~C3%

3A
CD
C5
3A
CD
78
PE
CA

06

o4
o4

oy’

00
AA
00

00

OE

00

> 00

OE
01

OE
01

00

78



REANUM :

DSPSFT :

INC
INC
DEC
JP

- POP

ADD
LD
LD
LD

LD

"ADD

LD
CP

JP

CP
JP
D
LD
ADD
JP
PUSH
LD
CP

NZ, 14

AF

A,B

(DATAIN), A

I¥,CHRGEN
C,A -
B,00
IX,BC

A, (IX 00)
14H

%, DSPSFT
20

NC, DSPSFT
1Y, CNTST
C,A |
IY,BG

(1Y)

HL

A, (CNTFLA)
AAH

OOA4

" 00A5
00A6
00A?

O0AA

O0AB

. OOAC

OOAF
00B3%
OOB4

00B6
00B3

OOBB

O0BD

00CO
0062
00C5
0009

00CA
00CC
0OCE
_OOCF
00D2

o4
o4

%D

c2

Al

9

21

" 00

09

7B

14
CE
20
CE
21

09

FD
AA

00

OE
¥l 01

00

00

00
D5 01

OE

79



ADDR

ROT

NEXTY

TEST

LD

LD
LD
SLA
JP

" RL

JP

- SLA

DEG

JP
ID
OR
LD
LD
LD

7, ADDR
DDH

7, DATA
00
Z,INIT

D,H

E,L

 B,04

L

NG, NEXTL
H

TEST

B:

NZ,ROT

A, (DATAIN)
. |
L, A

DE, DSPADR
B, 04

OOD4
00D?

 00D9

00DC
OODE

' Q0EL

OOE2
OOE?
00E5
DOE7

_ OOEA
OOEC.

" ODER

00F1
00F2

"O0F5

OOF3

O0F9

OOFA
OOFD

CA
FE
CA
FE
CA

CB

05
c2
34
B5
6F
11

- 06

Bl

DD
02
00
00

24

E5
F9

02

00
Ok

00

00

00

00
OE

o4

80



'DATA

SHIFT

L5

JP

LD
SLA
SLA
SLA
SLA
LD
LD
OR
LD

LD

LD

LD .

D

PUSH
INC
DEC

JP

POP

SHIFT

A, (DATAIN)
. |
(HL), A

DE, DSPBUO
B,02

CyB
c

A, (DE)
AF

DE

NZ,L5

OCFF

0102

0103
0105
0107

0109

010B
010C

O1O0F

0110
0111
0114

0116

0117

0118
0119
0114
Ol1B

011€

Ol1lF

C3

7E
CB
c3
CB
CB
27
2A
B2
77
11
05

16 01

79 OB

00 OF
02

48

OD

1A
Fl
13
oD

c2

18 01

F1

81



CALC

L7

ADRKEY :

8

LD
DEC
DEC
JP
JP

CPL

LD

LD

LD
LD
LD

LD

OR

LD

INC

(DE), A
DE

NZ.,16
SCAN

B, 00

NZ,L7

A, AAH
(CNTFLA)
B,08

DE, DSPADR

A, (DE)
08
(DE), A
DE

0120

0121

0122
0123
0126

0129

0l2A

0l2C
012D
Ol2F
0132
0133

0134
0136

0139

0138

O13E

013F
0141
0142

12
1B
05
c2
C3

05

oy

CB
c2
05

c9

3B
32
06
11

1A
76

1C 00

00

2F
2C 01

AA
FD OE
03

02 OF

08

12

13

82



PLUKEY :

MINKEY

'NEWADR

" DEC B
JP NZ,LS
JP SCAN

LD A,DDH

LD (CNTFLA),A

JP SCAN

LD A,DDH

LD (CNTFLA), A

INC HL

CALL NEWADR

P SCAN

.
.

LD  A,DDH

LD-  (CNTFLA),A
DEC HL

CALL NEWADR

JP  SCAN

LD  DE,DSPBUO

LD B,O

1D  IX,CHRGEN
LD A, (HL)
AﬁD OFH

0143

o144
0147
0144
014G
OL4F

0152 -

0154
0157
0153
015B

015E
0160
0163

0164

0167

0164
016D
OL6F
0173

. 0174

3R

32

23

CD
C3

3B

2B
CD

1C
DD
¥D
1C

DD
¥D

6A

,lq

DD
FD

6A

1C

00

00

21

OF

0l
00

OE

00

OE

0l
00

01
00

OF

Fl 01

83



LD
ADD
LD
LD
INC
LD
LD
CALL
LD
ADD
LD
1D
INC
LD
LD
AND
LD
ADD
LD
LD
INC.
1D
LD

C,A
IX,BC

A, (IX 00)
(DE), A
DE

IX,CHRGEN -

A, (HL)
SRL

C,A
IX,BC

A, (IX 00)
(DE), A
DE

IX, CHRGEN
AL

OFH

C,A
IX,BC

A, (IX 00)
(DE), A
DE

IX,CHRGEN

AL

0176
0177
0179
Ql?C
o175

. O17E

0132
0183
0186
0187

0139

013C

- 018D
" 018E.

0192
0193

0195
0196

0198

019B
019C

019D

01A1

4F
DD
DD
12

1%.

DD

g
oD

LF
DD
DD
12

7E

21

CC

09
7E

13

DD
7D
E6
4F
DD
DD
12
13

DD

21

OF

09
75

7D

09

00

F1 01

01

00

Fl 01

00

- F1 01

84



SRL

CALL SRL
LD C, A
ADD  IX,BC

LD A, (IX 00)
LD (DE), A
INC DE

ID  IX,CHRGEN

ID  A,H
AND  OFH
LD  C,A
ADD  IX,BC

LD A,(IX 00)

LD (DE), A
INC DE
LD IX,CHRGEN

LD AH

CALL SRL
ID - C,A
ADD IX,BC

LD A,(IX 00)
1D (DE),A
RET

SRL A

O1A2
O1A5
01A6
01A8
OLAB
OLAC
OLAD
01B1
01B2
O1B4
01B5
01B7
O1BA
O1BB
01BC

01CO

01C1

0LCH
0105

01cC?

01CA

01CB

01CC

CD
4F
DD
DD
12
15

DD

7C
E6
4p
DD
DD
12
13
DD
7C
CD
4y
DD
DD
12
C9

cB

CC

09
7E

21

09

7E

21

CC

09

E

01

00

F1 01

00

F1 01

0l

00



CNTST

50

CHRGEN:

SRL
SRL

SRL

RET

JP

JP

JP

JP

JP

JP

JP

JP
JP

JP

SCAN
SCAN:
SCAN
SCAN
ADRKEY

DATKEY

 MINKBY

PLUKEY

GO

(HL)

O1CE
01D0O
01D2
01Dp4

01D5
01D8
Ol1DB
OlDE
OlEl

O1EL

O1E?
OlEA
OlED

O1FO

01F1

CB
CB
CB
C9

C3

c3

C3
C3
€5

CB'

C3
C3
C3

E9
B7
D4

F7

A3

00

0oC

.18

35

3F

5F

1C
1C
1C
1C
34
4A
5E
52
FO

14

E6

F6
57

03

OF

00
00
00
00
0l

0l

0l
0l
0l

73
174
5
E3
06
12

76
34
C?7
El

09.

15

86
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