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DECENTRALIZED STABILIZATION WITH CONTROLLER CONSTRAINTS: 

STRONG AND RELIABLE STABILIZATION 

ABSTRACT 

In this thesis we study two problems in decentralized 

stabilization. The first is th. ,strong decentralized 

stabilization problem, which can be stated as follows. Given 

a plant Z, does there exist a block-dlagonal stable 

compensator C th~t internally stabilizes Z? The second is 

the reliable decentralized stabilization problem. Given a 

plant Z, does there exist a block-diagonal internally 

stabilizing compensator C that maintains its stabilizing 

property in case of interconnection failures in the plant? We 

show that for two-channel systems the two problems are 

equivalent in the following sense. The problem of reliabie· 

decentralized stabilization for a given plant is solvable if 

and only if the problem of strong decentralized itabilization 

for another plant <defined explicitly in terms of the 

original plant) is solvable. 

Using this main result, we show that: 

i) For a two-input-two-output plant with all of its zeros 

stable, the strong decentralized stabilization problem is 

solvable. 

ii) For a two-input-two-output plant which has a tansfer 

matrix with the diagonal elements stable and the off-diagonal 

elements minimum phase, the reliable decentralized 

stabilization problem is solvable. 



KISITLI DENET1MC1 1LE AYRI~IK KARARLILA~TIRMA: 

KUVVETL1 VE GUVEN1L1R KARARLlLA~TIRMA 

OZET 

Bu tezde ayr1§1k karar111a§t1rmada iki problem incelenmektedir. 
'. 

Birincisi, veri len bir Z dizgesini i~ karar111a§t1racak obek-ko§egen 

ve kendisi karar11 olan bir denetimci C bulunmas1d1r. Buna kuvvetli 

ayr1§1k karar111a§t1rma diyoruz. 1kincisi ise verilen bir Z dizgesini 

v 

i~ karar111a§t1racak obek-ko§egen ve Z'nin ara baglant1lar1ndaki 

kopukluklarda kararllla§t1rma ozelligini yitirmeyen bir denetimci C 

bulunmas1 diye tan1mlanan giivenilir ayr1§1k kararlI1a§tlrmadlr. Burada 

iki kanal11 dizgelerde bu iki problemin birbi~1eri ile slki s1k1ya 

ili§kili olduklan gosterilmektedir. Yani, verilen bir dizgeyi giivenilir 

ayr1§1k karar111a§t1rma problemini ~ozmek i~in bu dizgenin parametreleri 

ile tan1mlanan ba§ka bir dizge i~in kuvvetli ayr1§lk kararll1a§tlrma 

problemini ~ozmek gerekli ve yeterlidir. 

Bu ana sonu~tan yararlan11arak gosterilebilir ki: 

i) S1hrlar1 kararh olan iki-girdili-iki-~1kt1h bir dizge 1~1U kuvvetli 

ayrl§1k kararhla§t1rma problemi her zaman ~oziilebilir. 

ii) Ko§egen iizerindeki donii§iim i§levlerinin kutuplarl karar11 ve ko§egen 

d1§1 donii§iim i§levlerinin s1f1rlar1 karar11 olan bir iki-girdili-iki­

~1kt1h dizge her zaman giivenilir ayrl§1k karar111a§tu11abilir. 
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I. INTRODUCTION 

Since the satisfactory resolution of pole assignment 

and internal stabilization problems in linear control theory 

via a dynamic output feedback scheme of Figure 2.1, (see 

e.g., ROSENBROCK [1]), the more difficult problems where the 

feedback compensator satisfies certain extra requirements are 

being considered. One of these special internal· stabilization 

problems is the decentralized stabilization problem, where 

the stabilizing compensator has a block-diagonal structure. 

The first satisfactory solution to decentralized 

stabilization problem is due to WANG and DAVISON [2], in 

which the concept of decentralized fixed modes has been shown 

to be central to the existence of a decentraliz~d 

compensator. The synthesis procedure of WANG and DAVISON [2], 

however, does not provide an explicit expression for the 

compensator transfer matrix. This is a major obstacle in 

imposing further engin~ering constraints on the stabilizing 

decentral compensator, such as reliability, compensator 

stability, minimality, etc .. Another novel approach to solve 
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decentralized stabilization problem is that of CORFMAT and 

MORSE [3], where the concept of strong connectedness as well 

as decentralized fixed modes has been basic to their 

synthesis procedure. The main ide~ of CORFMAT and MORSE [3] 

is to use constant output feedbacks in all but one input­

output channels of a strongly connected system to make the 

system ~eachable and observable from the remaining channel. 

They use a dynamic output feedback compensator in the 

remaining channel to achieve overall internal stability. The 

synthesis procedure of CORFMAT and MORSE [3] suffers from the 

same drawback of the original procedure of WANG and DAVISON 

[2] in that the procedure does not yield explicit expressions 

for the decentral compensator; although one can draw certain 

conclusions of immense practical value 'from the work of 

CORFMAT and MORSE [3] such as almost all strongly connected 

systems ca~ be decentrally stabilized. 

In certain special cases, decentralized control 

procedures which yield explicit expressions for the feedback 

compensators do exist. One such synthesis procedure is due to 

GUCLU and OZGULER [4] in the special case of diagonal 

stabilization problem. In this work it is shown that given an 

N-input-N-output plant, an internally stabilizing diagonal 

compensator can be determined by solving a nonl~near 
/ 

polynomial equation which can in turn easily be solved via 

Smith Canonical Forms (see Section III). 

Another special stabilization problem is the st~ong 

stabilization problem of YOULA, BONGIORNO, and LU [5], where 

the compensator itself is required to be stable in addition 

to its internal stability property. The practical motivat.ion 

for strong stabilization is that such closed loop systems 

exhibit superior sensitivity properties compared to plants 

which are internally stabilized by an unstable compensator. 
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This classical paper of YOULA. BONGIO~NO. and LU [5] yields 

some conditions for the solvability of the problem purely in 

terms of the zeros and the poles of the plant to be 

internally stabilized. The result o'f YOULA. BONGIORNO, and LU 

[5] is for a general m-input-p-output plant. The central 

concept that emerges is the parity interlacing property. 

Later through the works of VIDYASAGAR, and VISWANADHAM [6] and 

GHOSH [7], it has been realized that strong stabilization is 

also a central subproblem in simultaneous stabilization 

problems. 

problems, 

In the context of decentralized stabilization 

one can easily consider strong decentralized 

stabilization probl~m, where the compensator is block-

diagonal, stable, and internally stabilizes a given, plant. 

There has not been any noteworthy progress in this direction 

mainly due to the fact that most of the existing 

decentralized stabilization procedures do not yield explicit 

expressions for the compensator. 

Finally, still another special stabilization problem is 

decentralized reliable stabilization problem which can 

roughly be described as determining a block-diagonal, 

internally stabilizing compensator which remains functioning 

in case of 

Decentralized 

interconnection failures in the plant. 

reliable stabilization has been the 'main 

concern of the book by SILJAK [8] in which decentralized 

stabilization of a system by (usually nonlinear) state-

feedback has been considered. The conclusion SILJAK draws 

through his works (SILJAK [9,10]) and the work of DAVISON 

[11] is that for a large class of systems reliable 

decentralized stabilization is possible and does not 

constitute a serious constraint on the set of decentrally 

stabilizing compensators. In the case of decentralized 

schemes via dynamic output feedback, however, the decentral 

linear compensator might exhibit bad reliability properties 
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with respect to interconnection failures (see the example of 

Section V). It thus remains a challenging question whether 

one can synthesize a decentral compensator that internally 

stabilizes a given plant and that remains reliable (i.e., 

maintains its stabilizing feature) in the case of 

interconnection failures. Another 

decentralized reliable stabilization is 

stabilization scheme is also sub-reliable 

failures in the feedback loop. This 

elaborated in Section IV of the thesis. 

motivation for 

that a reliable 

with respect to 

point is further 

A sound conceptual framewoik in solving any special 

internal stabilization problem such as th~-ones described in 

the preceding paragraphs is the followini (i) Characterize 

the set of all compensators that solve the main problem 

<inter.nal stabilization problem) in terms of a parameter set 

and (ii) Choose particular elements in the parameter set to 

obtain corresponding compensators with desired additional 

features. Such a scheme has in fact been the~starting ~oint 

of ZAMES [12], YOULA, BONGIORNO, and .. JABR [13], DESOER, LIU, 

MURRAY, and SAEKS [14], SAEKS and MURRAY [15] in a variety of 

problems ranging 

optimal control 

from sensitivity minimization, quadratic 

to output regulation and tracking. The 

success of such an approach is mainly due to the fact that it 

is relatively easy to characterize the set of all .linear 

compensators that internally stabilize a given linear plant 

(see Section II). The question one can ask at this point is 

whether a similar characterization is possible for the set of 

all decentral compensators that stabilize a given plant in 

terms of a simple parameter set. 

In this thesis, we exploit the main result of GUCLU and 

OZGULER [4] in obtaining the set of all diagonal stabilizing 

compensators in the simplest_case of a two-input- two-output 
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planl (Theorem 3.1). Allhough lhe resull applies to a very 

restricled decentralized stabilization problem, it is the 

first of its kind and the same line of reasoning as in 

Theorem 3.1 yields the set of all solutions to the 

completeness equation (Theorem 3.2), which is tightly 

connected to the decentralized fixed modes in the 

multivariable case (see OZGULER (16~). We then rigorously 

define and study decentralized strong stabilization and 

decentralized reliable stabilization problems, again in the 

simplest cases of two-input-two-output and two-channel 

systems in the spiri t of the con~e.ptual framework of the 

preceding paragraph. The main outc6me of this study is that 

strong stabilization is an integral p~rt of reliable 

stabilization problems. In fact, in ~he special cases 

examined in this thesis the reliable stabilization problem 

for a given plant can be shown to be equivalent to a strong 

stabilization problem defined for a new plant. See Theorems 

4.1 and 4.2. We also show in the same theorems that both 

problems are eventually reducible to solving equations of the 

type 

a + bx + cy + dxy = u, 

A + BXC + DYE = U, 

where the unknownsj u is a unit in the ring of stable 

rational functions and x,y are elements in the ringj U is a 

unimodular stable rational matrix and X, Yare stable 

proper rational matrices. We also state some sufficient 

conditions for the solvability of these equations in Section 

III and IV . 

.' . 
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This thesis is organized as follows. In Section II, we 

give some necessary definitions and notation we use in this 

thesis. We characterize all ,two-dimensional diagonal 

compensators that stabilize a given "plant in Section III, and 

we show that they are given in terms of the compensators of 

another but a stable plant. We also give a comment on how to 

solve decentralized strong stabilization problems in view of 

this characterization. Multivariable version of this 

characterization, yielding the set of all solutions to 

completeness equation, is also studied in that section. In 

Section IV, we show that fur two-channel multivariable 

systems and for two-input, two-output systems, reliable 

decentralized stabilization problem is equ~valent to strong 

decentralized stabilization problem in the sense that the 

problem of reliable decentralized stabilization for a given 

plant can be reduced to the problem of stabilizing a new 

plant using a stable decentral compensator. In Section V we 

give some consequences of the main results of Section IV and 

we give a large class of transfer matrices for which the 

reliable decentralized stabilization problem is solvable. 

Finally, we give an example to show that a decentralized 

stabilizing compensator for a given plant" does not 

necessarily maintain its stabilizing feature in case of 

interconnection failures in the plant, and an example 

illustrating the synthesis procedure for the reliable 

decentralized stabilization problem using the results of 

Section IV. 

.' . 
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II. BACKGROUND AND NOTATION 

In this section we set up the notation and state some 

preliminary results that will be frequently used in the 

subsequent sections. For the details of notation and 
/ 

terminology and results given without proof the reader is 

referred to KHARGONEKAR and OZGULER [17]. 

Throughout the thesis we let R(s) denote the set of 

rational functions in s with real coefficients and we let 

RMP denote the subset of R(s) consisting of proper rational 

functions whose poles lie in the open left-half plane. The 

set Rup is a ring; thus if two functions f, and f~ belong to 

Rwp so do their difference and product. The ring R~p is 

clearly com~utative (f,.f~=f~.f,) and is an integral domain 

The set R(s) is the quotient 
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field generated by R~p; i.e. every gER(s) can be written as 

g=f1/fz such that f1.f2 E R~p and f 2 ,O and conversely every 

ratio f1/fz where f1.f2 E R~p. f2#0 belongs to R(s). If we 

define the degree of an elem~ntf in Rmp as its relative 

degree (i.e. the degree of the denominator polynomial minus 

the d'egree of the numerator polynomial) plus the number of 

its finite zeros in the right-half plane, then R_p can be 

seen to be an Euclidean domain, i.e., given any two elements 

f and g*O in Rup , there exist an h, and an I such that 

f=gh+l, where the degree of I is less than the degree of g. 

In other words, a division algorithm .can be performed in R.p . 

Note that the degree of an element in Rup is precisely the 

number of its unstable zeros counting the multiplicities .and 

the zeros at infinity. A most useful property of an Euclidean 

domain is that a matrix with elements from an Euclidean 

domain can be brought to Smith Canonical Form under 

unimodular equivalence (MacDUFFEE [18]). 

A function f in RGP is called a unit if its reciprocal 

belongs to Rmp. Clearly the units in Rm,p.are those functions 

with relative degree zero and with stable zeros. 

Given any rational function h, we can find two 

functions f and g in R.&p such that h=f/g, and such that f and 

9 are relatively prime (i.e. one is a greatest common divisor 

of f and g). In other words there exist a and b in Rwp such 

that a.f+b.g=l. Such a pair (f,g) is called a copri~~ 

factorization of h. 

It is essential to recognize that we are expressing a 

'given rational function h as a ratio of proper stable 

transfer functions with no common factors. 

ratio of polynomials with no common zeros. 

rather than as a 



9 

We let R r.><m 
•• p denote. the set of nxm matrices whose 

elements all belong to R~p. Thus R.IIP,., .. m is the set of 

transfer functions of stable linear time-invariant systems 

with m inputs and n outputs. A matrix F E R n .. n 
mop is 

unimodular if its inverse exists and belongs to 

Clearly, F is unimodular if and only if det(F) is a unit. 

Given any Z E R(s),., .. m (which means Z is an nxm matrix 

whose elements are rational functions of s) . We can find 

matrices NR E R n .. m "'P and DR E R mHm ... p such that Z = NRo".< - 1 and 

the matrices NR,OR are right-coprime, i. e. there exist 

P E R mHn "liP and 0 E R m ... m ... p such that 

PN,." + OOr-.: = 1m for all s. 

Similarly, we can find N ..... E R ... pn>cm, E R n>cn wp , 

for all s. 

We refer to (NR,DR) as a right-coprime factorization 

(r.c.f.) of Z and to (O ...... NL.) as a left-coprime factorization 

(l.c.f.) of Z. 

If (NF~.OR) is a right-coprime factorization of Z·so is 

(NRU,DF<U) whenever U is an mxm unimodular matrix. Conversely, 

of Z, then Np'\:=NR 1!-! • 

If (0 ..... ,NL.) is a left-coprime factori zat ion of Z. so is 

(UOL.,UN ..... ) whenever U is an nxn unimodular matrix. Conversely. 

if (OL.1 , NL.. 1 ) are two I. c. f. of Z. then DL.= UDl •. 1 , 

NL.=UNL.1 for some unimodular U. 

.' . 
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Now, we briefly summarize some results on feedback 

stability. Consider the feedback system shown below in Figure 

2.1, where Z and C are rational matrices of order nxm and mxn 

respectively, and assume that det(In+ZC)¢O (otherwise the 

system is not well-defined). 

t z 

c U:z. 

Figure 2.1 A feedback system with dynamic compensator C 

Then it is easy to verify that 

or more concisely 

y = H u 

" . 
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We will say that the pair (Z,C) is internally stable if 

(V I OYASAGAR, SCHNEIDER, and 

FRANCIS [l9]). We say that C internally stabilizes Z if (Z,C) 

is internally stable. 

Next, we state without proof a necessary and sufficient 

condition for a pair (Z,C) to be stable. The proof is 

essentially contained in DESOER and CHAN [20]. 

LEMMA 2.1 Let Z E R(s)n~m be represented as Z=PQ-1R, 

where P, Q, R belong to R n>ck 
... p , R k>ck 

'"'P , and R ~.: ... m 
tln.p ., 

respectively and (P,Q) is right-coprime, -(Q,R) is left-

coprime. Let C E R( s )m>cn be represented as·· C=EO- 1F, where E, 

is right-coprime, (D,F) is left-coprime. Then the following 

statements are equivalent: 

i> The pair (Z,C) is internally stable . 

ii> The matrix 2 . _ [ Q REj is unimodular. 
. - -FP 0- /. 

Let (NF~ ,DF~) be any r. c . f . of Z E R(s)M>cm and let 

(DcL,NcL) be any I.c.f. of C E R(s)m>en. Then letting P=Nf>;:, 

R=I and E=I, D=OcL, F=NcL, where I is the identity~ 

matrix, the above lemma simplifies. 

Corollary 

equivalent: 

2.1.1 The following statements 

i> The pair (Z,C) is internally stable. 

ii) The matrix (Dc;LDf'~ + NC;LNF'~) is unimodular. 

are 

• 



12 

Similarly, let (OL .. ,NL .. ) be any l.c.f. of Z E R(s)'''''''' and 

let (NCR.OCR ) be any r.c.f. of C E R(s)"'''". Then letting P=I. 

Q=Ol.... R=N, __ andE=NC::R, O=OC:R. F=I •. where I is the identity 

matrix, we have a dual result to Corollary 2.1.1. 

Corollary 

equivalent. 

2.1. 2 The following statements 

i) The pair (Z,C) is internally stable. 

ii) The matrix (O~DCR + N~NcR) is unimodular. 

are 

• 
Note that if C E R_pmHn.i.e., if the transfer matrix of 

the compensator is a stable proper rational matrix then NR=C, 

and right and left-coprime 

factorization for C, 

following result. 

respectively. This easily yields the 

Corollary 2.1.3 (DL,N~) be any r.c.f. 

and l.c.f.of Z E R(s}"Hm and suppose C E. R ... pmHn. Then the 

following conditions are equivalent. 

i) The pair (Z,C) is internally stable. 

ii) The matrix DR+CNR is unimodular. 

iii) The matrix Dl...+N~C is unimodular. 

Throughout the thesis we often encounter the problem of 

characterizing all solutions to the equation 

PNf'~ + QO .... < = I 

Solution to this problem is related to the characterization 

of all compensators of a plant. Before we characterize all 

compensators that stabilize a given strictly proper plant, we 

give general solution to this equation. 

" . 
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(D. .... , N1 ••• ) LEMMA 2.2 

be any r.c.f. and l.c.f. of Z" General solution to the 

equa t ion PNF~+ODf'<= I in the unkno,"lns .p E R.",p,mcn, 

given by 

P = pC''> + RD. ... 

o = 0° - R NL. 

o E R .. ,prTlHm is 

is a particular solution of the equation 

General solution to the equation DL.OtNL.P=I is given by, 

for arbitrary S in RupmHn 

P = P 1 ° + DRS 

o = 01 CJ 
- NRS 

where is a particular solution of the equation 

DL.Q+NL.P=I. Various procedures exist to obtain a particular 

solution to these equations (see e.g. KHARGONEKAR and OZGULER 

[17J, PERNEBO [21J). 

The next result characterizes all compensators ;that 

stabilize a given strictly proper plant. 

SCHNEIDER, and FRANCIS [19J). 

(see VIDYASAGAR, 

LEMMA 2.3 Let Z E R(s)n><m be strictly proper and let 

(Nf",DF~), (DL.,NL.) be any r.c.f. and I.c.f. of Z. Select 

matrices P,Q,P1,01 such that 



Then the set of all compensators 

stabilize Z is given by 

C = (Q-RNL .)-1 (P+RDt ... ) , 

or 

14 

that internally 

REMARK 2.1 The matrices Q-RNL and Q1-Nf'~S are 

nonsingular for any choice of_ matrices R E R .... pm)(n and 

S E R.~pm ... n. To see this note that by PNR +QDf'I: = 1m , we have 

DR -1=PZ+Q implying that DR is biproper, i .. e. 0..:- 1 is also 

proper. Consequently, NR=ZDf'I: is strictly proper. This in turn 

implies that Q=(I m -PNR )DR -1 is biproper. Similarly, it 

follows that NL is strictly proper and that Q1 is biproper. 

Now, Q-RNL=Q(I-Q-1RNL ) where Q is biproper and I-Q-1RNL 

is also biproper for any R E Rmpm ... n. Therefore, Q-RNL is 

nonsingular for any R E R_pm ... n. Similarly, it follows that 

Q1-NR S is nonsingular for any S E R.pmHn. 
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III. CHARACTERIZATION 

In this section we give a characterization of all 

diagonal compensators that internally stabilize a given two­

input-two-output plant. 

Consider the strictly proper transfer matrix 

Z = 

where Z1.1, Zl.2, ZZl. , and Z22 are strictly proper rational 

functions. Let ~ be a least common denominator of all minors 

of Z, i.e. a least degree polynomial which is divisible by 

the denominator polynomials of Z1.1, Z1.2, Z21, Z22, aQd 

(Z11Z22-Z1.2Z21). Then, ~Z is easily seen to be a polynomial 

matrix; denoted as 

~Z =: 

v";! 1 

Vl.2] 
V·~2 

(3.1) 
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Let ~ be any polynomial having all its zeros stable and 

with degree equal to the dagree of ~. It follows that 

m := ~/rr 

is biproper and is in R ... p • Furt,her, let 

n:;;;::=v12/rr, n3:=v:;;;:1/rr, and n.q.:=v22/rr, which are in R~"p so that 

Z = l/rr [ V11 

V'21 

We claim that m divides n1n4-n'2n3, 

R ... p , we have 

i . e. for some d' in 

To_see this note that on taking the determinants in (3.1), we 

By the choice of ~, 

which on division by rr2 yields md=n1n4-n'2n3, 

Consequently we have a representation 

[ 

n1 nn'2.q.] Z = 11m 

n~$ 

of Z which has the property that 

i) m divides n1n4-n2n3, 

where d:=o/rr. 

(3.2) 

ii) m = ~/rr, where rr is a stable polynomial and ~ is the 

characteristic polynomial of Z. 
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Let 

C = [Ci~ IB I 0 I 
o Ci .. "! IB:o!: 

·be the fractional representation unknown 

compensator transfer matrix C. Where Ci1,B1,Ci2,B2 are in Rmp 

i=1,2 are coprime pairs. 

Then we can state the following lemma. 

LEMMA 3.1 C internally stabilizes Z if and only if 

( 3 . 3 ) 

is a unit in Rup. 

_ Proof: 

d.det< I+ZC) 

C internally stabilizes Z if and only if 

is a unit, GUCLU and OZGULER (4]. An easy 

calculation yields that 

• 
By this lemma, the problem of finding all C's that 

internally stabilize a given plant Z turns out to be ~ 

question of characterizing all Ci1, B 1 , B2 that satisfy 

equation (3.3). We will give an answer to this question 

below. 

Let (a,b,i,d) be in RMP~ such that the greatest 

common factor of (a,b,c,d) is a unit. Define two sets A and M 

as 



18 

and 

where 0 := ad-bc. 

Let 

,. [ 
[ 

13::z 
0 

a =,~ 0 1 
- vo : = 

a:;;~o T20 

be unimodular matrices with detUo =detVc:>=l satisfying 

uo[: :jvo. [: :j., S. 

Here S is the Smi th Canonical Form of the matrix [: : j in 

Rsp2x2 and such unimodular matrices exist by the fact that 

R"ap is an Euclidean domain. Then we can state the following 

theorem. 

THEOREM 3.1 A quadruple (a~,a2,13~,132) belongs to A if 

and only if there exists a quadruple (m~.m2.m3.m4) in M suc~ 

that 

[ ::] . [ 15:;;:~C::>][ m4] 
_CJ "'I" T..:. m ..... 
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Proof: If ( CX I .• CX7..~ . /3 .... /37.~ ) belongs to A then. 

( /31. CX,. ) 

[: bUS;] = 1 

d CX::~ 

(/3l. CX 1 ) UO - 1 S vo - 1 [ B:] = 1 

CX •. 

Let (m1 m2) = ( /31. (X1) U<::>-1 and, 

then obviously we have. 

namely, m1m4+nm2m~=1. Thus (m1.m2,m~.m4) belongs ·to M. 

Conversely, if (ml.,m2,m3,m.q.) belongs to M then, 

.' 

m2) [1 0] [ m4] = 
o nm~ 

1 • 

[
a b] VOl m4] = 1. 
c d m3 

Then Therefore 

belongs to A. 

• 
. Letting 

C := n1, and d := d, 

in 

a := m, 

Theorem 3.1. we obtain the set of all solutions 

(CX1,CXZ,/31./3Z) of equation (3.3). This in turn yields a 

characterization of the set of all decentral (diagonal) 
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stabilizing compensators 

of the given plant z. It is actually possible to state this 

characterization in a more system-theoretic setting. To do 

this note that 

n = ad-be = md-n1n4 = -n~n~. 
and consider a subsidiary stable transfer matrix 

Zl. = [ 0 n

0

2

] 

n:::: 

This transfer matrix consists of the off-diagonal entries of 

the numerator matrix of original plant Z. It follows by Lemma 

3.1 applied to Z1 that diagonal. compensator 

is such that (Z1.C1 ) is internally stable if and only if 

It follows that the set of all 

diagonal stabilizing compensators of Z is described by the 

parameter set M. 

REMARK 3.1 Note that in view of' this characterization. 

o~e procedure to solve decentralized strong stabilization 

problem for the plant of (3.2) is to search for an element 

(m1.m2.m~.mA) in M such that 

.. . 
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are units in R~p. 

Multivariable version of theorem 3.1 can be proved by a 

similar reasoning and its use will be ,in determination of all 

K,L,M,N such that completeness equation (see OZGULER [16]) 

= I 

is satisfied. We state the following result without proof as 

it is only loosly connected with the rest of the material in 

this thesis. 

nIEOREM· 3.2 The set 

L = ( (K.L,M,N) I ) 

is given by 

L = ( (K,L,M,N) 



IV. STRONG AND RELIABLE DECENTRALIZED STABILIZATION 

PROBLEMS 
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One of the most important aspects of large-scale system 

control is decentralization. This implies that various 

controllers in the system are only allowed to measure certain 

outputs of the system and control certain" inputs. The 

decentralized information structure often appears in practice 

in large-scale systems where it may be impractical, 

unreliable, and costly to utilize all inputs and 

measurements. 
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4.1 TWO-CHANNEL MULTIVARIABLE SYSTEMS 

In this section we consider the strong and reliable 

decentralized stabilization problems for ,-two-input-cha~nel 

and two-output-channel systems. Two-input-channel and two­

output-channel systems are those systems that provide two 

groups of outputs to measure and two groups of inputs to 

control. 

4.1.1 STRONG DECENTRALIZED STABILIZATION PROBLEM 

The problem of stabilizing a given plant using a stable 

compensator is called strong stabilization problem, YOULA, 

BONGIORNO, and LU [S]. If the stabilizing compensat~r is 

required to be block-diagonal, then it is called a strong 

decentralized stabilization problem, which can formally be 

defined as follows. 

Given a linear time-invariant multivariable system 

transfer matrix 

[ 
Z11 Z12 

Z = 
Z21 Z22 
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z:;~ 1 • 

R(s)wxr. R(s)wxq respectively. Determine a block diagonal 

feedback compensator 

c = [ c,. 0 I' 
o C:;;!: 

such that 

i) C is stable rational. i.e. C1 • C:;;!: are elements of 

ii) C internally stabilizes Z. 

Let Z be represented in coprime matrix 

representation as 

fractional 

(4.1> 

where P 1 • Q. R1 • R2 belong to R."pPMk, R .... xk ."p , 
/" 

R .... pkHr, RnpkMq respectively, with (P1.P:;;!:,Q) right-coprime, 

(Q,R 1 ,R2) left-coprime. It follows by LEMMA 2.1 

internally stabilizes Z if and only if 

I 

o 

that C 



25 

Multiplying the coecond and the' third columns by P l , and P-~ 

from the right, 

we have 

respectively, and adding to the first column 

[ 
Q+R" Cl.P,. +R~C~P7;:: R1. R2 

I 21- = 0 I 0 

0 o· I 

Clearly. 21, therefore 2. is unimodular if and only if 

Q+R1C1P1+R2C2P2=U is unimodular in R ... "" I-r.Hk 

This proves the following statement: 

Proposition 4.1.1 Strong decentralized stabilization 

problem is solvable if and only if there exist C1 in Ru",,~KP 

and C2 in R.""qK- such that 

is a unimodular matrix; 

solution to the problem. 

in which case, 

• 

By the result of this proposition one can concentrate 

on the equation Q+R 1.Cl.P1 +R2 C2 P2=U, where the unknown U is 

unimodular and unknowns C1 . C2 are stable proper rational 

matrices. 
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4.1.·2 RELIABLE DECENTRALIZED STABILIZATION PROBLEM 

In this section we pose further requirements on the 

feedback compensator. These requirements improve the 

reliability of the system. Here by reliability we mean that 

in the case of complete break-down· of anyone of the 

interconnections the subsystems remain stable. It is 

possible, however, to have an unstable system due to a 

disconnection of a controller. But in that case the .remaining 

compensator makes the system sub-reliable (i.e. not worse 

than the original system with no compensators). 

Consider the decentralized control system below 

Co2 

Figure 4.1.1 Decent~alized control system 

". 



27 

where the c[o;::nsat;:2Cl=diag(C~.'C2) internally stabilizes the 

plant Z = 

Z21Z22 . 

Here we call Z11, Z22 as subplant transfer matrices, and 

Z12, Z21 as interconnection transfer matrices. 

Now, suppose that anyone of the interconnections, 

namely Z12 or Z21, breaks down completely. In such a 

situation, if the controllers are chosen such that C1 

internally stabilizes Z11 and C2 inte~nally stabilizes Z22, 

then the subsystems, namely (Z11,C1> and (Z22,C2>, remain 

stable. Clearly, if both of the interconnections fail, then 

the system again remains stable. 

reliable. 

Such a system is called 

In case of controller failure, namely C1 =O or C2 =O, 

however, the system may become unstable. But in that case the 

remaining compensator makes the system not wors~ than the 

original unstable system. We call such a system as sub­

reliable. 

On the other hand. if C1 and C2 do not have reliabillty 
/ 

property, then the overall system ~ay become unstable in case 

of interconnection failures: 

Consider a linear time-irtvariant system represented b~ 

a transfer matrix 

[ 
Z11 Z12 

Z = 

Z21 Z22 
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where 2~~, 2~2, 221 , 222 belon~ to R(s)p~r, R(S)PMq, R(s)~Mr. 

R(s)~Xq. respectively. The reliable decentralized 

stabilization problem is fo~mally defined as follows: 

Determine a decentralized feedback compensator 

c = 

such that 

i) C1 internally stabi I i zes 2 11 ,. 

ii) C2 internally stabilizes 222. 

iii> C internally stabilizes 2. 

Let 2 be represented in coprime 

representation as Z =[::J Q-' (R, ~) 

Also 

coprime matrix fractional representation as 

and 

where 011. 

R pxp 0"" • 
R q><q 

... "" respectively, and (011,R:t.1), 

matrix fractional 

020 belong to 

are left-
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By Lemma 2.1, a compensator 

(4.1.1) 

with (E1 ,01 ), 

if and only if 
(E2 ,D2 ) right-coprime, internally stabilizes Z 

[ 
Q R1E1. R2E2 

1 
u : = -p,. 0-.. 0 

-p:;;! 0 O:o!: 

is unimodular. For the compensator C to satisfy the 

additional constraints (i) and (ii) itis also necessary by 

Corollary 2.1.2 that 

are also unimodular. Conversely, 

O2 in R ... p'-"P, R."pP"P, R ... pCf><-, R .... p ..... ·, respectively such that 

the stable rational matrices U1 , U are all unimodular, 

then the compensator defined by (4.1.1) satisfies (i), 

and ( iii) above, i. e. , it is a solution to reliable 

decentralized stabilization problem. Consequently, in the 

light of the above discussion we can state the following 

preliminary result. 
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LEMMA 4.1. 2 The reliable stabilization problem for Z 

is solvable if and only if there exist right-coprime pairs 

(E~.D1) and (E~,D2) such that U1 , U2 -and U. defined above, 

are all unimodular matrices. In this case, the compensator C 

of (4.1.1) is a solution to the problem. 

• 
Now we can give the main result of this section. Let 

E~, D~, i=1,2 be particular solutions to the equations 

i:=1.2 

(such particular solutions exist by the fact that 

are left-coprime pairs). 

Define 

[ -~, R1.E1.1"" R2:=2~ 1 Q"" := D1.1<=> 

-P2 0 0 22 

[ -R,Q,c 1 [-R2Q2C 1 P1.<=> : = (0 I 

R1.C> := P,.o , R_·c> : = 0 , p-."" := (0 0 

0 P20 

(Q·I. 1. • R i . :I. ) 

0) J , 
/ 

1> 

Since Z is strictly proper, by similar reasoning in 

REMARK 2.1 detQc> ¢ 0, so that Q-1 is well-defined. It is 

easy to show also that Qc>, Rl.C>. R:;;:<=> are left-coprime and Pl."". 

P2<=>, Qc:> are right-coprime. 
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THEOREM 4.1 The following st.at.emerit.s are equivalent.: 

i} The reliable decent.ralized st.abilizat.ion problem 

for Z is solvable. 

ii> There exist. X and y in and 

respect.ively, such t.hat. 

is unimodular. 

iii) The st.rong decentralized stabilization problem for 

is solvable. 

Proof: [(U<=>(iOJ If the reliable .decentralized 

stabilization problem is solvable, then there exist 0 1 '. E1', 

O2 '. E:;;:' such that 

and 

o 

are all unimodular matrices. 

R:;;~E:;;! 1 
.0 . = :u~ 

O:;z' 

(4. (.2) 

(4.1.3) 
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Let. 'E I. " : =E,I. 'U I. ·· .. 1 • 
.. 

D.l " : = 0 '.. 'U 'I. ..... J. • 

D2 ": =D~.;:' U2 -1 • not.e t.hat. by unimodulari t.y of U,., U.~. U~:r. the 
matrices E " 1. • 0:1." • E:.~U • D~" are s.table proper rational 

matrices, and substituting into (4.1.2),{4.1.3) we obtain 

By Lemma 2.2, 

such that 

there exist X in R~p~MP and Y in R ... Mq 
... p 

Note that 

E " :t. 

D1 " 

o 
:~E~ll= [ 
D " ~ 

Ik:" = ih:0 + P20Y 

o 
D1 ' 

o 

is unimodular as U1 , U~. U~ are unimodular. 

Substituting expressions 

expression for U~', we obtain 

D,.c::>+P,.oX 

o 

(4.1.4), (4.1.S) 

:2 (E2°-02oY) 1 
D2 c::>+P2oY 

It is straightforward to verify that 

(4.1.4) 

(4.1.S) 

into the 

... ) . 
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Conversely, if for some X in R~prHP and Y in R~pWHq. U~ 

is unimodular. then letting 

we obtain 

and 

E1 := E 1 0 - 010X, 

D1 := D 1 c + P1oX. 

R1E1 

E-·. : = E~o - O~o Y . 

D:;;~ : = D:;;~o + P20Y 

Uc::> +~, D1 o . 
R2E2] 

As Uc::> , by hypothesis, is 

-P2 0 D2 

'. 
unimodular, the local compensators E1D1-1 and Ez D2 -1 solve 

the reliable decentralized stabilization problem for Z. 

Equi valence of <i i> and (ii i) is a di rect 

of Proposition 4.1.1. 

consequence 

• 
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4.2 TWO-INPUT-TWO-OUTPUT 'SYSTEMS 

In the special case where the plant has two inputs and 

two outputs, the representation 

[ 
n1 nz] 

Z = 11m 

n3 n4 

. (3.2) 

relation 

reliable 
/' 

is more convenient for a closer examination of the 

between strong decentralized stabilization and 

decentralized stabilization problems. For the 

obtaining· simpler equations for the solutions 

problems, we now use representation (3.2) 

purpose of 

of these 

in proving 

a counterpart of Theorem 4.1. 

We consider the problems of strong decentralized 

stabilization and reliable decentralized stabilization in 

terms of the more convenient representation (3.2) of Z rather 

than the representation Z=PO-1R, where P, 0, R are in RWpZH2 

with (P,Q) right-coprime and (Q,R) left-coprime (see 

Remark 4.1). 

.' . 



35 

Let 

where Ch. CX~, (CX~, 13~) are 

coprime pairs, be a candidate compensator for Z. 

Let 

where n11, 

are coprime pairs. 

Proposition 4.2 Consider the transfer matrix Z of 

(3.2>' 

a) The strong decentralized stabilization problem is 

solvable if and only if there exist x and y in Rm~ such that 

/ 

is a unit in RMP ; in which case C=diag{x,y) is a solution to 

the problem. 

b) The reliable decentralized stabilization problem 

is solvable if and only if there exist CX1, 

R~"p such tha t 

i ) m1. 18,. + n,. 1 CX,. = : U·I. 

ii ) m~21'3·~~ + n:;;~2CX:;.:: = . u-·· 

i ii ) m81.8-;;;~ + n1.CX,.8;;. + n.r.~8 1. CX;;:~ + dCX1CX~ = : u~:!! 
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are all units in R~p; is a 

sdlution to the problem. 

Proof: a) By the definition of strong decentralized 

stabilization problem 

c =[ Ch IB
1

• 0 I E R ... p • 

o a2 /B 2 

and since B,., 

units in Rwp , By Lemma 3.1 

only if 

(Z,C) is internally stable if and 

is a unit. Multiplying both sides with B],-1B2-1, we have 

m + n1X + n4Y + dxy =: 

where u:=VB],-lB2- 1 is a unit. 

u, 

Conversely, if u is a unit, then by the choice -of 

C solves strong decentralized 

stabilization problem. 

b) By def ini ti on. the reliable decentralized 

stabilization problem is solvable if and only if (Z,C), 

and (z:;;~~,c:;;::) are internally stable. Since 

fractional representations 
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is internally stable if and 

is internally stable if and 

iii) (Z,e) is internally'stable,by Lemma 3.1, 

if and only if m81.82+n·l.al.8:;;~+n.:~81.a2+d(ha2 is a uni t. 

Let 

• 

(4.2.1> 

( 4 . 2 . 2 ) 

for some 81°, Since (m11.n11) and 

(m22, n:;'~2) are copr ime pai rs. such el ements exi st. 

Define 

Note that mO is in Rwp (not necessarily a unit). 

THEOREM 4.2 The following statements are equivalent 

i) The reliable decentralized stabilization problem 

for Z of (3.2) is solvable. 

ii) There exist x and y in R, ... P such that 
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is a unit.. 

i i U The st.rong decentralized st.abilizat.ion problem for 

(dm,. 1. -n.<I.n .. ,. ) a:;.;:O 

z"" 

is solvable. 

Proof: [(U<=><iUJ By Proposition 4.2, 

decentralized stabilization problem is solvable, 

exist. CX~ .. ;:' . B:;.::' in R""p such 

1 

if reliable 

then there 

that 

Now, let B1.":=B1.'u,.-1, CX1":=a1'U1- 1 , B2 ":=B2 'u:2- 1 , and 

a2":=CX2'U2- 1 . These rational functions ,clearly, are in R. p • 

Then. we can write 

Using expressions (4.2.1) and (4.2.2>, and Lemma 2 . 2 , it 

follows that. for some x, y in R ... p B1"=B l .C>+n,.1X, 

Consequently, 

U:'.!!'U'I.U2 = mB1"B::.::" + nl.CX1"B::.::" + n4B 1 "a:;?" + daJ. "a:;.::" (4.2.3> 

is also a unit in R~p. If we subst i tut.e rv .. 
U.1 , a " -. - , B, ... , B:;.::" 

into t.he equat.ion (4.2.3>, t.hen we obtain by a 

st.raight.forward calculat.ion t.hat. U~U1.U3 = UC>. 



Conversely. if for some ,x. y in R."p, 

and a Z :=a2C:>-mzzy. we obtain m'lB1~n11a2=1, 

and mB1B2+nlalB2+n4BlaZ+da~a2=UC:>. 

Consequently, and 

decentralized stabilization problem for Z. 

,.," 
39 

uc:> is a unit in 

solve reliable 

[(ii)<=>(iii)] Let us first compute dC> associated wi t.h 
ZO. Let the numerator matrix of zo be N°, namely 
Then, the determinant of N° is 

Since nll Imll =nl/m, and n2z1m2z=n4/m, for some gJ., g2 in Rwap. 

Using t.hese 

And using (4.2.1), (4.2.2) we can write 

Substituting this into the term in the square brackets,' we 

get 

Therefore divides detN"" and the quotient is 

dO. By straightforward manipulations it 

where uC> is the 

characteristic polynomial of zo and ~~. ~-.. are stable 

polynomials. Hence the representation of zo is of the form 

(3.2). Thus, by Proposition 4.2. (iii) is equivalent to (ii) . 

• 
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By t.he result. of Theorem 4.2, a + bx + cy + dxy = u, 
where u is a unit., is a cent.ral problem for bot.h st.rong and 

reliable decent.ralized st.abilizat.ion problems. Given a fixed 

x in R~p, a necessary and sufficient. condit.ion for the 

existence of y in RMP such t.hat. a+bx+cy+dxy is a unit., is 

well-known (VIDYASAGAR, and VISWANADHAM [6]). By a 

straightforward examination of this equat.ion, some sufficient 

conditions for t.he solvabilit.y can be obtained. 

Corollary 4.2.1 If d is a unil iI1 

a + bx + cy + dxy = u, 

then there exisl x, y and a unit u in Rwp ,satisfying lhe 

above equat.ion. 

Proof: Let d be a unit in RM "" lhen we can find an x 

in R~", such that (c+dx) is a unit. 

where Ul. is a uni t. Then we have a+bx+u1. y=u. Since U1 is a 

unil, similarly we can find y in R .... '" such lhal 

a+bx+cy+dA~ is a unit. 

• 
REMARK 4.1 The representations (3.2) and (4.1) are 

closely related. In fact 

[ 
n1.n n~ 1--Z = 11m .~ 
n3 

pa-1.R 

where m = u.deta and d = u.detP.det.R for some u in R~",. 

Theorem 4.2 is, of course, a special case of Theorem 4.1. In 

fact, it is possible t.o give an alternative proof of Theorem 

h 4 1 and t he relat.ion between the two 4.2 using T eorem . 

represent.at.ions . In t.he not.at.ion of Theorem 4.1, an 
. , 
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alternative expression for Z= turns out to be 

-1 

0 0 1 : ] q1. q2 r 1 .. a,. <::, rM!:a:;;~<:"~ - r l.m,. 1 

Zc:> = q3 q4 r:::r.alc> r4a~c:> - r:::r.m1. 1 

0 0 0 -Pl. -p:;;~ B,.c> 0 n:l.1 o 

-p".!!' -P4 0 B::;::"" 0 

Where[ P1 P::;::] = p. [ql. q2] = Q. and 

p:::r. P4 q:::r. q4 
:: ] = R 

are coprime = Z:t.1. 
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V. CONSEQUENCES OF THE MAIN RESULTS AND EXAMPLES 

In this last section, we investigate certain , 
implications of the main theorems of the previous section to 

give some interesting sufficient conditions for the 

solvability of strong and reliable decentralized 

stabilizations problems. We also give examples indicating the 

significance of reliable stabilization problem and 

illustrating the synthesis of.' strong and reliable diagonal 

compensators. 

It is well known (YOULA, BONGIORNO, and LU [5]) that a 

minimum-phase multivariable plant can always be (centrally) 

strong stabilized. We show below that a similar result holds 

in the case of two-input-two-output diagonal stabilization. 

Consider 

[ 

nl. 

Z = 11m 

n:3 

= Q--1R, (5.1') 

where m, nl. , n~;~ , n:-.!r., n,,~ are in R ... "", Q and R are in RUI>"" ~~H~ and 

(Q,R) l.S left-coprime. As we·have shown in Remark 4.1 that m 

may differ from detQ by a factor of u, ",here u is a unit in 

R~"p . But Q and R can be chosen such t.hat m=det.Q and d=detR. 
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Also let s denote the smallest invariant factor of z. 
i.e .. the greatest common factor of all entries of R. Then it 

can also be shown that 

THEOREM 5.1 i) If d is minimum phase (i.e., its zeros 

are stable) , then the plant Z of (5.1> is strong 

decentralized stabilizable. 

ii) If d=O, then Z is strong decentralized stabilizable 

if and only if Z is strong (centralized) stabilizable, i . e. , 

if and only if there exists w in R~p such that m+sw is a 

unit. 

Proof: If d is minimum phase, then the greatest 

common factor of (n4.d) is also minimum phase (due to the 

fact that zeros of d are stable, zeros of any factor of d 

are also stable). 

phase and 

Clearly (n4' , d' ) 

Let g:=g.c.f.(n4,d} so that g is minimum 

d=gd' . 

is coprime. By the theorem of YOULA, 

BONGIORNO, and LU [5], since d' has no unstabl~ ieros there 

exists an x' in Rwp such that n4'+d'x'=:u', where u' is a 

unit Let 

biproper due to 

strictly proper. 

and note that a' / is 

the fact that m is biproper and n1 is 

Since gu' is minimum phase and (a' ,gu') is 

coprime, there exists y' in R~p such that a'+gu'y' is a 

unit. Lettingx=x'and y=y', x and y satisfy the equation 

where u is a uni t in R .. ,p. Thus the plant Z of (5.1> is strong 

decentralized stabilizable. 

, .' . 
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If d=O, then s is. the greatest common factor of 

(n]. , n.q.) . 

is coprime and there exist x' an~ y' such that 

n 1. ' X ' +n"'1. ' y , = 1 . If there exists w in R~p such that m+sw is a 

unit then letting x=x'w and y=y'w, we have w=nl.'x+n4'y. Since 

by hypothesis, m+sw is a unit, a straightforward manipulation 

yields that m+nl.x+n4y+dxy is a unit. Therefore diag(x,y) 

solves the strong decentralized stabilization problem for Z. 

Conversely, if there exist x and y in Rup such that 

diag(x,y) solves the strong decentralized stabilization 

problem for Z, Letting 

w=n1'x+n.q.'y it follows that m+sw is a unft. .. 
In case of reliable stabilization, 

Theorem 4.2 is the following. 

a consequence of 

Let a two-input-two-output plant Z be such that the 

elements on the main diagonal is stable and the other 

elements are minimum phase. Then it can be repre~ented as 

(5.2) 

where m11, m22 are units in R~p, (ml.2 ,m21) is coprime, and 

n1.2. n21 have stable zeros. Then we can state the following 

theorem. 

j ~' 
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THEOREM 5 . ? A plant with transfer matrix Z of (5.2) 

always admits a diagonal reliable stabilizing compensator. 

Proof: If we represent Z in the form (3.2), then we 

have 

m=ml.2m21, 

If we calculate dO associated with zo of Theorem 4.2, then we 

which has stable ze'ros. Therefore -by 

Theorem 5.1 Zo is strong decentralized stabilizable, and by 

Theorem 4.2, Z admits a diagonal reliable 

compensator. 

Example 1 

stabilizing 

• 

In this example we will find a diagonal stabilizing 

compensator for Z below and show that it does not stabilize 

the subplants. 

Let unknown compensator be C=diag(c1,c2) and 

let 

2s-3 1 

(s-1}(s-2) (s-2) 

Z = 

1 1 

(s-2) (s-2) 

{ :,.' 
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If we represent Z in the form (3.2), then we have 

m~ (s~l)(s-2)/(s+I)2 • n1 = (2s-3)/(s+I)2 

and d = l/(s+1)2 

Let n1./m=n11/m'l.1, where nl.1=(2s-3)/(s+I)2, 

m11=(s-I)(s-2)/(s+I)2. Nbte that (n11,ml1) is coprime. 

Let n4/m = n22/m:;;~2, where n22 = 1/ (s+1) , 

Note that (n:Z2.m:Z2) is coprime. 

m:Z2 = (s-2)/(s+I). 

Let B:z = (s-5)/(s+1) and a:z = (s~10)/(~+1), then 

c:z = a:z/B2 = (s-10)/(s-5) . 

Substi tuting B2 and a2 ·into the equation 

u = m~1.B2+nl.a,.B2+n4Bl.a2+da:l.(l2' 

where u is a unit, we obtain 

s(s-1)(s-6) 2s2 -12s+5 
u= ------ (31 + ----- c;;(1 

(s+l)~ (s+1)~ 

(5.3) 

Since the coefficients of B1 and a1 are coprime we can find 

B1 and a1 satisfying (5.3). 

In fact, 

0(1 

(31 = 

2834s2 -2999s+5 

(S+1)2 

25s2 -5368s+2530 

(s+1):;;:~ 

gives u=25, which is a unit in R ... !=>. 

f ~' 



Hence 

C = diag<a 1 /B 1 .a2 /Bz } 

stabilization problem for Z. 

solves 

But 

which is not 

0'"2 

= 

which is not 

= 

25s4+225s~+4184s~-9319s+5045 

(S+1)4 

unit in R ... p • thus (Z11.Ci)· is 

m22B2 +n2'2a2 

s(s-6) 

(s+1)~ 

unit in R ... p • thus (Z2::.!.C2> is 

decentralized 

unstable. and 

unstable. 

47 

, . . 
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Example 2 

In this example we solve a diagonal reliable 

stabilization problem. Consider a 2x2 transfer matrix: 

(s-1) (5+2) n1.l. 

(S+1)2 (5-3)2 m,.l., m'.2 

Z = = 
(s+3) (5-1) n21 

(S-4)2 (5+2)2 m21. 

Let 

nl1 = 
(5-1) 

n'2= 
(s+2) (5-3)2 

mll = 1 I 'm'2~ 
(5+1)2 (s+1):;;: (s+1)2 

n21 ::: 
(s+3) (s-4):;;: (s-l) 

1 m21= n:l:J. - rr122. = . 
(s+l):;;: (5+1):;;: (s+2):;;: 

Note that ml.1, m:;;::;;: are uni t5 in R ... p , (m,.:;;:, m21) is copr ime and 

n1.:;;:, n:;;:1 are mini~um phase. If we represent Z in the form 

(3.2), then we have 

n'1 
(S-3)2(S-4)2 

(s+l)4-

n2.= 
(s+2)(s-4.)2 

(s+l)4-

(s-1)(s-3)2(s-4)2 
n~~-----------------

(s+1)4(s+2}2 

> 
(s-l)(s-3)2(s-4):;;: 

n,= 
(s+1)6 

n3= 
(s+3)(s-3)2 

(s+1}4 

d = -27 s :'!'i+53s 4 -441 s :::r.+411s2 -548s+120 

(s+1)<!:>(s+2):;'~ 

By Theorem 5.2. 

compensator. 

Z admits a diagonal reliable stabilizing 

I ~: 



()(2. = 
203s3 -1209s 2 +3053s-2735 

(s+2)(s+3)(s+19) 

s(s+3) 

(s+1)2 
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solves the reliable stabilization problem for Z. To see this. 

note that 

thus (z1i.C1) is internally stable. 

thus (Z22.C2) is internally stable, and 
5+1 

mB l.B2 +nl.al.B:;;'!+n.q.B l.a2+dCha2 = 5+ IS 

which is a unit in Rmp. thus (Z.C) is internally stable. 

y= 

Note also that C=diag(x,y) where 

-203s3 +1209s2 -3053s+2735 

(s+2)(s+3)(s+19) 

x = 1. 

solves the diagonal strong stabilization problem for 

·Ze = 

o 

(s+3) 

(s-4):;~ 

(s+2) 

(s-3 ):;~ 

o 

" . 
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V I • CONCLUS IONS 

In this thesis. we have studied the reliable 

decentralized stabilization and ,strong decentralized 

stabilization problems for two-channel systems (scalar or 

multivariable). We have shown that the reliable decentralized 

stabilization problem for a given plant is equivalent to a 

strong decentralized stabilization problem for a new plant 

defined in terms of the original plant (Theorem 4.1 and 

Theorem 4.2). Both problems are reducible to solving 

equations of the type 

a + bx + cy + dxy = u, 

A + BXC + DYE = U 

where the unknowns; u is a unit in Ronp; x, yare in RUI<p, U is 

a unimodular matrix in RupmMmand X, Yare stable rational 

matrices. We have given some sufficient conditions to solve 

these equations for the scalar case and a large class of 

transfer matrices for which the reliable stabilization 

problem is solvable (Theorem 5.1 and Theorem 5.2). 

We have also given a set of all diagonal stabilizing 

compensators in the simplest case of a two-input-two-output 

plant. Although the result applies to -a very restricted 

decentralized control problem, it is the first of its kind 

and by similar reasoning the 'set of all solutions to the 

completeness equation can be found. 
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Using the main results, we have shown that: 

i) For a two-input-two-output plant with all of its zeros 

stable, 

solvable 

the strong decentralized stabilization problem is 

ii) For a two-input-two-output plant which has a transfer 

matrix with diagonal elements stable and the off-diagonal 

elements minimum phase, the reliable decentralized 

stabilization problem is solvable. 

Finally, we have given some examples using the 

technique outlined in this thesis and we have shown that a 

decentralized stabilizing compensator-does not have built-in 

reliability 

requirements. 

properties. It has to satisfy further 

, . ~ 
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