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ABSTRACT

Digital communication systems are subject to various realization
imperfections and outer disturbances. The effect of such problems on the
systems performance are difficult to solve using only analytical techniques.
So, computer simulation becomes an invaluable aid.

In this thesis, for digital communication system simulations a
software package SSNDC-Semianalytic Simulator of Nonlinear Digital
Channels- has been developed. This software is capable of simulating
coherent phase shift keying systems with linear or nonlinear channels in an
additive white Gaussian noise environment. All the signals and filters are
complex lowpass equivalents of their bandpass counterparts. First a
noisefree simulation with a short information sequence is performed and
then the effect of additive noise is analytically added. This method together
#with complex lowpass representation of signals results in much faster
simulations than the standard Monte Carlo method.

The program has a modular structure presenting convenience for
future modifications. The input data preparation is arranged in the form of
menu-driven interactions.

The mathematical theory for the development of the modules of the
software is included.

Finally, the results of the simulation as well as their comparison

with theoretical solutions or their counterparts in literature are presented.



0ZET

Sayisal fletisim dizgelerinin bagarim, ideal olmayan
gergeklestirilme ve dig etkenler yuzinden, kuramsal en iyi bagarnmdan
farklilagsma gbsterir. Bu farkhilagmamin niceliginin yalmz analitik
ydntemlerle hesaplanmast ¢odu kez zordur. Bu problemlerin bilgisayar
benzetimi ile gdziimesi dederli bir segenek olugturmaktadir.

Bu tezde, sayical iletigim dizgelerinin benzetimini gergeklegtirmek
iizere SSNDC (Yar-Analitik Dojrusal Olmayan Kanallar Benzetimcisi) adinda
bir yazihm paketi geligtirilmigtir. Bu paket evre uyumlu evre kaydirma
anahtarlamali (CPSK) dizgelerin, dogrusal ve dogrusal olmayan kanallarda,
eklenen beyaz Gauss glriltisid ortaminda bagarimlarim benzetim yoluyla
hesaplamaktadir. Batin imler ve sizgegler bant gegiren tasarimlarimin
karmagik algak gegiren eslenikleri olsrak olugturulmusgtur. Once kisa bir
bilgi dizisi ile glriltisiz ortamda benzetim gergeklestirilmektedir. Sonra
glrdltinin bagsarim Ozerindeki etkisi analitik olarak eklenmektedir. Bu
yontem, imlerin karmagik algak gegiren gosterimleri ile birlikte 61gln Monte
Carlo yonteminden cok daha mzi benzetimleri olanakl kilmaktadir.

Geligtirilen yazihim, ilerideki dedisikliklere olanak tammak (zere
modiler bir yapida olugturulmustur. Girdiler meniilerle etkilesimli olarak
hazirlanmaktadir. Modillerin  olugturulmasi igin gereken matematiksel
gikarnimlar kapsanmistir.

Son bdlimde, benzetimle elde edilen sonuglann kuramsal sonuglaria

ve/veya i1gili teknik yayinlaria kargitagtinimalar yapiimistir.
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I. INTRODUCTION
1.1 General

The complexity of communication systems has grown considerably
during the past few decades. While this growth increases the lead time for
analysis and design, the need to insert new technologies into commercial
products quickly, requires that the product design be done in a timely, cost
effective and error free manner . These demands can be met only through the
use of powerful computer aided analysis and design {CAAD) tools. As a
result the use of digital simulation has become an important tool for the
analysis and design of communication systems.

A central issue in the analysis and design process is that of
performance evaluation which can be‘carried out using formula based
mathematical techniques or simulation. In many problems neither approach
by itself would be quite satisfactory because of excessive run time in
(Monte Carlo) simulation or intractibility in the case of analysis. These two
approaches are somewhat complementary and the traditional dichotomy
between the two approaches has become blurred in recent years. New
techniques have been developed which are based on the combination of these
two approaches. In some cases, simulation supports analysis. In other cases,
simulation can be made more efficient by judicious use of analysis which
allows formulation of the problem or structuring of the simulation so as to

reduce the run time.

7. C.
Tiiksekogretim Kurulm
Dokimaniasyon Merkest



1.2 Thesis Dutline

In this study, for the evaluation of symbol error rates of a digital
communication system in additive white Gaussian noise (AWGN) and
interference  environment, a simulation software named as
SSNDC-Semianalytic Simulator of Nonlinear Digital Channels- has been
developed.

In chapter 2, complex lowpass representation of bandpass signals is
examined. Firstly, the need for complex lowpass representation, especially
in simulation is discussed. Then the short description of complex envelopes
of the bandpass modulator outputs included in SSNDC is given.

in chapter 3, the degradations resulting from the realization
imperfections of digital communication systems are analyzed. These
imperfections include phase and amplitude imbalance in modulators,
incorrect phase reference at demodulator, synchronization error, nonideal
detection filters and effects of transmitter and predetection filters.

Chapter 4 is devoted to linear distortion models of the communication
channels. These models present various group delay and amplitude
distortions. The sensitivities of different modulators to these distortion
types are examined. IR filters which are utilized in SSNDC are also a part
of this chapter.

Chapter 5 examines methods of evaluating symbol error probability in
presence of different type of interference and AWGN. For the case of the
only interference being intersymbol type, methods presenting some bounds
to the probability of error like Chernoff bound or moment space bounds and
methods based on Taylor series expansion of characteristic functions are
discussed. In this chapter a method which utilizes non-standard Gaussian

quadrature rules to evaluate the symbol error probability in the presence of



a combination of intersymbol, interchannel, cochannel interferences and
AWGN is explained in detail.

Chapter 6 is devoted to nonlinearities intreduced in communication
systems. Several methods for representation of nonlinearities are
discussed. Differnt nonlinearity models are given which are ideal hard
limiter, soft limiter, nonlinear amplifiers used in satellite links namely
traveling wave tube amplifiers (TWT). Considerable emphasis is given to
Volterra series representation of nonlinearities. The method of calculating
the probability of symbol error in digital satellite links with nonlinearities
using Yolterra series is calculated.

Chapter 7 presents techniques for estimating the bit error rate in the
simulation of digital communication systems.

Chapter 8 presents the possible choices for linear and nonlinear
simulations and the system configuration of SSNDC.

The results and output of the developed software are given in chapter
9. In this chapter , a discussion on the simulation results and the curves,
obtained using these results, can be found.

The conclusion and recommendations for the further studies on this
topic is given in chapter 10,

In appendix A , a technique for evaluating moments are presented. In
appendix B , the computation of Gaussian quadrature rules are given. In
appendix C, program listing of SSNDC is given.



11. COMPLEX LOWPASS REPRESENTATION OF
BANDPASS SIGNALS

In most cases of interest in digital communication systems, we deal
with narrowband bandpass systems. So, in simulating the channel signalling
waveform, the utilization of the complex envelope representation
drastically reduces the required sampling rate due to the elimination of the
need for simulating a high-freguency carrier component [1],{2].

Using this technique, the choice in the working bandwidth in the
simulation program depends only on the bandwidth of signals and systems
and not on the frequency around which the bandwidth extends.

Marrowband signal representation is based on the concept of the
analytical signal. It is well known that, given a real signal x(t) with
spectrum X(w), the knowledge of X(w) for positive frequencies is sufficient
to get all the information on the signal x(t) because of the Hermitian
symmetry in the spectrum [3].

Let x(t) be & narrowband bandpass signal centered around the carrier

f.. Then the analytic signal %, (1) is defined as in equation (2.1) where x,;,(t)
denotes the Hilbert transform of x(t). The complex envelope of x, (t) is given

in equation (2.2). The relation between X(1) and ., (1) is given in equations
(2.3) and (2.4).

Ranbt) = x(L) + %, (1) (2.1)
-jznfct
xcomp(t) = xan(t) e (2.2)
%(t) = Re [ x (1) sznfct] (2.3)
comp



9% (t) = %it) + J 4 (U] e—ji‘ﬂfct (2.4)

The spectrums of x{t), %...(t) and % (t) are shown in figure 2.1

omp

where f. and 2f, are the carrier frequency and the the signal bandwidth

respectively.

(1)

[ sl

oo Tty fe-f. fotis
xan(f)

Figure 2.1 Spectruin of a bandpass signal and its analylic and complex versions 3]

Let us consider a narrowband filtering operation where x(1) is the
input, h{t) the narrowband impulse response of the linear filter and y(t) the
narrowband output. Some simple manipulations of the convolution integral
lead to the result in equation (2.5) where the symbol (*) denotes
convolution.This result can be easily visualized by examining Figure 2.1 and
remembering that convolution in time-domain corresponds to multiplication

in frequency-domain.



y (M=1h ®*x (1) (2.5)

comp 2 comp comp

Let us represent the narrowband bandpass signal as in equation

(2.6)Then x;,(t), %, (t) and x . (t) are calculated as shown in the

succeeding equations.

#(t) = a(t) cos(2nf_t + 6(t)) (2.6)

= alt) [ cos (a(t)) cos( Qﬂfct) - sin{a(t)) sin( hfct)]

% (= a(t)[ cos (8(t) sin[ Qﬂfct] (2.7)

+ sin| o(t) cos( Qﬂfct”

%,,(t) = alt) cos [e(t)”cas (201t ] + § gin(2nft ]] (2.8)

+ a(t) sin [eft)][j cos [2nft | - gin[2nf.t ]]

jomet

% {t)=e a{t) g%V (2.9)

an

R eamp (1) = (1) €™V (2.10)
Examples:

1) x(t) = cos(2nf 1) = X (1) =el0 =1

2) x(t) = sin{2nf t) = (t) = @2 = -]

xcomp



2.1 Complex Envelopes of Some Modulated Waves

The complex envelopes of bandpass modulated signals can be easily
obtained by using equations (2.6) and {2.10).Now we will give the equations
of the bandpass signals and their complex envelopes for some popular

modulation technigues [3),[4].
For BPSK the bandpass signal x(t) and its complex envelope xcomp(t)

are given in equations (2.11) and (2.12) where b{t)=+1 and represents the

-bit sequence.
#(1) = A bit) cos (2nf_ 1) {211)
Keomplt) = A B(L) (2.12)

for QPSK where b,(t) and b,(t) are the bit sequences in quadrature channels
x(t) = A by(t) cos (2rf t) + A b,(t) sin (2af_t) (2.13)
Xeompkt) = A [by{L) + j bo(t)] (2.14)

the OK-QPSK modulator is essentially a QPSK modulator where b,{t) and

bo(t) are staggered 1/2 symbols.in MSK modulators b,(t) and b,(t) are

defined by equations (2.15) and (2.16) and they are staggered 1/2 symbols.
b,(t) = cos (nt/(2T,}) (2.15)
by(t) = sin {rt/{2T,}) (2.16)

where T, is the bit period.



ill. PERFORHMANCE DEGRADATIONS DUE TO
REALIZATION IMPERFECTIONS
The theoretical performance of digital communication systems can
hardly be attained in reality. Among the reasons of this fact, change in the
channel characteristics in the AWGN case when various functional blocks
in digital communication system are nonideally realized, are the major ones.
In this part of our study we will concentrate ourselves on realization
imperfections. Considerations will be limited to coherent communication

systems and linear channels.

“T’Et; ransmitter Channe!
filter e

Data
out

Detection >
filter

y(t)

Predetection
filter

)

T

Carrier Timing
reference error

AWGN

Figure 3.1 Model of nonideal communication system [ 4]

A general model for considering these impairments is shown in
figure 3.1. The degradations to be considered are listed below [4).

1. Phase and amplitude imbalance in BPSK

2. Phase and amplitude imbalance in QPSK

3. Power loss due to transmitter filtering

4. Phase offset of the carrier recovery circuitry

9. Nonideal detection filter

6. Predetection filtering

7. Bit synchronizer timing error



3.1 Phase and Amplitude Imbalance in BPSK

In some BPSK modulators perfect switching of n-radians of the

modulated output does not occur. The complex envelope of an imperfectly
phase switched BPSK signal can be represented as :

u(t) = A ejj'zl[ [ 1-a) o) (3.1)

where b{t)=+1 is the input data stream to the demodulator and Osa <1 is the

fractional error from perfect phase swithing. The case a=0 corresponds to
ideal BPSK waveform. The output of an optimum coherent demodulator for
u(t) in equation (3.1} will be given in (3.2) where r(t) is the received
waveform which is not subject to attenuation or phase shift for the sake of
ease in illustration [3].

7
U = Re LJ rt) u; (t) dt] i=1,2 (3.2)

ug{t) is the ideal BPSK signal with unity amplitude assuming b(t)=+1. So

uf(t} and the resulting optimum demodulator output Uy become

u(t) = {BJ%[“”]] =1 (33)

Ae

- ARe { 12 0-o b(t)]}
e

U =Re { j%[—lﬂl"a) b(t)]} {3.4)
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= Asin|2.(1-0) (V)|
= A sin [ L I:;(t)] cos [E%—bm]

= A b(t) cos [l‘f—]

The cosine term in the equation corresponds to a demodulation power loss of
D, given in equation (3.5) which represents the required additional signal

power to attain the same probability of error as in case of no imbalance is
present.

D (dB) = 20 log, 0{ cos [ ﬂ—” (3.5)

2

Amplitude imbalance in BPSK occurs when there is an offset in the
amplitude level. Complex envelope of the BPSK signal; u(t), which is subject
to amplitude imbalance, the corresponding coherent demodulator output; U

and the resulting bit error probability; P, will be:

T (et
u(ty = A€+ n(t)]e" 2 ) (3.6)
U= A[ £+ b(t): (3.7

(
[2E [2E
-1 —b (1+€) |+ —2 (1-
P, = 2[m( N, (1+€) ?\ N, (1 e)]] (3.8)



H

The degradations due to phase and amplitude imbalances cannot be
added simply because no clear power degradation term for amplitude
imbalance can be given. The combined effects of these degradations on BPSK

for P,,=107 ; obtained by our simulation program; are shown in figure 9.3

with amplitude imbalance as a parameter.

3.2 Phase and Amplitude Imbalance in QPSK

The complex envelope of a OPSK modulator with phase imbalance is
given by equation (3.9) where b/(t) and by(t) are the bit sequences
modutating two orthogonal carriers and 5320 represents a phase imbalance.

The outputs of the orthogonal coherent demodulators are given by equations

(3.10) and (3.11) respectively.

B _j(l'[_ " ﬁ.)
-~ J p) 2
uft) = A bl(t)e 2, bz(t)e 2 2 (3.9)
Defining u (t) and uy(ty as: u,(t) =1
Uz(t) = —j
r
U=Re | [ut® o' at (.10)
0
= A[ bl(t) cos g - b:,(t) sin g-J
T N
U= Re J u(tyu, " dt G.A1)
0 .

:A[ - b (1) sing + b_(t) cos g—]
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In addition to the power loss in demodulator outputs, the term with
'by(t) in U, and the term with b,(t) in U, represents the crosstalk between
the quadrature channels.The effect of those two degradations on the

receiver performance can be evaluated by analyzing the coherent

demodulator outputs. Each of them is of the form given in (3.12). They result
in two different output powers Py, and P, ,,. The corresponding probability
of bit error is given by P,, in equation (3.14) where E, is the energy per bit
and N, is the single sided noise spectral density.

u:in[cosg- t sing-) (3.12)

2
2 q

out! ~

P

2

{ ' /
2€E { 2E
b B ie b e
Q( ——(0032 +sm~2—)) +Q( ———-No (CUS%‘ S'm%))
Y J

(3.14)

Expressing the degradation as the amount of increase in bit energy Ep;

to attain the same error probability, it is seen that, there is no simple
expression as in the BPSK case since the error probability is the average of
two Q(.) functions. So a numerical solution is required. Figure 3.2 is a plot of
phase degradation in QPSK for a bit error probability of 1076,
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Figure 3.2 Degradation due to phase imbalance in QPSK [ 4]
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Figure 3.3 Phasor diagram of QPSK with amplitude imbalance[ 4]

Degradation due to amplitude imbalance is refered to as difference in
quadrature carrier amplitudes. Let the complex envelope of QPSK given as in
equation (3.15). It will result in the decision variables and the bit error
probability of equation (3.16) and {3.17) respectively. The 1Q-plot of a QPSK
modulator output with A,=1 and A,=2 is given in figure 3.3.
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Figure 3.4 Power loss degradation due to filtering QPSK; third order filters[5)
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3.3 Power Loss due to Filtering the Modulated Signal

To limit the out-of-band power of the transmitter, band-pass filters
are placed after the modulators. The price of them will be the power loss
and phase distortions due to nonideal filter characteristics which cause
intersymbol interference. The power loss degradations due to filtering QPSK |
signal with 3rd order Butterworth, Bessel and 0.1 dB ripple Chebychev

filters are shown in the figure 3.4.

OQPSK
Bit error probability = 10 ¢

Degradation (dB)

Conventional MSK

Serial MSK (Sampling
time derived from average
2ero crossings).

Carrier phase error (degrees)

Figure 3.5 Degradation due to demodulator static phase error [ 4]
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3.4 Phase Offset of the Carrier Recovery Circuitry

When there is a phase reference offset of ¢ radians at a coherent
demodulator of a BPSK system, degradation effects similar to phase

imbalance at modulator case are observed. Let the complex envelope of
BPSK signal be given by equation {3.18) where o is a constant phase. The

output of a coherent demodulator with p radians phase offset and the

corresponding power loss are given by U in equation (3.19) and by D, g in

(3.20) respectively. .
uit) = A bitye' (3.18)
T
U=Re | [ulyu'wat (3.19)
0
. *
= Ab{t) Re{ J* [ J'(ou.tp)]
e
=Ab(t)cosy
D, o (08) = 20 Tog, Jeos o) (3.20)

For quadrature modulation systems the analysis of demodulator phase
error is more complicated due to the crosstalk introduced between the
quadrature channels. Similar steps, as in the phase-imbalance in modulator
case, are followed. Degradations due tb demodulator phase error at BPSK,

QPSK and MSK systems are shown in figure 3.5. In serial MSK systems, the
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sampling time is derived from average zero crossings. The effect will be
negligible crosstalk between quadrature channels which explains the fact
that, serial MSK and BPSK are subject to essentially same amount of

degradation.

3.5 Nonideal Detection Filter

The implementation of an ideal correlation type filter may be
difficult. Also considering the freedom from the necessity to dump the
filter, the use of an intentionally mismatched data filter can be very
desirable [S].

when this is done the performance of the receiver is degraded from
that of the optimum receiver for two reasons. First at the output of such a
filter the ratio of peak signal to root-mean-square noise will be less than
the theoretically maximum value 2E/N, , E being the signal energy and N, the
noise power spectral density. Second, a suboptimum filter will introduce
intersymbol interference from one symbal period to succeeding symbol
periods due to its transient response.

Figure 3.6 shows average probability of error versus BT product
where B is the two-sided RF-equivalent detection filter bandwidth, with

E,/N, as a parameter.

The integrate and dump filter is not always the best choice (even
when it can be implemented conveniently) because it is not the matched
filter for distorted signals. Improved performance with distorted signals
may be available with simpler data filters. This fact can be seen in the
figure 3.7 where 0.1 dB ripple Chebychey filters distort the signal.
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Figure 3.8 Comparison of transmission and predetection filtering
with QPSK signals [5]

3.6 Predetection Filtering

Since all practical receivers involve filtering prior to the detection
operation, which may be for example due to an intermediate frequency
amplifier, the effects of filters placed prior to an ideal matched filter
receiver are now considered. In figure 3.8 the degradation in the case of
antipodal base band signalling or, equivalently BPSK signalling which
includes QPSK and OK-QPSK when viewed on a per quadrature channel basis
are shown. The two curves in the figure show the degradation as a function
of symbol rate normalized by the 3-dB RF-bandwidth of the filter. The only
difference is in the placement of the Chebychev filters. In the case of
predetection filtering, the noise is added before filtering and in the case of
transmitter filtering the noise is added after filtering. The predetection
filtering case introduces less degradation due to the noise rejection effect
of the Tilter. So the effect of signal power loss and intersymbol

interference caused by filtering is less compared to transmitter filtering
case.



3.7 Bit Synchronizer Timing Error

The degradation due to bit synchronization error in baseband systems
are investigated by several authars; [6],[71,[8]; for a number of pulseshapes

including ideal bandlimited, Gaussian, Cﬁebgchev pulses.

input bits 17D filter output at t=At+T

A AT

a gt 3 T At
A

b) 1 "N T_at
0 T 0 \
-AT -ATT
Al AT 4

0 T £

c) o t o 7T At
-A -ATY

d) 0 T 2T i 0 T At
-A -AT

Figure 3.9 1/D filter outputs for bit combinations as function of sampling time( 4]

The 1/D filters output for PSK systems 1s similar to the case of
antipodal baseband signalling with rectangular pulses. For analysis two
adjacent bits must be considered. The 1/D filter outputs for four different

bit combinations at times At+T is shown in the figure 3.9
The degradation in SNR is proportional to the square of matched
filters output as a function of At/T. For each case the relative degradation

is given in equation (7.1). The resulting average bit error probability for
BPSK assuming equally likely sequences is given in (7.2).



O<t<T

D<t<T
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{3.21)

(3.22)
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IV. IMPERFECT LINEAR CHANNELS

To obtain optimum performance in digital communication systems we
try to satisfy Nuyquist's 1Sl-free’ transmission criterion. In many
applications a virtually ideal received pulse spectrum can be obtained with
available hardware. The variation from the ideal arises from the non-ideal
phase and amplitude characteristics.This phase distortion or the
corresponding group delay distortion together with any amplitude
distortion, introduce ISI. in this case additional signal power is required to
achieve the same performance as in the distortionless AWGN case.

The quadratic and linear delay distortion models, used in our
simulation program, are shown in figures 4.9 and 4.10, respectively. When

the double sided RF-bandwidth is 2f_, , the ideal group delay in the fsf
range should be constant which corresponds to a linear phase,remembering
that group delay is defined as in equation (4.1) where T is the group delay

spectrum and B is the phase spectrum.

dp{w)
dw

Quadratic delay distortion is in theory approached near midband of &

T{w) = - {4.1)

flat bandpass channel with sharp cut-offs such as a carrier system voice
channel and approximates the type of delay distortion often encountered in
channels without phase equalization [10]. The corresponding phase
distortion will be cubic. Minimum eye diagram opening at the best sampling
instant with raised cosine pulse spectrum and quadratic delay distortion is
given in figure 4.1 for coherent BPSK and QPSK, for DPSK (BPSK with
differential phase detection) and DOPSK (QPSK with differential phase
‘detection) [11].
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Figure 4.1 Maximum transmission impairments with raised-cosine
pulse spectrum and quadratic delay distortion
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Figure 4.2 Measured and computed C/N degradation due to delay slope
on a 45-Mbit/s offset QPSK, S0% raised-cosine system([ 12]

After phase equalization of quadratic delay distortion a linear delay
distortion component may remain, owing to inexact equalization. Delay

distortion encountered in troposcatter channels as a result of frequency
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selective fading can also be represented as linear distortion type [10]. The
corresponding phase characteristics will be guadratic. Computer calculated
and measured corrier to noise power; (C/N); degradations due to delay slope
distortion are shown in figure 4.2. For the measurements a 45Mbit/s bit rate
OK-QPSK modem was employed [12].

Figure 4.3 illustrates the degradation of QPSK and BPSK signals
resulting from quadratic or cubic phase distortions [S]. The degradation in
power is plotted as a function of the phase deviation in degrees measured at
8 frequency displaced by the symbol rate from the carrier. Matched filter
detection is utilized. A parabolic phase distortion causes larger degradstion
with QPSK signals than with BPSK. This is because of the crosstalk
introduced between the quadrature channels of the QPSK system. In order
not to introduce crosstalk, the distortion filter must have a real impulse
response. If the impulse response of a filter is to be real, it must have
antisymetrical phase cheracteristics. So e parabolic phase distortion which
s a symetrical phase function, introduces crosstalk between the quadrature

~—— PARABOLIC PHASE » D (FT)

3.0 | —-—CUBIC PHASE « 0 TP

. <===-CUBIC PHASE + S-POLE, 0.1-DB RIPPLE CHEBYSHEV FILTER, BT s 2
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5 28 ) / -
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]
-4 /
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B jps)/f —
< 8PSK
<
z V3 /'/\ ) )—1 .
£ //"‘ 7
.- i ¢-¢--o—-
g /\\_/_ _______ RN
3 [ )| eeedodubuiid shodaduiuinded ﬁ'y’,;d:% ............ r

~ QFSK & BPSK
. 7
%
05 /f
] P
o° 10° 20° 30° o° 80° 80° 70° Pye = =

A
PHASE OEVIATION AT F » /T

Figure 4.3 Effect of pure phase distortion with integrate-and-dump detection [4]
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channels of a OPSK system. With cubic phase distortion which is an
antisymetrical phase function; the impulse response of the distortion filter
is real, resulting at the same amount of degradation in QPSK and BPSK
systems. The figure also shows the result where a cubic phase distortion is
cascaded with a five pole 0.1dB ripple Chebychev filter (with BT=2). The
Chebychev filter intoduces an initial degradation in the absence of phase
distortion. Notably however, the introduction of a bandiimiting transmission
filter reduces the sensitivity to phase distortion.

The major amplitude distortions are linear and parabolic. They are
encountered in fading multipath channels. Computer calculated and measured
carrier to noise power; (C/N); degradations due to amplitude slope
distortion are shown in figure 4.4 [12] . Other possible amplitude and delay
distortions are ripple type. The detailed description of these filters are
given in the following section.

!
1074
4%10 ) .|

/
measured /
3

/
. i

/4//4mputed
0 -/

0.0 0.1 0.2 0.3 04
Amplitude slope (dB/MHz)

Degradations of C/N (dB)

Figure 4.4 Measured and computed C/N degradation due to amplitude slope
on a 45-1Mb/s offset QPSK, S0 raised-cosine system [12]
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4.1 Linear Distortion Models of SSNDC

All of the following filters are complex lowpass equivalents of their
bandpass versions. So the frequencies in the figures and equations are

shifted by the carrier frequency and normalized to the baud rate.

4.1.1) Linear Amplitude Distortion;

The linear amplitude distortion cen be defined as (see figure 4.5) in
equation (4.2) where b is the amplitude slope defined in terms of dB/Hz and
f is the frequency in Hz [9]. The transfer function of the distortion filter;

Hp{f); is obtained as in equation {4.3).

D = bf (4.2)
Hp(f) = 10 Bf/20 (4.3)
b
4
b
A ~
g 2
%o
Q
/
-4
-6
-2 -1 0 1 2

Normalized frequency

Figure 4.5 Power spectrum of linear amplitude distortion[ 10]

4.1.2) Parabolic Amplitude Distortion:
The parabolic amplitude distortion can be defined as (see figure 4.6)
in equation (4.4) where b is the amplitude variation defined in terms of
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dB/(Hz)? and f is the frequency in Hz. The transfer function of the distortion
filter is obtained as in equation {4.5).

D = bf2 (4.4)
Hy(f) = b 720 (45)
10
8
@
YT /
3 \\
i 4
\
N\
P
0 =
-2 -1 0 1 2

Normalized frequency

Figure 4.6 Power spectrum of quadratic amplitude distortion[ 10]

4.1.3) Ripple Amplitude Distortion:

There are two types of ripple amplitude distortion. Type | ripple
amplitude distortion is defined as (see figure 4.7} in equation (4.6) where b
is the maximum amplitude distortion in the passband in {dB), c the number
of ripples in the passband and fy is the Nyquist frequency in Hz. The
corresponding transfer function of the distortion filter is given as in
equation (4.7).

D,(dB)= b sin (11671 (46)

Hy (1) = 10 (4.7)
|

Type Il. ripple amplitude distortion differs fram type I. in that, it has
a peak at the center of the passband. The distortion in logarithmic scale and
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the transfer fuction of the distortion filter are given as (see figure 4.8) in
equations (4.8) and (4.9).

D, (dB) = b cos ("fc} fN] (4.8)

Ebﬁ cos[nfc/fN ]
Hy (1) = 10 (4.9)
)]

NN
~ NS N

Power (dB)

& -1 0 1 2

Normalized frequency

Figure 4.7 Ripple amplitude distortion type | [9]

Power (dB)

-2 -1 0 1 2

Normalized frequency

Figure 4.8 Ripple amplitude distortion type Ii [9]
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4.1.4) Linear Group Delay;
By definition the linear group delay is given by (see figure 4.9)

equation (4.10) where b is the delay slope and given in terms of sec/Hz and f
is given in Hz. Refering to equation (4.1) the phase distortion can be found as
in equation {4.11). If b is given in ns/MHz and f is given in MHz, the phase
distortion is found as in equation (4.12). The factor 103 comes from the

change in the units.

T=bf (4.10)

= -nbf? (4.11)

d= -nbf2 1073 (4.12)
/,/

Group delay /

Normalized frequency

Figure 4.9 Linear group delay [ 11]

4.1.5) Parabolic Group Delay;

By definition the parabolic group delay is given by {see figure 4.10)
equation (4.13) where b is given in sec/Hz and T is given in Hz. The
corresponding phase distortion is found as in equations (4.14); or
(4.15),where b is given in ns/(MHz)2 and T is given in MHz.

T= hf2 (4 1 3)

¢ = (-2nb13)/3 (4.14)
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0=2br’10” (4.15)
/ //
Group delay // g
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/ﬁ‘(—/,"/
0 i
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Figure 4.10 Parabolic group delay [ 11]

4.1.6) Ripple Group Delay;
There are two types of ripple group delay. Type [. ripple group delay is
defined as (see figure 4.11) in equation (4.16) where b is the maximum group

delay in the passband in sec, ¢ the number of ripples in the passband and fy

the Nyquist frequency. The phase distortion is obtained as in equation (4.17)

where ¢ is in radians. Equivalently, when b is in ns and f and fy is in MHz

equation {4.18) is obtained.

T =bcos [nfC/ fN] (4.16)
- /1
¢ =-2nb | X sm[" c N] (417)
f
= -2nb (?N) 1078 sin [nfcffN] (4.18)

The corresponding equations for ripple group delay type |1 (figure
4.12) are as follows.
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T,=b sin[Me/Ty] (4.19)
Iy nfc/f
¢, = -2nb |- cos { N] {4.20)
)
¢, = -2nb (?N) 10°® cos (#e/1y) (421)
-\\ /\\
ANV AVAVE
%
2 ¢
&
....]0 T
0.0 1.0

Normalized frequency

Figure 4.11 Ripple group delay type | [ 9]
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Figure 4.11 Ripple group delay type Il [9]
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4.2 Linear Filters of SSNDC

4.2 1) Butterworth Filters:
Butterworth filters, also called maximally flat amplitude response

filters, are commonly used types of linear filters in communication
systems. An n'th order normalized Butterworth filter has 8 magnitude
function given by:

Y
Mol = (4.22)

Power (dB)

Normalized frequency

Figure 4.13 Power spectrum of 2nd order Butterworth filter [ 13]

The magnitude response of a 2nd order Butterworth filter is shown in
figure 4.13. The gain at the center frequency is unity and the 3-(dB) cut-off
frequency is at w=1. The high frequency roll-off of an n'th order Butterworth
filter magnitude square is 20n dB/decade. The poles of Butterworth filters

are located equally spaced on a circle in the s-plane [13]. In the figure 4.14
the poles of a 3rd order Butterworth filter are shown.



33

s-plane

Figure 4.14 Pole locations of a 3rd order Butterworth filter [ 13]

The transfer function of these filters can be obtained by using the

LHP poles; namely for an M'th order Butterworth filter the transfer function

is given as in equation (4.23) where o, and w, define the pole location on

s-plane.The angles of the LHP poles are given by (2i+M-1)r/(2M) where
i=1,2,3,.. M

M
RO I B
H(Jm)-H TR Ty (4.23)
i
4.2 1) Chebychey Filters:

These are IR filters which have ripples in the passband of their
spectrums and show monotonically decreasing behaviour in the transition-
and stopband. The squared magnitude response of a 3rd order Chebychey
filter with 3dB ripple amplitude is given in figure 4.15.

A Chebychey filter is defined by three parameters; the critical

frequency, w.; the order N; and the passband ripple amplitude A ax-The

number of ripples in the passband is equal to the filter order. When A . is

the peak-to-peak passband ripple givén in dB, the ripple parameter £ is
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obtained as:

(A, /10)-1
a:x/ 0 (4.24)

st 7 ' ‘\

-10 4 / \

Power (dB) -15 1

Y
o

Normalized frequency

Figure 4.15 Power spectrum of 3rd order Chebychey filter
with 3dB ripple[13)

The poles of a Chebychev filter lie on an ellipse in s-plane. Refering
to figure 4.16 the ellipse is defined by two circles corresponding to minor
axis and major axis of the ellipse [3]. The radius of the minor axis is aw,
vhere :

a :%[a”“ ~a~ N (4.25)

with :
a=€ 41+ g2 (4.26)

The radius of the major axis is bw, where :

b :%[a"”+a“’”] (4.27)

To Tocate the poles of the Chebychev filter on ellipse we identify N angles
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as in the Butterworth case {2i+N-1)n/{2N) where i=1,2,.N

Figure 4.16 Pole locations of a 2nd order Chebychev filter [ 13]

The poles of a Chebychev filter fall on the ellipse with the ordinate
specified by the points identified on the outer circle and the abscisca
specified by the inner circle. The resulting square magnitude function will
be:

2
[H(je)| - ——1 (4.26)
1+ €7V, (w/w)

where ¥, (x) is the N'th order Chebychev polynomial defined as :

V(%) = cos (N cos'(x)) {(4.29)
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V. INTERFERENCE INTO DIGITAL SIGNALS

The effects of interfering sources on digital communication systems
are of great interest since interference is among the major causes of
performance degradations. Because of the inherent nonlinear nature of
digital systems, there is no formal solution to this problem. The
performance of the digital system depends upon every detail of its design on
environment, interference being only one aspect.

Thus effect of interference cannot be explicitly defined as can be
done {in most instances) for analog systems. For an existing system design

which produces a certain degradation D, {at a given BER) without
interference and a degradation D, with interference, it is fair to say that
D,-D, is degradation that can be attributed to the presence of interference

with the given set of conditions. If many sources of impairment are present,
it becomes more difficult to extract one effect from another. In this case it
is perhaps possible to show & generalized method to obtain numerical
methods. Here we will consider some numerical approaches including exact
and bounding techniques, with their application to coherent phase shift
keying {CPSK) systems.

9.1 General Formulation, CPSK :

An M-ary CPSK system which is subject to intersymbol, interchannel
and cochannel interferences and AWGN can be modelled as in figure 5.1. The
complex envelope of the desired signal at the receiver input is given by
equation (5.1) [14].

e, (=3 plt-kT) exp|J88(t-KT) ] (5.1)

k=-—o¢-
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noise -

. Phase Sample &
el(t)—b Hl(t) + Hl(t) —® Receiver Decision

e2(t)—b Hz(t) Fj

eN(t)—h HN(U

Figure 5.1 Block diagram of linear interference problem [ 14)

where
p(t) :possible amplitude shaping function
8{t) :possible phase pulse shaping function
ay, : k'th symbol phase
For an M-ary system, a, is usually chosen in the set [2an/M] for n=1,2,

..., M. The i'th interfering complex LP-equivalent signal can be represented
by equation
e(t)= R () exp[j[ﬁtf;t gty ]] i=2,3,... N (52

where

R/(t) :envelope of the i'th interfering signal

y{t) :phase of the i'th interfering signal

f,  :the frequency difference of the interfering carrier from the

desired signal

K . phase angle of the i'th interfering signal assumed to be

independent of one another and uniformly distributed on
{0,2n)
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When the interfering signals are digital modulation signals, their form will
be : .
glt)=2 r p(t-kT-1) exp[ j[z’tfit * aikiwi(t-ki-ri- T Pq” (5.3)

k =—o0
1

where
T.

i :symbol duration

T : relative time origin

r. :relative interference level

1

8j; : Possible symbol phases of interfering signals

Each signal is passed through a filter with LP-equivalent transfer

function Hi(f). The receiver is assumed to be an ideal phase receiver that,

once per symbol, samples the instantaneous phase P and decides that

ay=(2nk/M) was sent if:

(2Zk-1m o (ke 1
M P T W

The complex envelope of the input to the phase detector is:

N
e(t)= n.(t) + jn(t) + 3 elt)«h(t) (5.4)
=1

n(t) and n,(t) are the in-phase and quadrature components of the noise.

Suppose the zero'th symbol a; is to be detected. The decision variable will

be :

A
BOE B(tO) = tan ec(to)
where e(t) and e/(t) are the real and imaginary parts of e(t), given as
follows:

e.lto) = S.o* Nt Xeo* Uco
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es(t()) = Sg0* N+ X% Yep

where
s :useful signal
n :noise
% :intersymbol interference
y :interchannel interference
Let

C,(t) = p{t-kT) cos(a,6(t-KT))
S, (t) = p(t-kT) sin{a,6{t-kT))
A(t) = R(t) cos(w,t + y(t) +p)

B,(1) = Ri(t) sin(w,t + y,(t) + )

hit) = h (L) + jh ()
Then :

s{t) = C,(t*h, (1) - S (t)*h, (1) (5.58)
5, (1) = Cy(th*h (1) +5 (1)*h, (1) (5.5b)
#(t) = 2 C (1)*h, (1)-S (1)=h, (1) (5.5¢)

k=0
%s{t) = 3 C (th*h, _(L)+S (t)*h, (1) (S.5d)

k=00 a

N
Ylt) = 2 A(ti+h, (=B (t)h, (1) (5.5e)

N
Y (t) = 3 Alt)=h (t)+B(t)h, (t) (5.5f)

=2
If the interfering signals are digital modulation signaels, equations
{5.5e) and {5.5f) become similar to (5.5c) and (5.5d). Thus, the external
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interference problem becomes formally similar to ISI, making techniques
developed for the latter possible to use for the former.

in order not to bother with the heavy notation of M-ary system, we
#ill deal with binary systems and note that for the M-ary system, the
symbol error probability is bounded to within a factor of 2 by that of the
binary system [15]. For a binary system the error probability, with the noise

being a white Gaussian process of variance o2, is given by equation (5.6 :

pf_%g[q[fr_”‘%_oig_cq)m(f_f_"ggjh)] (5.6)
where
8; .8, 0ivenay=0
S, 1S, given a,=n
Q : cumulative Gaussian distribution function
E - expectation over x4 , Yoo

Thus the computational problem reduces to a conditional expectation
of Q(). The different methods attacking to this problem constitute the
difference in various approaches.

5.2 Numerical Methods For Interference Calculations

The problem can be expressed as to evaluate a term

1=€|a(52)] (5.70)
or equivalently
=052 ) rw) au (5.70)

u represents the probabilistic interference terms and f{u) its pdf. Still
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another equivalent form, using the characteristic function can be obtained,
which is :

0 e .
[ = ’Q_EJ I exp (' % o? v* ) exp [~iv(x-8) | dv dx (5.7¢)

-0k =0

where X and s represent the interference and the useful signal respectively.

5.2.1) Series Methods:

These approaches either start from (5.7a) and are based on a power
series expansion of Q(’) function or start from (5.7c) and consist of
expanding the characteristic function. When the characteristic function
expansion method is used, some fraction of interference power (A) is
assigned to noise power and a reduced interference source is obtained, to
speed up the convergence of the series [16). But no constructive method to

find A is available.

5.2.2) Gaussian Quadrature Rules:

This approach approximates the integral in (5.7b) as:

L S+U.
3w a(—oi) (58)
i=

The set of pairs (w;u) is called & quadrature rule and can be derived from

the first 2L+1 moments of u [15], [17]. The fact that,it has the best
convergence specifications among the methods of this type [17], and it is
easily applicable to many situations, maekes this approach more
advantageous than the other ones. A method to obtain the moments of

interference is presented in appendix A. Appendix B gives the description of
a method to find quadrature rules.
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5.2.3) Direct Averaging Method: -
This approach is based on a per letter evaluation of equation

(5.7b).This requires an explicit representation of pdf of interference. In
general this is practically impossible. In special cases, f{u) is available in

particular when the interfering signals are all angle modulated.

5.3 Bounding Approaches

Because of the numerical compiexity of the "exact” formulation,
bounds vwhich are perhaps less accurate but definitely easier to compute are

proposed. Two of these bounding technigues are given below.

9.3.1) Chernoff Bound:
The point of departure of Chernoff bound is the inequality P,s e

where g{2)=1n E{e*V). A is any positive integer and V is the decision variable.
Although this upper bound is tighter than the worst case bound, its

tightness decreases with increasing interference power (7).

5.2.2) Moment Space Bounds:
These are bounds obtained via an isomorphism theorem, from the

theory of moment spaces. These upper and lower bounds are seen to be
equivalent to upper and lower envelopes of some compact convex body
generated from & set of kernel functions. The proposed method of the

original paper [18] which takes only ISI into account, can be extended to
include other interference effects by evaluating the moments of those
interfering symbols using the technique which is given in appendix A. The
tightness of the obtained bounds and the rapid convergence specifications

make this method an interesting research subject.



43

Y¥i. NONLINEAR CHANRNELS

6.1 Modeling of Nonlinearities in Simulations

Practical communication systems include nonlinear elements. Typical
nonlinear elements are amplifiers. Their nonlinear behaviour becomes
dominant when they are operated so as to extract the maximum power they
are capable of delivering. This is just the case with satellite
communications. The travelling wave tube (TWT) amplifiers at satellite
transponders are operated at their maximum power output operating points.

The nonlinearities can be modelled as in figure 6.1.

xcomp(t) — hicomp(t) —®  IMNL h2comp(t)+ Vcomp(t)

Figure 6.1 Modelling of a nonlinearity with memory [ 19]

The zero memory nonlinear device (ZMNL) is sandwiched between two
narrowband filters Hy(f) and Ho(f). The ZMNL can exhibit two kinds of

nonlinear distortion effects on its input signal:
1) A nonlinear output-input power characteristic {amplitude
modulation to amplitude modulation or AM/AM conversion)}

2) A nonlinear output phase-input power characteristic {amplitude
modulation to phase modulation or AM/PM conversion)

Those effects can be seen, considering the input-output relation of a
ZMNL device. Suppose for the time being that h, . ()= hy . (t)= &(t) where
8(t) is the dirac delta function, then the relation between input and output is
of the system in figure 6.1 can be expressed as in equation (6.1):

Yeomp(t? = 9L ompltID) expl J(Flx o (D)*arg(x o (t)) ] (6.1)
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Let

Keompll) = A exp(je) (6.2)

then equation 6.1 can be rewritten as:

Yeomplt) = 9(A) expl j(f(A)+0) ] (6.3)

In equation (6.3) g(A) represents the AM/AM conversion and f(A) the

AM/PM conversion.
The inphase and quadrature channel representation of this

nonlinearity is shown in figure 6.2 [20].
Z,(A) exp(j8)

—» |-nonlinearity |

Xeompl ) — Yeompl V)

—» 90" —{ 0-nonlinearity |

ZQ(A) exp(j0)

Figure 6.2 1Q-channel representation of norlinearity [ 20]

Referring to figure 6.2 the input-output relation can be written as:

Yeomp(t) = [ 2(A) + jZ,(A) ] exp(jp) (6.4)

The relation of Z,(A) and Z,(A) with g(A) and f(A) are found to be:

gAY = [ Z74A) + 220 (6.5)
[z,
f{A) = tan '27(5 (6.6)

when hy..(t) and hy, (1) have colored Fourier spectrum the

nonlinearity will attain memory. We used Butterworth filters for h, . (t)
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and hyo(t) in our simulation program. Usually hy.. () has smaller

bandwidth than hy . (t).

6.2 Honlinearity Models
6.2.1) Bandpass Limiters:
The bandpass limiters introduce AM/AM conversion effects and have

the input output characteristics shown in figure 6.3 [20].

é A > vin

Figure 6.3 Limiter characteristics [ 20]

€, in the figure is the clipping point. When £=0 all of the amplitude

information in the input signal is lost. Then the limiter is called to be the
hard limiter. If a predetection bandpass limiter is introduced preceding the
detection filter which is otherwise matched to the received signal, the
performance of the digital signal will decrease. Such a situation could arise
in a communication satellite link where the limiting takes place in a

repeater that detects the signal before transmitting it.
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6.2.2) TWT Amplifiers

The high frequency, large output TWT amplifiers, used in satellite
communications, exhibit both AM/AM and AM/PM conversion effects. The
single carrier AM/AM and AM/PM conversion effects of an INTELSAT IV TWT,
which is also the TWT nonlinearity model of SSNDC, are shown in figures 6.4
and 6.5. For low input levels the output power is essentially a linear
function of the input power. As the input power increases, the output power
increases nonlinearly until a point is reached where any additional input
level increase results in a decreassing output power. This point is called the
saturation point. The operation point of a TWT is given as the input or output
power relative to saturation or back-off. One definition of saturation is that
11 dB decrease in input power will result in 7 dB decrease in output power.

To maximize the available power out of a TWT, it is operated near

saturation.

5

)

A e

5] P

g s /

v

-3

8-10
Ve

-15 - . . . -
-20 -15 -10 -5 0

input power (dB)

Figure 6.4 AM/AM characteristics of INTELSAT-1IY TWT amplifier[21]
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Figure 6.5 AM/PM characteristics of INTELSAT-1Y TWT amplifier [21]

To simulate a TWT nonlinearity, samples of the quadrature curves are
stored and used for specific input power, the outputs are obtained by
interpolation.

Alternatively, approximations to these quadrature curves can be used
on a "best fit" basis. For the INTELSAT IV TWT (Hughes Corp. 261H tube)
these two envelope nonlinearities are given by a least square fit.

-C A7 >
Z(A)=C Ae 210( C,A%) (6.7)
-S,A
- 2 2
Zg(A)=8,Ae ° 1 (5,A") (6.8)

where

lp - modified Bessel function of zero'th order
Iy : modified Bessel function of first order
C,=1.61245

§,=1.71850

€,=0.53557
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5,=0.242218
Polynomial approximations could be wused as well but more

coefficients are required.
6.3 VYolterra Series Representation of Nonlinearities

For nonlinearities that have memory, the Volterra series approach is
appealing due to its generality and its clear relationship to a linear system
impulse response. A VYolterra series is a Taylor series with memory
described by [19]:

V() =r§]~anm (6.9)
=

Here the system is assumed to have no constent {(d.c.) response. Each

term of order n is described by an n-fold convolution as:

o 0

Yo =] [ T T TORT) . x(-T ) dT L dT

=00 ~0d

(6.10)

n

The first order term is the usual linear system response. An
immediate problem with Yoiterra series is the justification of truncating

the series at some order. The other problem is the complexity of finding the
Yolterra kernels denoted by hy(Tq, To, .. . Ty} in equation (6.10). These
problems make a Volterra series model impractical for all but a very few
applications in which the complexity and cost can be justified.

As an application of the Yolterra model, consider the simplified block
diagram of a digital satellite link with complex lowpass representation,

shown in figure 6.6 [22] where (a,) is the sequence of discrete

independently identically distributed generally complex random variables.
%(t) is the modulated signat:
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x(t) = X a, 8(t-nT) (6.11)
n

s{t) is the overall impulse response of the linear filters preceding the
nonlinearity. c(.) is a ZMNL device with:

c(.) = g{.) exp(jf(.)) (6.12)

g(.) and f() are defined as in equation (6.3). u(t) is the impulse

response of the filters following the nonlinearity. ny(t) and no(t) are
generally complex baseband Gaussian processes with zero mean and
variances o,2 and 6,2 {representing uplink and downlink noises respectively).
First we will assume that ny{t) = 0 . Following a few straightforward steps,

the relation between y(t) and x(t) can be expressed as in equation (6.13) (a
complete description is given in [22] and [23] ).

oo m+1 2m+1

Y(t)=§ /.. J7m+| T ome ) TIXCET)) H"*(H)‘” SLIPY

m=0 -co -oo =1 I=m+2

(6.13)
Assume that the ZMNL can be represented by a Taylor series
expansion:

zo \{2m+ | (6. 14)
(a,) x(t) 2(t) w(t) y(t) r(t) APLING
SOURCE || MODULATOR H s(t) b(?* ol.) —&t u(t) "@" & DECISION

Figure 6.6 Equivalent block diagram of a digital satellite link [22]
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Only odd terms are present in equation (6.14) due to the bandpass
nature of the nonlinearities. Using (6.14) the output of ZMNL can be

represented as:

W=, vy 2™ 02" (6.15)
m=
Since:
2(t) = ]q(T)x(t -T)dT (6.16)
and: |
y{t) =] u(T)w(t-T)dr (6.17)

After some straight forward steps, the following expression is

obtained:
o0 Iy 3 m+l 2m+1
=3y Jj BIEUS TN )
m=0 I s=m+2
m+ ] 2+ 1
H x(t-T. ) ﬂ x*(t- T dT dT dT (6.18)
i=1 V= m+2 em+1

Comparing (6.16) with (6.13) one gets the low pass equivalent

kernels: -
m+ 1 2m+l
My tT e Ty )=V Ju(T)H @D 1] s
(6.19)
The received signal r{t) is given by:
r{t)=y(t)+n,{t) (6.20)

Let y{t) be sampled at time t=t, and defining:

Hame 10090 - o Mamend = Do 1 =M Toympons - - o Y Moms 1 Toymua?  (6.21)
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Ny = nylt,) (6.22)

R=rity) (6.23)
Remembering that x(t) is given in equation (6.11) one can write R as

follows:

fe al oD o0
— . ) ¥ *
R"Z z Z=_m dn]"'dnm+]dnm+2"'aan”H?nwl(nl’“' ’n2n+l)+N2

(6.24)
The decision device operates on samples of the in-phase and
quadrature components of R. From {6.24) we can extract all the terms

containing only the transmitted symbol a, which contributes to form the

useful sample Ry:

(0,0,... .00 (625)

| o om
Ro=Rop*IRoq™ 3 m§0 Bl Home

mp in (6.25) is asuitable number to stop the summation which is
found to be 3 for TWT nonlinearity. Letting P=R-R, equation (6.24) becomes:

R=(Ryp* PptNop) + j (Ryg* Pot Nog) (6.26)

The error probability can be evaluated in a similar manner as in the
case with linear interference problem discussed in chapter 6. The complete
description of this method is given in [23].

For nonlinear digital communication systems which contain one
nonlinear element, the results of this section can be utilized to obtain

symbol error probability curves in a shorter time compared to a simulation.
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¥11. TECHNIQUES OF BER ESTIMATION

The definition of digital links performance commonly used is the bit
error rate (BER), or the bit error probability. To arrive at an estimate of BER
basically two different approaches exist. The first one, which we might
refer as analytical, is strictly based upon manipulation of equations. It is
still computer-aided, however as closed-form solutions are not available.
The advantage of these approaches is their speed and their disadvantage is
the analytical intractability when the system under examination gets more
complex. Even for the nonlinear systems analytical methods exist, [22], [23]
but they seem to be limited with very particular cases.

The second class of approches are simulation-based which may be
further divided into the following groups [24]:

a) Monte Carlo (M.C.) simulation

b) modified M.C. simulation also referred to as importance sampling

c) extreme value theory (classical and generalized)

d) tail extrapolation

e) hybrid simulation/analysis {quasi-analytical)

Before discussing these methods, it is useful to mention the decision
process shortly. The decision process can be described in terms of the
probability density functions {pdf), f(Q) and f,{(Q), of the input voltage at
the sampling instant, given that a “zero” or a “one” is sent respectively.

These densities are sketched in figure 7.1.
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Figure 7.1. Hypothetical probability density functions [ 24]

For a simple threshold-sensing decision device an error will occur
when & “zero” is sent and the voltage at the input of the decision device

exceeds threshhold voltage, ¥ or a "one” is sent and disturbances cause the

voltage to drop below V. These probabilities are given as follows:

Y

.

Prob [errorfone] = P, ='J f ](v) dv=F l( VT) (7.1a)

Prob lerror/zero] = Py =VJ f O(v} dv = 1- FO(VT) {(7.1b)
T

The average probability is then

P=Problone] p, +Problzero] p,
The functions F {) and F,() are evidently the cumulative distribution

functions (CDF). Generally one may make assumptions or deel directly with
the CDF or pdf depending upon the estimation technique. In either case, it is
only a small region of these functions, namely "the tails®, that we are
interested in.

The M.C. method makes no a priori assumptions and in that sense, it is
the most general of the techniques. It supplies and empirical determination

of distribution functions evaluated at a single point. Because it is the most
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general, it is the computationally most costly of these methods. This cost is
related to the number of observations for a reliable estimate of BER that we
are interested in.

Some of the techniques listed before are applicable to the simulation,
while others are limited to monitoring cases. A basic distinction between
these two cases is that monitoring implies lack of knowledge of the actual
transmitted sequence while reverse is true for simulation. Hence, methods ¢
and d are applicable to monitoring. The MC method, of course emulates the
conventional laboratory BER measurement method, using a known
transmitted sequence. It is not suitable for monitoring unless, the
operational environment provides for periodic sequences. Methods b and e
are not suitable for a physical counterpart.

Since we are primarily concerned with simulation, we will discuss
the methods 8, b, and e.

7.1 Monte Carlo Method

Let us assume that a “zero” is sent, so that 1 b) applies. Then:

Py L (¥} (v} dv (7.2)

Where
\ 24

h,.{v) ! T
ot = 0wy

A natural estimator p, is the sample mean

-1
ﬂO'Ni

ho(v.) (7.3)

N
1
=1



35

If N bits are processed through the system, out of which n are
observed to be in error, a simple unbiased estimator of the BER is the
sample mean

n
b=y | (7.4)

In the limit when N = e , p will tend to true value p. For finite N, we
quantify the reliability of the estimator in terms of confidence intervals.

Two numbers h, and h, are searched, functions of p, such that for given high

error probability, h, < p < h, and the confidence interval h,~h, be as small as

possible. The confi'dence level, 1~ is defined through the relation
Problh,¢pelz=1-a (7.5)

The confidence levels for M.C. methods are shown in figure 7.2.

107®D

107k 905 952 99%

v

10"

T LI S R T T T T LR B I B
k 1°k+1 1oler2
N - TOTAL NUMBER OF BITS OBSERVED

[~

mk*a

Figure 7.2 Confidence bands on BER when observed value fs 10~K
(Monte Carlo technique) [24]
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7.2 Importance Sampling

The important events, namely errors are caused very rarely by the
underlying noise processes. The simulation efficiency could be enhanced if
errors could be made artificially to occur more often in an invertible way,
such that the true BER could be obtained from the inflated one. This is the
idea behind importance sampling. Let us modify the equation (7.2) as follows
[13], [24]

olog@],
DOZ.CL oY W fo(v) dv (7.6)

fo* is another probability density function of the same type with
fo{0), but with a higher variance. Denoting the term within brackets as

ho ™ (v), the new estimator is given by:
R
Bo =% 2, Molv) (7.7)

7.3 Hybrid Simulation/Analysis

In this method the thermal noise is omitted and simulation is used
only to obtain the statistics of all other sources of distortion and
interference, The effect of thermal noise is then added analytically and the
average error rate is calculated.

When the demodulation and detection process is nonlinear, direct
simulation (Monte Carlo Method) is the only choice. Such cases include

envelope detection of FSK signals. However with coherent phase shift keying
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(CPSK) systems the hybrid simulation/analysis, also referred to as
quasi-analytic method is applicable [25], [26].

The distinction between these two approaches is shown in figure 7.3

(25].

SIGNAL POWER 4 (MOOULATED )

_,e/

=,

NO‘S‘ |_A~ow1_9m

SYMBOL DURATDN

FD d : T GHANNEL
I E “Q~ CHANNEL
SAMPLE ¥

ouTPUT
(0) PURE (ERROR COUNTING) SIMULATION

Ng WATTS/Ms
NONLINEAR DEMODULA'I’DN

DEAL PHASE
REFERENCE

SIGNAL POWER C {(MODULATED)

SAMPLE . SYMBOL DURATION
LINEAR DEMOBULATION %) (N0 BCSE) Tg
__PROCESS X .
e a= * CHANNEL

® l . 3 ouTPUT
et
g

umw;grg 0 e -

IDEAL PHASE
REFERENCE

(b} HYBRID SIMULATION/ANALYSIS

Q" CHANNEL
ouTPUT

LSAMPLE ¥, (NO NOSE)

TRANSMITTED A,
SYMBOLS 8
(SAVED) l

A
HARD | A1
g ERROR
ISIONS ERROR  |—e
}3,__ DETECTION COUNT
NOBGE FREE SCATTER DIAGRAM
X% 4
)
P o= o o | - - (]
% # ANALYTICAL
: \ NOSE
1 ' x % —w ADDTION -
= 4 CALCULATION -+ P
™ Y v, OF AVERAGE
' ' t —> "~ gRROR
' ! PROBABIITY
o 4
 — #

SCATTER CAUSED 8Y,

INTERSYMBOL INTERFERENC

ADJACENT CHANNEL mméamce
COLHANNEL INTERFERENCE

Figure 7.3 Pure Monte Carlo and quasi-analytic simulations [24]

The upper and lower models illustrate direct simulation and

quasi-analytical-methods, respectively. With quasi-analytical methods the

average P, is calculated as:

N

{
P(E) = T Z P(EIX, ¥

1=1

where N is the number of symbols in the simulation run and P(EIX),,)

(7.8)

is the error probability given a particular value of decision metric ( X1,Yy) on

the 1'th symbol.
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Referring to the GPSK model shown in the lower part of figure 7.3, the
samples (¥y,Y)) are plotted as a noise free scatter diagram. For a perfect
channel, exhibiting no interference and other distortions, the points should

lie on top of each other. Such a diagram should give ideal (theoretical)

performance. For a single scatter point the conditional probability of bit
error is given as:

(7.9)

where:

N, :noise density at the input to the receiver
E, :energy per QPSK symbol (E,=2E,)
ByT, : product of receive modem noise bandwidth and the symbol

duration

P is the mean square value of detected samples given by:

N
P= 'rli > (Xf+ ?;2) (7.10)
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Yill. SOFTWARE SSNDC

8.1 Linear System Simulations

The software SSNDC is capable of performing linear transmission
system simulations in a few seconds, relying on the hybrid
simulation/analysis method discussed in chapter 6. Figure 8.1 shows the

possible blocks in a linear system simulation.

PRBS Linear
Generator [P Modulator ’4 Filter

v

Linear
Distortion

AWGN

Linear

Filter Decision

Butterworth
Filter

Figure 8.1 Linear transmission system of SSNDC

when the linear transmission system is being configured, the user is
let to choose for each module from the available set of model library.
First the length of the symbol sequence and number of samples per &
symbol is entered.
The available modulation types are:
a) BPSK
b) GPSK
c) OK-QPSK
d) MSK
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The modulators are subject to the following realization
imperfections:
ajamplitude imbalance
b)phase imbalance
The available linear transmitter (TX)-filters are:
a) Phase equalized Butterworth
b) Butterworth
c) Chebychev
These filters are reentrant. The linear TX-filter module in figure 8.1 (the
linear filter succeeding the modulator) can be configured by a cascade
combination of these filters. A cascade combination of two filters of the
same type is also possible.
The available linear distortion models are:
a) Linear amplitude distortion
b) Parabolic amplitude distortion
c) Ripple amplitude distgrtion type |
d) Ripple amplitude distortion type i
e) Linear group delay
f) Parabolic group delay
g) Ripple group delay type |
h) Ripple group delay type i
The linear distortion module in figure 8.1 can be configured from a cascade
combination of these filters, each one of them being included only
once,since they are not reentrant.
The possible linear receiver {RX)-filters are same as linear
TX-filters and the linear RX-filter module in figure 8.1 can be also
configured by & cascade combination of these filters . The only difference

is, that the noise power after passing this filter must be calculeted.



61

There are four different demodulators matched to the signals at the
corresponding modulator outputs. These demodulators are subject to the
following realization imperfections:

a)static phase error
bjsampling time error
For BPSK systems a Butterworth detection filter can be utilized

instead of matched filter.

8.2 Nonlinear System Simulations

The model for nonlinear system simulations by SSNDC is shown in
figure 8.2.

PRBS Linear
Generator [P Modulator v Filter

v

1 ZMNL

v

Lnear »c?*[oemoamawu Decision

"

Figure 8.2 Nonlinear transmission system of SSNDC

Until the AWGN n, is added to the ‘signal, this model follows the same
steps as in the linear case. n, is generated by the Gaussnoise generating
routine. Without changing the symbol sequence the simulation is repeated
until the confidence level attains a satisfactory value.

The linear filters before and after ZMNL are chosen from the set in

the linear system simulation. The possible ZMNL devices are:
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a) Hard Limiter
b) Clipper
c) TWT

These nonlinear devices are generated according to the principles which are

presented in chapter 6. The demodulators are matched to the corresponding
modulator outputs.

8.3 System Configurator of SSNDC

The flow diagram of a system congiguration session with SSNDC is

given in the following figures.

ENTER NUMBER OF SYMBOLS IN SIMULATION

v

ENTER NUMBER OF SAMPLES PER A SYMBOL

v

CHOOSE THE TYPE OF THE MODULATION

ANY
IMPERFECTIONS
IN MODEMS

CHOOSE IMPERFECTION

Figure 8.3 a) First part of system configuration session with SSNDC
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INCREMENT FOR SNR

v

S

ANY
TRANSMITTER
FILTER

.

Y
CHOOSE FILTER |[«g—

oThER
\\v/

CHOOSE FILTER

CHOOSE FILTER |e4— RECEIVER

) \ FILTER

om;{R b
S
< BPSK\/N >
\§YSTE.I‘:| -
AN
y

~FIATCHED
N \/ FILTER ™~

~DETECTION y

11

CHOOSE FILTER

Figure 8.3 b) Second part of system configuration session with SSNDC ( linear system)
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Figure 8.3 ¢) Second part ot system contiguration session with SSNDC (nonlinear system)
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I1X. RESULTS OBTAINED BY SSNDC

9.1 General

The results we have obtained by our simulation program, are in
general similar to the ones given in [S] and [4]. For phase imbalances in BPSK
and QPSK our results given in figures 9.1 and 9.4 are just the same as their
counterparts in [4]. For amplitude imbalances we have found a different
expression for degradation and our result matches to this expression given
in equation (3.8). The effect of these two realization imperfections are
found to be additive which can be justified, examining figure 9.3. The effect
of amplitude imbalance in BPSK and QPSK are given in figures 9.2 and 9.5
respectively.

For linear delay distortions, the crosstalk introduced between the
inphase and quadrature channels caused larger degradation in QPSK than in
BPSK as discussed in chapter 4. , which is shown in figure 9.6. For quadratic
delay distortions in BPSK and QPSK same amount of degradation is observed.
But, introduction of a 0.1 dB ripple 3rd order Chebychev filter worsened the
situation (figure 9.7}, in contradiction to the results of [S] given in figure
4.2.

The effect of parabolic amplitude distortion in BPSK and QPSK are
shown in figure 9.8.

The degradation caused by 0.1 dB ripple Sth order Chebychev filter is
shown in figure 9.10. Our result shows a great amount of degradation. A
relatively smaller degradation is observed when the signalling rate equals
to the critical frequency of the filter (i.e. BT=1). This was not a surprise
considering the increased matching between the signals and the filters

frequency responses.
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For imperfect demodulator structures, figures 9.9 and 9.11 are
obtained which show the degradations due to demodulator static phase error
and delayed sampling times for various modulation schemes. Our resuits are
similar to the theoretical results. Observe that, in figure 9.9 for
demodulator static phase error of 45 degrees (50 per cent), 3 dB degradation
is resulted in agreement with the expression in equation (3.20). Figure 9.12
vhich shows the effect of sampling time error, is also in close agreement
vwith the corresponding curves in figure 3.5 although only small sampling
time shifts are considered in the Tater one.

Detection of BPSK with 2nd order Butterworth filters is considered in
figure 9.11. Our result was quite similar to the results formerly obtained in
[S] given in figure 3.6.

For nonlinear system simulations the OK-OPSK signals performance
vwith TWT amplifier nonlinesrity sendwiched between two Butterworth
filters are considered. The probability of bit error curves for different
values of uplink SNR are given in figure 9.13. For increased values of
downlink SNR, the dominance of uplink AWGN and the resulting bottoming
effect is observed. For TWT amplifier at saturation and with removed
nonlinearity the systems performance did not change practically although

with increased backoff the performance decreases.
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9.2 Figures
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Figure 9.2 Degradation due to amplitude imbalance in BPSK
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Figure 9.5 Degradation due to amplitude imbalance in QPSK
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X. CONCLUSION

In this thesis various channel models for digital communication
systems are analized and in order to investigate the performance of digital
communication systems under influence of such disturbing sources, a
simulation software package called’ SSNDC-Semianalytic Simulator of
Nonlinear Digital Channels- is implemented on Microvax !l under V¥MS
operating system, using standard FORTRAN.

Various CPSK {Coherent Phase Shift Keying) modulation types can be
simulated by SSNDC. To shorted the CPU time, all of the bandpass signals
and filters are generated as complex lowpass equivalents of their bandpass
counterparts. Further the effect of AWGN (additive white Gaussian noise) is
included analytically which makes a simulation with a short information
sequence possible for evaluation of symbol error probability curves under
influence of several disturbing sources.

The modulators and demodulators of SSNDC are subject to realization
imperfections which are considered in chapter 3. Both linear and nonlinear
channels can be simulated. Linear channel models of SSHDC include several
possible linear distortion filters which introduce amplitude and phase
distortions into the system and some commonly used linear filters, such as
Butterworth and Chebychev filters. Nonlinear channel models of SSNDC are
ZMNL {zero memory nonlinear) devices, introducing one or both of the
possible nonlinear distortions which are AM/AM and AM/PM conversions.
Linear and nonlinear filtering operations are performed in frequency and
time domains respectively.

Relying on the gquasi-analytic simulation method, SSNDC can be used
to obtain probability of error curves for CPSK systems operating over linear
or nonlinear channels in a few seconds.
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10.1 Suggestions for Future Work

The progress in integrated circuit design and computer manufacturing
technology made it possible, to implement simulation programs which
required a large amount of CPU time formerly, on personel computers and to
get results at reasonable time periods. The availability and economical
convenience of personel computers make using them very desirable. Also
USing a medium level computer language like * C ° the speed and portability
of the simulation software may be increased.

In this thesis the Volterra series representation of nonlinearities is
presented. Using this representation analytical solutions to limited amount
of nonlinear systems can be obtained.

wWe have utilized quasi-analitical simulation technique to get the
simulation results in a short time. Another possible technique to achieve
this, is importance sampling which is also an active research field.

The moment space bounding technique, mentioned in chapter 5, is
another interesting subject. When the interchannel interference effects are
reduced to the same level as intersymbol interference effects, by the
method described in appendix A, the performance of digital communication
systems under the influence of all possible interferences can be calculated.
The bounds obtained by this method are very tight and their convergence is
rapid.

In this thesis linear and nonlinear channels in AWGN environment are
considered. Other channel models which are to be implemented, are
stochastic channels such as troposcatter channels and noise sources with
other disributions such as impulsive noise and noise with a Ricean density

function.
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Currently not implemented linear filters should also be included in
the model library according to the requirements.

Other features of a digital c'ommunications simulation package
include various source and channel encoding capabilities and other

modulation scemes [11], [26].
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APPENDIX A

Obtaining The Moments Of Interference

Let us rank from 1 to M, the M statistically independent interfering

sampies that are significantly different from zero, so that the interference

% is given by [28]
M
X=X (A1)
h=1
let us define the partial sum
n
¥, = > Kh (A2)
h=1
note that
The j'th moment of X is given as
' J
x| =k [vn] (44)
because of the statistical independence of the interference terms
j j
E [vﬂll] =E [[v; xw]} (AS5)
o1 e[ e
=h=zo n | ELRE[ Xy (A6)
often X, are even random variables, in this case
Elx?]=0 j20 (A7)
a4 12] 2j-2h
2j 2h )
E = E [ L J E [X ] AB
{X J h%{zhj, " " (A8

Let X, be & function of ¢; and B,, where «; and B, are also random variables.
The samples X, are not in general independent due to the same «; and B, , but

they become statistically independent for constant values of a; and ;. So,

the above procedure can be used in the computation of the conditional
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moments
) y .l
E % (A9)
{hgl h] | @B

which results in the equation
i

]

h=1

Evaluating the double integral in equation (A 10), the moments of X can

be calculated.
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APPENDIX B
Obtaining The Quadrature Rules From The Moments

Let
b
[t 0l%) dt = 3 0 f(x) (B1)
a i=1

the k'th moment of x is given as [29]:

b
pE = [ 5 wlx) dx k=0,1,.......2N (B2)
a

are known.
Then the Gram matrix M of the moments is formed [23], [29], [30], whose
entries are given as (M) = p*
i,j=0,1, ... N{B3)
The Cholesky decomposition is performed on M, such that
M=R'R (B4)

where R is a upper triangular matrix with positive entries found as
1

r |

i—
i-1
mij-k=l Mi T
My . i<j (B6)
Using the entries of matrix R, new variables are obtained, given as
r.. o
By i _
Olj S j=1,2,...,N
§sd L1 ®7)
i j=1,2,....N-1
Bj ‘_T— J" dhopereny

]
withryo=1and ry ,=0.
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The sets of {«; } and { B, } are used to form the tridiagonal matrix [J] which

is defined as

@ B, ]
B1 0:2 ’ O
1= o (88)
0 v By
- B O _

The relation in equation (A10) is true for any set of orthogonal polynomials
N
i)

=1

p0=(0¥0)p 0-cp 00 12N (69)

where p_,(x)=0 and p,{x)=1.Then in matrix notation:

xp(x) = [J1(x) + (1/8 ) p, (%) & (B10)
where ey =[0,0,..,1]7 .1t is easily seen that

J 1
3 (B11)

The quadrature rule {coi , & }M,N are obtained from the eigenvalues and

eigenvectors of [J]. If
(B12)

then

2 B13
Z, (813)



APPENDIX C

Program Listing of SSNDC

Main Program

System Configurator

Nonlinear System Simulator
Gaussnoisegenerator

Linear System Simulator

Phase Compensator

TWT Amplifier

Modified Bessel Function Of 0'th Order
Modified Bessel Function Of 1'st Order
Colored Noise Power Calculator
Sampling Time Shifter

Equalized Butterwaorth Filter
Butterworth Filter

Chebychev Filter

Hard Limiter

Clipper

Constants

Initialize

Maximum Length Complete Sequence Generator
BPSK Modulator

BPSK Demodulator

QPSK Modulator

OPSK Demodulator

OK-QPSK Modulator

83

B84

92

96

97

100
101
102
103
104
105
106
107
108
109
110
111
112
113
114
115
117
118
120

81



OK-QPSK Demodulator

MSK Modulator

MSK Demodulator

Fast Fourier Transformer

Linear Amplitude Distortion
Parabolic Amplitude Distortion
Ripple Amplitude Distortion Type |
Ripple Amplitude Distortion Type |l
Linear Group Delay

Parabolic Group Delay

Rippie Group Delay Type |

Ripple Group Delay Type |

PRBS Generator

Complementary Error Function
Time Begin

Time End

page
121
123
124
126
128
129
130
131
132
133
134
135
136
139
140
140
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2

SROGRAM SSHDC

COMMON fC1ES HODTYPE

COMPON CBRF ISYSTENTYPE
OPENCUNIT=1,FILE="RESULT.DAT" , STATUS="UMKHOUN " >
OPEHCUNIT=2,FILE="PLOT .DAT ", STATUS="UNKNOWH" >
CALL CONST

CALL SYSTEM_LONF IGURRTOR

CALL iNITIALIZE

PRINT®, CHARCZT Y/ /' 124°

IFCHODTYPE . EQ. 115THEN

WRITECT, *3° BPSK S1MULATION’

WRITECE, *3° EPSK SIMULATION®
ELSE IFCHODTYPE.EQ. 12)0THEN

HRITE(Y, #) aPSK SIMULATION®

HRITELE, *)° 0PSK S{MULATION®
ELSE iFCHODTYPE.EQ. 130THEN

HRITECT, #)3° OKE-0OPSK SIHMULATION®

WRITELG,#3° OK-0PSK SIMULATION®
ELSE (FCHMODTYFE.EQ. 14 0THEN

URITEC %)* ME¥ SIMULATION'

WRITECG, #3° MSK SIMULATION®
ENOIF

1FuESYSTEMTYPE EQ. 13CALL LINERR_SYSTEM_S IMULATOR
IR ISYSTEMTYPE EQ. 20CALL MONL INERR_SYSTEM_ S IMULATOR
D
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ZUBROUT {ME 2VSTEM_CONHF [ GURATOR
C this subroutine inputs the parameters from the keyboard

CHARRCTER*1 CH
CHARARCTER*Z CHA

iNTEGER INPUTDRTACS09E )
COMPLEY. SIGHALS 16384 &
COMPLEX GRUSEMOISEC1G6384
JMTEGER OUTPUTDRTAC4095
IHTEGER*4 RBAMDOMHUMBERCZ Y
CHARARCTER* 1 PLOTCONTROL
CHARACTER* 1 AWGHEEFORE
IMTEGER REGISTER{24)
CHAPACTER* 1 ERRORTYPE
DIMENMS{ON TRRMSFERFUMCC 16384 »
COMPLEY. FFTOUT( 16384 3
COMPLEX HOMSEC 16324 )

FEAL COLOREDMOISE3(128)
DIMENSION LFILTERDRDERC 102
OIMENSION CRITICALFREQCI0D
DIMENSIOH LFILTERNUNBERC 103
DHENSION HLF 1L TERNUMBERC 10D
OIHENSION PASSBANDRIPPLECIO)

COMMON /217 PLLPIZ

COMMON #C27 INPUTDATA
COMroN 2037 HUMSEHN

COMMON fC47 MBITS

COMON /G774 SIGHAL

COMMON  /C9/ GAUSSNOISE
COMMOM 010/ PANDOMMUMBER
CaMign JC11/ MODTYPE
coMAon 12 OUTRPUTORTA
COMMON 147 REGISTER
COMHOH /G157 NREG

COMMoN  fC16¢ DELTASNR
fornon /1797 HERROR
CoMhoN /C18/ ERRORRATIO
COMMON /0197 ERRORTYPE
COPMON  /C207 SARINT
COnMaN /0217 BITLENGTH
COMMON 0227 SAMFREQ
COMMON /C24/ TRANSFERFUNC
COMMON /G287 FFTOUT
COMMON AC30/ PLOTCOMTROL
COMMON /C33/ PHRSEOFFSET
COMMDN  /C34/ AMPLITUDEOFFSET
CoMMoN /C35/ LFILTERNUHBER
CoMioN 036/ CRITICALFRED
CORMON #0277 LFILTERORDER
COMMON /C38/7 ALIN

COMMON  /C39/ RPAR .
COoMMON /C40/ ARS,HMSRIP
CorMON /C41/ ARC,HCRIP
COMMON 042/ GLIN

COMMON AC43F GPAR

COMMON  /C44/ GRS, NGSRIP
COMHON /C45/ GRC,HGCRIP
CoMMod /CS1/ PRSSBANDRIFFLE
COMMON /0357 S1GHALPOUER
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COMMON /0567 NLFILTERNUMBER
COnMon  #CS7/ DEMOD_PHASEERPROR
COMMON /0S84 HOLSE

cotMan JCe0s LSHIFT

COMMoN 7061/ COLOREDNOISES
COMMON  fCB2/ COLOREDNCISEPOMER
COMMON /CE3/ |DETECT IONTVYPE
COMMON /C64/ EOUIVNOITSEBANDH
COMMON /0557 BACKOFF

COnnoN /06867 1SYSTEMTYPE
COMMON /C67/ AUGNBEFORE
COMMoM L7957 UPSHR

COMMOH £C706¢ ISHRINITIAL
COMMON #0774 1 SHREND

COMMON /C787 ISHR

FRINT®,CHRARCZ? )7/ 124"
PﬁiﬂT$.'ﬂ###3#3##########ﬁ##t#tt#a#######88####8#8##&###8###3##‘
FRINT*, * ENTER NUMEER OF SYMBOLS GEMERATED (power of 2)7'
PL T h
ééfé¥;.‘#nuaaa:#aaasa#a#sua#au#azats:nauut#xsaa##aautata#u####8'
PRINT*

READCS, * MEBITS

PRINT®, CHRRC2? 0/ 77 124°

FRINT#, ' sRusssesssnsansous SRERGHEES RSB EERE BB BRBBRERBGE "
FRINT*, * ENTEFR NUMBER OF SAMPLES/SYMBOL (power of 2)7°
FRINT*

PﬁjﬂT&l‘###ﬂ&###8#####8##8#8#8###&##83#8&#3#8###8#####88#8#3#8#‘

PRINT*

RERD{S, # 3NUHSHN

BITLENGTH=1.

SAMFREG=BERL (HUMSAM 3
SAHIHT=B | TLENGTH /REAL {NUMGAM >

PRINT®, CHARC275/7° 124°

PR[HT*!'# #uiigsEt st BHEHER B EBB BRGNS
PRINT#*,* CHOOSE THE TYPE OF THE MODULATION °

PRINT#

PRINT®," 11 ... .. BPSK*

PRINT®, * 12 ... .. OPSK”

PRINT®, " 13 ... .. DK~OPSK*

PRINTH,* 14 ... .. M3K"

PR(HT*"8####ﬁ##ﬂ##################8#####8###@#######‘
PRINT*
READCS, #* SHOOTYPE

PRINT* CHAR(Z? 327 124"

PRINTH  S33asiias it sttt aa st s nnnes # #4 HRBRBBBUES
PRINT*," CHOUOSE THE SYSTEHWH TYPE

PRINT#

PRINT*," 1 ..., LINEAR®

FRINT®, 2 ... NONL | NERR '

PRINT®  SSS# et sttt St S IR R A S S S B E R B HH SR RS UU BB BB A URL VAR *
FRINT*

READLS, *) |SYSTENTYPE

PRINT®, CHARC27 3/, 12J°
PHIHT*"##8###3#“#3#############ﬁ########%###8#88############'
PRINT*

FRINT#, " ENTER THE FOLLOWING UALUES FOR °
IFCISYSTEMNTYPE .EQ. 2 3THEN



(W]
[
[l

[}
=

PRINT®,® DOUNL [HK HOISE in (dB)’
ELZE

PRINT*,® AUGH in <dB)’
ENDIF

FR]HT*}'#####8##3##833##8#8#################380#8###8#88888#8'
MRITECE, %" INITIAL SNR = 2*

READCS, ¥ ISHRINITIAL

WRITECH, *3 ' FINAL SNR = ?°

RERD(S, * ) SNREND

WRITE{B,*)"SHR STEP = '

RERDCS, * ) ISHR

IFCHODTYPE . GE. 11.AND . MODTYPE . LE. 14 YTHEN
PRINT®,CHAR(Z7 /¢ (2J"
PR[HT*"ﬂ###3##3838#8&3#38#8#8#88#83##3&####83&&##3#38&888#&#'
PRINT*, " ANY REALIZATION |MPERFECTIONS IN MODEMS (Y/M) 2
PRINT*, * :
PH[HT*:'#ﬁ##3########ﬁ##############83###8##8%##ﬁ#ﬂ#########ﬁ‘
RERDCS, 1103CH ‘
IFCCH.EQ. "% YTHEN
PRINT*, *ENTER YOUR CHOICE'
PRINT#
PRINT®, " 1..... PHASE UMBALANCE"
PRINT#, 2..... AMPL I TUDE UNBALANCE'
PRINT*, " 3..... DEMODULATOR PHASE ERROR
PRINT®,” 4... .. SAMPLING TIME ERROR’
READCS, 110)CH
IFCCH.EQ. * 1" JTHEN
PRINT#, ‘ENTER NORMAL|ZED PHASE UNBALANCE'
PRINT*,*  MINIMUM = 0.0°
PRINT®, *  MAXIMUM = 1.0°
RERDCS, * YPHASEOFFSET
{F{PHASEOFFSET.LT.0. .OR.PHASEOFFSET .GT. 1. 360TO 510
ELSE IFCCH.EQ. *2° YTHEN
PRINT#*, *ENTER NORMAL|ZED AMPLITUDE LINBALANCE
PRINT#,* MINIMUM = 0.0°
FRINT*," MAXIMUM = 1.0°
READCS, * YAMPL | TUDEOFFSET
IF¢AMPL | TUDEDFFSET.LT. 0. .OR. AMPL 1 TUDECFFSET .GT. 1. )

$G0TO 520

ELEE {F{CH.EQ. 3" YTHEH
PRINT#, 'ENTER MORMALIZED DEMODULATOR PHASE ERROR’
PRINT®*, " HIMiMUN = 0.0°
PRINT*,*  HAXIMUM = 1.0°
READ(S, * DENOD_PHASEERROR
1F<DEMOD_PHASEERROR.LT.O. .OR . DEMOD_PHASEERROR.GT. 1.)

16070 525

ELSE IF(CH.EQ. ‘4" YTHEN
PRINT#*, 'ENTER SAMFLING TIME ERROR IM NUMBER OF SAMPLES'
PRINT, " MINIMUM = O
PRINT*,*  MAXIMUM = *, NUMSANM
READCS, % XLSHIFT
IFCLSHIFT.LT.0.0R.LSHIFT.GT. NUMSAN >

$G0TO 527

ELSE
GOTO 500

EMDIF
PRIHT*," PHASE [MBALANCE =, PHASEOFFSET
FRINT®,*  RMPLITUDE [NBALAHCE =* , AMPLI TUDEOFFSET
PRIHT*,* DEMODULATOR PHASE ERROR =',CEMOD_FHASEERROR
FRINT*+, " SAMPLING TIME SHIFT =" ,LSHIFT," SAMPLES®

PRINT*
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560

PRiMT#®, " ANY CHANGE I THESE UALUES <W/H>»
GOTO 502
IFCCH.NE. "H* 60T 501
ENDHIF
PRINT®*, CHAR(27 2/ [20°
EMOIF

{FCISYSTEMTYPE .EQ. 2 JTHEN
PRINT®, CHARC(Z? 37/ [2J°
PRINT#, ' #8884 0 a5 0004 S RS H RN ER B HEUT B URREDRUH BB RULR B U
PHRINT®
PRINT*, ' AWGH BEFORE THE WOMLIMEARITY (YO ?7°
PRINT#, S8t uts e s s s s 504 SRR ERBHRRB I LR BBV EBUABBERURBIRG S
READLS, 1103CH
{FCCH.EQ. *%¥* » THEH
AHUGHEEFORE=CH
oo k=1,2

PRINT*,CHARL{2? /70 [24°

PRINT*, * stus BHERLE BHHBEBREREBBURBERY

PRIHT*

FRIHT#,* ENTER A 3-DIGIT ODD NUMBER®

PRINT*

FRLHTH, ' #oussssaeu s sua st s uu st st B RR R RRREHHURBEUE *

FERDCS , * JRANDOMHUMBER (K »
EHD DO
PRINT®,CHAR(2? 3/ 4" 12"
PRINTH  SSSaState Rt ist st S EEH TR R ESRERISURR YR

e

FRINT*
FREINT#,* ENTER UPLINK SHR in (dB)>'
PRINT*
PRINT#, ' #8848 81144 U EBRBATRBBRAVUL BB RVLVBBUUBRUBLYY "
PRINT#*
READC, * MIPSHR
HRITEC T, #3"  UPLINK SHR =',UPSHR, " (dB>
ENDIF
EMDIF
PRINT®, CHARCZ? /7" [2J°
PRINT*, *## HREBBUULHRBBRBBRBBRE s
PRINT#

{F¢1SYSTEMTYPE .EQ. 2 )THEH
PRINT#®, " ANY LINEAR FILTERING BEFORE NOMLINEARITY {Y/N» ?°
ELSE
PEINT®, ' ANY LIMEAR TRANSHITTER FILTERING {¥/M)> 2
ENGIF
PRINTE, S i I U S S S R S S R R N RN R S H R R RSB BR Y
=0
FEADCS, 1103CH
IFCCH.OED "Y' THEN
KE=KK+1
PRINT#, ‘ENTER YOUR CHOICE®
PRINT*
FRINT®,® 1..... EQUAL 1 ZED BUTTERWORTH FILTER®
PRINT® * 2. .., BUTTERWORTH FILTER®
FRINT®," 3..... CHEBYCHEY FILTER'

READC(S, *2ICHOICE
IFCICHOICE (EQ. 1)THEN
LF(LTERMUMBERCKK =1
ELSE [FCICHOICE.EQ.2)THEN
LF ILTERHUMBERCKK »=2
ELSE IFCICHOICE.EQ.3)THEN



)
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LF ILTERMMBERCKK =3
FRINT*®,® EMTER PERK URLUE OF RIPPLE in {(dB)’
RERDCS, * 3PASSEARDRIPPLECKE >

ENDIF

PRIWT#*, ' ENTER ORDER OF FILTER'
READ(S, *JLF ILTERORDER(KK

HRITEC1,#3' LFILTERORDER=", LF ILTERDRDER(KK 3
FRINT#," EWTER HORMALIZED CRITICAL FREQUENCY'
READCS, * OCRITICALFREGCKK )

HRITECY, * )" CRITICALFREQ=" CRITICALFREQ{KK

IFCISYSTEMTYPE .EQ. 2 9THEN
GOTO &80

ELSE
PRINT®,* ANY OTHER LINERR TRANSHMITTER FILTERING (¥/M) ?°
GOTO S60

ENGIF

ELSE [FCCH.HE. 'N° DTHEN
GOTO 560
ENDIF

IFCISYSTENTYPE NE . 236070 700

HKK=0

HIE=HER+

PRINT®, CHRRCZ? /7" [2d°

FRIHTE,  SHust st st s h ks s S s St H S0 S R s HE S U N E NS RAU R BB BB UL
FRINT*

PRINT#®, " ENTER HONMLINEARITY MODEL'

PRINT*, v st dsaa
FRINT#*
PRINT®, " 1., .. CLIPPER®

PRINT®,* 2., .. HARD LIMITER®
PRINT®,® 3..... THT®

READCS, *31CHOICE
IF{ICHOICE.EDQ. 15THEN
HLF ILTERNHUMBER CHKK y=1
ELSE IFCICHDICE.EQ.25THEN
HLF ILTERRUMBER CHKK =2
ELSE IFCICHOICE.EQ.3)THEN
HLF L TERNMUMBER CHEXK 3=3
PRINT#, ' ENTER INPUTPONER BARCKOFF in (dB)'
READ(S, * XBACKOFF
ERDIF

PRINT*,CHAR(Z737/" [2J"
PR HT*} ' RSB SRR LR E B RB U B HEBE BB ERBBLGUB L LB RS EBBE RS S EES®
PRINT*
PRINT#,* RNY LINERR FILTERING AFTER NONLINEARITY C¥/H) 7
PRINT *} ' RN RS EHH R RE RSB BB HRBLRBHHS VLR B EEB B RSB EREHB88
RERDCS, 110)CH
IF{CH.EQ. '¥* JTHEN

KK=2

PRINT#, 'ENTER YOUR CHOICE'

PRINT*

PRINT*,*  f..... EQUAL1ZED BUTTERWORTH FILTER®

PRINT®," 2z..... BUTTERWORTH FILTER'

PRINT*,' . .. CHERYCHEU FILTER'



READ{S, * 31 CHOICE
IFCICHOICE .ED. 13THEN
LFILTERHUMBER{KK »=1
ELSE IFCICHODICE.EQ.2THEN
LF ILTERHIMBERCKE =2
ELSE IF{ICHOICE.EQ.35THEN
LF iLTERMUMBER (KK »=3
PRINT#,* ENTER PERK UALUE OF RIPPLE in (dBY
RERDCS, # 3PASSEANMDR IFPLECKK?
ENDIF

FRINT*®,' EWMTER ORDER OF FILTER'
RERDCS, *3LF 1L TERCRDERCKIK )

WRITECY, *)'LFILTERORDER=",LF | _.TERORDER (KK >
PRANMT*, " ENTER MORMAL{ZED CRITICAL FREGUENCY®
READLS, * 3CRITICALFREGCKK Y

HRITECT, #3  CRITICALFRECQ=",CRITICALFREGCKK >

ELSE IFCCH.NE.'H’ JTHEH
GOTO 860

ENDUF

GOTO 1000

P00 PRINT*, CHARCZ7? )/ /" 123"
PRINT:*, * stussstas FHRRBRBRR TR # BHEES
PRINT#*
651 PRINT®,* ANY LIMERE DISTORTION (¥/M> 2'
PRINT#,  Bustitssa t st uu s s a4 0t U s 4 S RS R R H R B BUTRBHBURVUEBBEY
G650 RERDCS, 1100CH
IFCCH.EQ. "Y' DTHEN
KK=KK+1
PRINT#, "ENTER ¥OUR CHOICE®
PRINT*
PRINT®, 1., .. LINERR AMPLITUDE DISTORTION®
PRINT®,® 2..... PARABRDL 1C AMPLITUDE DISTORTION®
FRINT#," 3..... RIPPLE AMPLITUDE DISTORTION (Type 13
PRINT®, ' 4., .. RIPPLE AMPLITUDE DISTORTION (Type (1)’
FRINT®,® S..... LINERR GROUP DELAY:
PRINT*," 6..... PARABOLIC GROUP DELAY®
PRINT*,® 2..... RIFPLE GROUP DELRY (Type 1>°
PRIHT*, " B..... RIPFLE GROUP DELRY (Type 113’
RERD(S, # 3 ICHRICEZ
{FCICHOICEZ EQ. 10THEN
LF ILTERNUMBERCKK )=11
FRINT#, " ENTER SLOPE OF THE LINERR AMPLITUDE
$ DISTORTION in  {dB/Hz)"
READCS,* AL IN
HRITECY,*)' ALIN = ' ,ALIN," (dB/MHz)'
ELSE IF({ICHOICE2.EQ.23THEN
LFILTERMUMBER (KK »=12
FRINT#, " ENTER PARREOLIC AMPLITUCDE DISTORTION
$ COEFFICIENT in  {dB/(HHz Y2
READCS, * )APAR
SE IFCICHOICE2 ED.3)THEN
LFILTERNWMEBERKK »=13
PRINT*, ‘' ENTER PERK UALUE OF RIPPLE in <dB)’
RERDL{S, ® 3ARS
HRITECT,®*3" ARS = ',ARS, " (dB)’
FRIHT*," ENTER MUMBER OF RIPPLES'
READCS, * INSRIP
WRITEC L, *)" HSRIP = * ,NSRIP
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ELSE IF(ICHOICE2 ED. 4 )THEN
LF ILTERHUMBERCKK 3= 14
PRINT#,* ENTER PEAK UALUE OF RIPPLE in (dB)'
READS, * YARC
MRITECT,*)" ARC = °,ARC," <dB)'
PRINT*,* ENTER NUMEER OF RIPPLES
FEFDCS, % MCRIP
WRITEL1,%)' HCRIP = ' NCRIP

ELSE IF7ICHOICEZ.EQ.5)THEN
LF | LTERHUMBER KK )=15
PRINT#,* ENTER LINEFF GROUP DELAY in <{ns/tHz)"
FEADCS, * YGLIM

ELSE IFCICHDICEZ.EQ.6)THEN
LF ILTERNUMBERCKK )= 16
PRINT*,* ENTER PARABOLIC GROUP DELRY in {ns/MHz2)'
RERDCS, * JGPAR

ELSE IF¢ICHOICE2.EQ.7)THEN
LF ILTERNUMBERCKK =17
PRINT*,* ENTER MAXIMUM DELAY in ¢ns)'
READ(S, * YGRS
WRITECT,*3' GRS = ',GRS,’ (ns)'
PRINT*," ENTER MUMBER OF RIPPLES
READCS, % 3NGSRIP
WRITECT,*3' NGSRIP = *,NGSRIP

ELSE IF(ICHDICEZ . EQ.E)THEN
LF | L TERMUMBERCKK =18
PRINT*,* ENTER MAXIMUM DELAY in Cns)'
READCS, * 3GRC
WRITECT,*)" GRC = *,GRC," {ns)'
PAINT#*,* ENTER MUMEER OF RIPPLES
READCS , % MGCR P
MRITECT,*)* HGCRIP = ', NGCRIP

ELSE
GOTO 661

EHOIF

PRIHT*,* ANY OTHER LIMEAR DISTORTION <YWAH» 2°
GATO 600

ELSE IFCCH.HE. "M" YTHEN
GOTO &60

EHDIF

PRINT*,CHARC27 37/ 1247
PRINT#, " #8488 u i s t # 8 8 s H 4R 1S B I SRR U B SRS BU LR BELBRBHEUBRLUS *
PRINT*
PRINT#,’ AHY LIMEAR RECEIVER FILTERING (Y/M> ?'
FRINT®, ' $54#3 88000233 S EEE SIS EREBHEHELREUBEBLERUSRBURLHRBB L2 *
READCS, 110XCH
IF{CH.EQ. "%’ JTHEN
KE=KK+2
PRINT#*, "ENTER VOUR CHOICE"
PRINT#
PRINT®, " ..., EQUAL I ZED' BUTTERMORTH FILTER®
PRINT®,' 2..... BUTTERHORTH FILTER®
PRINT®,* 3..... CHEBYCHEV FILTER®

RERD{S, *2ICHOICE
{FCICHOICE EG. 1)THEN
LF ILTERNUMBERCKEK =1
ELSE (FCICHDICE.EQ. 2 5THEN
LFILTERNUMBERC KK =2
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ELSE IFCICHOICE EQ.33THEN

LFILTERMUMBERCKK >=3
PRINT*, " ENTER FERK URLUE OF RIPPLE in {dB)
READCS, * JPASSEANDRIPPLECKK)

ENDIF

FRINT*,® ENTER ORDER OF FILTER®
RERDCS, * 3LF | LTERORDERCKK )

HRITEC T, ® 3 LF ILTERORDER=",LF ILTERORDER(KK >
PRIWT#,' ENTER HORMALIZED CRITICAL FREQUENCY'®
RERDCS, *CRITICALFREOCKK )

HRITES1,* 2" CRITICALFRED=",CRITICALFREQ{KK)

ELSE IFCCH.NE. "W’ DTHEN
GOTO 760
ENDIF

IFSMOOTYPE .EQ. 11)THEN
PRINT*, CHARCZ7)/7/ " 12J°

PRINT*, * #ts R Y ST TR T T e e T
PRINT*,* ENTER YOUR CHOICE®
PRINT#*

PRIMT®, " 1..... MATCHED FILTER DETECTION'

FRINT®,® 2..... BUTTERNORTH FILTER DETECTION®

PRINT, 3 S FUR BB RuguBatE gLy
RERD(S, * JIDETECT 1OMTYPE

(FOIDETECT IONTYPE . EQ. 2 5THEN

KK=KK+3

LFILTERHUMBER (KK >=2

PRINT®, ' ENTER ORDER OF FILTER’
READCS, *OLF ILTERORDERCKK )
WRITEC1,* 3 BUTTERMORTH DETECTION FILTER®
WRITECY,* ' LFILTERORDER=",LF [LTERORDERCKK
PRINT#, " ENTER NORMALIZED CRITICAL FREQUENCY®
RERDCS, *3CRITICALFREQCKK ) 8

WRITEC1,*3 CRITICALFREQ=",CRITICALFREQCKK)
OUM=P | /RERL CZ¥LF ILTERORDERCKK >3

EQUTUND T SEBANDU=<DUM /S I HCDUM > D*CRI T I CALFREQCKK )

ENDIF
EHDNF

FORMATCARTD

RETURN

EnD
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SUBROUTIHE HONML IMEAR_SYSTEM_SIMULATOR

CHARACTER* 1 AUGHEEFORE
COMPLEX FFTOUTC1G8384 5

COMPLEY. SIGHALC 16384 2

COMPLEX NOISYSIGNAL( 163843
COMPLEX MOISEFREESIGMALC 16384 )
COMPLEY GRUSSHOISE( 15384 >
INTEGER IHPUTDATA{4096 )
DIMENSION LFILTERHUMBERS 103
DMENSION HLFILTERMUMBERC 100

COaMMON /C2/ INPUTDATA
CoMMoN /37 NUMSAN

COMMon /C4/ HBITS

COMMOM /74 SIGHAL

COMMON /CO/ GRUSSHOISE
COMMDN /C114 HOOTYPE
COMMON /C157 HREG

COMMoN 019/ HERROR ,
CoMMoN C18/ ERRORRATIO
COMHOM AC297 FFTOUT

COMMoN /034 AMPLITUDEOFFSET
COMHON 0357 LFILTERHUMBER
COMMDN  /C40 /KSHR:

COMMON ACS0/ HO1SYSIGHAL
COMMON /D17 PRESEBANDRIPPLE
COMMON /0567 HLFILTERNUMBER
CORMON /0657 BACKOFF
corMhoM /CEY/ ALGNBEFORE
COMMON  /CB8/ ERROR

COMMON /737 UPSHR

COMMoN /C757 1SHRINITIAL
Cormr 070/ 1SHREMD
COMMoH fC78¢ ISHR

REAL. HOISEPOMER, NO1SEPOWNERNEL
RERL DOMMEHR{ 102
REAL AUVERAGEERRORC 103

NHODOHNSHR=(< | SNREND- I SHRINITIAL >/ 1 SHR >+ 1
] =1, NODOWNSHR

DOMNSHRC ] >=RERLCISHRINITIAL+<1~1 )% SNR)
END OO

CALL PRESGEHMERATOR
IF {MODTYPE.HE. 113THEN

CARLL MLCS

HUMSAN=MLIMSAN /2
EROIF
IF < MODTYFE.EQ. 11 >CALL BPSK_MODULATOR
IF ¢ MODTYPE.EQ. 12 MALL OPSK_MODULATOR
iF { MODTYPE.EQ. 13 MCALL OKOPSK_MODULATOR
IF { MODTYPE.EQ. 14 JCALL MSK_MODULATOR

C signalpower and uplirk noise power correction factor calculation
SIGHALPOHER=0 .0
oo =1, HUMERMEHET TS
S IGNALFPONER=5 | GHALFONER+REAL ¢S 1 GNAL C 1 YCONJGCS IGHALCT 3))
END G0



S 1GHALPONER=S | GNALFOWER /FLOAT CZ4HHUMSAMNBI TS &
CORRECT | OHFACTOR={REAL {HUMSAH »*S 1 GHALPOWER 3/ 10 0+ {UPSNR/ 10.037

oo =1, HUMSAMHNBITS
NOISEFREESIGNAL( 1 )=S1GHALCT 2
END 0O

D0 1=1, HODOHHSHR
AUERAGEERRORC 1 =0

END OO

HEUMS=0

| RUNCONTROL=0

CALL TIME_BEGIN

500 CALL GRUSSHOISEGEMNERATOR
£ oddition of uplink noise
GO 200 1=1,HUMSAM*NBITS
SHGHAL ! =HO | SEFREES GMAL (| >+GAUSSND I SEC] »¢
$EORT(CORPECT 1ONFACTOR
200 COMT HHUE

C zero padding , to answe |inear convolution equivalence
LOEH=NUNSAIMBI TS
DO 1=tOIH+1, 2% 01N
SIGHAL {1 3=CHPLX{D. 3
END GO
MBITS=NBITS3*#2

C linear filtering in frequency domain before memoryless nonlinearity
KK=1
{F{LFILTERNUMBERC 13 HE . O 3THEN
CALL FFT{(SIGMAL ,NUMSAM*NEITS, D)
|F{LFILTERNUMBERCKK > EQ. 1>CALL EQUAL 1 2ED_BUTTERKDORTH{KK
IFCLF ILTERHUMBERCKK 3 . EQ. 2 )XCALL BUTTERMORTHCKK >
PFCLFILTERMUMBERCKK 3. EQ. 3 3CALL CHEBYCHEUCKK )
0o J=1, HUNSAMAHBITS
SIGHALC 1 >=CONJGCFFTOUT D »)
EMD 0O
CALL FFT{SIGHAL , HUMSAMMNEITS, 00
B0 1=1, HUMSAM*HBITS
SIGHALC T »=COMJGCFFTOUTS | 30 ACHPLX {FLOAT CHUNSAMANBITS 0
EHO 00
ENOIF
HEITS=HBITS/2

C nonlinear filtering in time domain
IFCHLFILTERNUMBERC 13 EQ. 10CALL CLIPPER
IF{HLF ILTERNUNMBERC 13 EQ. 23CALL HARD_L IMITER
IFCHLF ILTERNUMBERC 12 EQ. 3)THEN
CALL TWT{BRCKOFF,PSHIFT)
CALL FHASECOMPENSATOR(PSHIFT?
EHOIF

€ zero podding , to ensure |inear corwolution equivalence
00 1=LDIM+1,2%LDIN
SIGHALC | )=CHFLZELD. 3
END 00
NBITS=HB{ TS*2

C linear filtering in frequency domain after memoryless nonlinearity



IFCLFILTERHUMBERCZ ¥ . ME. O JTHEN
KK=2
CALL FFT(SIGNAL , HUMSAMHBI TS, 02
{FCLF LTERMUMBERCKK)Y (EQ. 150ALL EQUAL | ZED_BUTTERNORTH{KK)
IF{LF ILTERNUMBERCKK ) (EQ. 2 3CALL BUTTERMORTHCKK >
IFCLF ILTERNUMBERCKK ) EG. 3)CALL CHEBYCHEUCKI )
0o {=1,HUMSAM*NEITS
SIGNALC ) >=CONJG(FFTOUTC] 33
END BO
CRLL FFT{SIGNAL , HUMSAM*NBITS, 00
oo (=1, HUMSAM*HB I TS
SIGHALC 1 =COMJGCFFTOUT (| 32 /CHPLX CFLOAT (HUMSAMHNB I TS )
END DO
EHDIF
NEITS=MBITS/2

1 SHRNUMBER=0
HRITECG, *3'HUMBER OF BITS CONSIDERED =", (NRUNS+1%4BITS

C calcuiation of BER for o number of down!ink SNR's
00 KSHR=ISNRINITIAL, 1SHREND, | SHR
1 SNRNUMBER=| SHRMUMBER+ 1

IF ¢ MOOTYPE.EQ. 11 JCALL EBPSK_C_DENMCODULATOR
IF ¢ MODTYPE.EQ. 12 XCALL OPSK_C_DEMODULATOR
IF { MODTYPE.EQ. 13 JCALL OKOPSK_C_DEMODULATOR
IF ¢ MODTYPE . EQ. 14 JCALL HSK_C_OEMODULATOR

C decision mechanism to use another additional set of random uplink
C roise somples to incregse confidence level
RUERAGEOLO=RUERAGEERRDR( | SHRHUMBER >
AUERAGEERRORY | SHRNUNMBER »=AUERAGEERRDF ¢ | SHRHUMBER »*HRUNS+ERROR
AUERAGEERRDA Y { SHRNUMBER »=RUERAGEERFOFR { | SNRNUMBER »
$ /REAL{HRUNS+ 1

HRITECk  # 3KENR, | SHRNUMBER , AUERAGEERROR | SNRNUMBER »
IFCIENRNUMBER . EG . HODOMNSHR . AND . HRUMS . GT . 1 )THEN
{F{ABS{ (AUERRGEERROR L | SHRNUMBER >-RUERAGEDLD >/
$AVERAGEERRDRT 1 SNRNUMBER > . LT . 0. 05 >THEN
| RUNCONTROL = RUMCONTROL+ 1
ELSE
|RUNCONTROL=0
ENDHF
ENDIF

IFOTRUNCONTROL . EQ. 3)G0TO 1000
END DO

URITE(*,#2°
HRUNS=HRUHS+1

GOTO Boo

1000 DO [=1,HODOWNSHR :
HRITEC L, 177 )00MNSNRC | 3, AVERAGEERRORC | )
HRITECS, 177 3D0UNSHRC 1 ), AVERAGEERRORC | 3
END DO

WRITECT,*3'NUMBER OF EITS CONSIDERED =, CHRUNS+1#NBITS
MRITECH,*)'NUMBER OF BITS CONSIDERED =', (HRUNS+1Y*NBITS
PRINT*, CHRR(273/7° 120"

FRINT*, '
PRINT*,* SEE FILE : RESULT.DAT FOR THE RESLLTS OF THIS RUN. ..




=-J

FRINT*,*

FORMAT {2X,F4.1,4%,E11.3,2%, 14}
CALL TIME_END

RETURH
EHD

I

o
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Do 3wt B e B

SUBRCGUTIME GRUZSHODI SEGEMERATOR
This subroutine generates in—phase and gquadrature Gaussion
random variables with
* mean = 2.0
¥ ugrionce = 1.0

CHARACTER*1 CH

COMPLEX GRUSSNOISE{ 163242
INTEGER*®4 RANODUMNUMBER(Z >
CHARACTER*1 PRINTCONTROL
CHARACTER* 1 REPORTCONTROL
CHARACTER* 1 PLOTCONTROL

COMMOH /C1/ P1,PI2
COMMON /037 NUMSAM
COMMON /fC47 NBITS

COMMON /097 GRUSSHOISE
COMMON 010/ RAMDOMMUMBER
COMMOM 0207 SAMINT
COMMON /0307 PLOTCOMTROL

REAL MEAN
oo K=1,2

HMEAM=0.0
UARIANCE=0.0
00 60 I=1,HUMSAMENB I TS
U1=RAH(RANCOHHUMBER (K 3 3
LZ=RAMCRANDOMMUMBER K 3 )
Gi5=-2 J+ALOGCU1+]. 000001 >
IF ¢ GG.LT.0.0 » 6G=0.0
IFCR L EQ. 13THEN
GRUSSNHOI SECT )=CHPLXCSORT (GG 2S5 INC2 . 0P [ #{U2-0.5 0
HMEAN=MERN+RERL (GRUSSNDISEL] 32
WAR TANCE=UAR | ANCE+REAL CGAUSSNOI SE( 1 »¥GAUSSNOISEL] 2)
ELSE
GAUSENOISES | )=GARUSSHO I SEC | HCHPLX(O, - 1 ¥CHPLX(SORTC .52
$HECHPLYCSORT (G5 WS INC2 . 0P [#CU2-0.5))),
MEAN=MEAN-AIMAG{(GAUSSHOISEC] 23
VAR I ANCE=UAR | AMCE+A [MAG{GARUSENO ISEC ] > »*A 1 HAGCGRUSSNOISECT 3)
ENDIF
CONT IHUE
MERN=MEAH /FLOAT (HUMSAMHNB 1 TS )
VAR ANCE=URR | ANCE /FLOAT (HUMSAM*NBI TS >
EHD DO

RETURH
END

Ch
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SUBROUT INE LIHERR_SYSTEM_SIHULATOR

COMPLEXY FFTOUTC 1638405
COMPLEX SIGHAL (15384
COMPLEY HOISEC 16334 )

FEAL COLOREDHOISE3(128)
DINENSION LFILTERNUMBERC 1O
DIMENSION HLF{LTERNUMBERC 100

COMMON /034 HUHSAH

CoMMoH /C4/ NBITS

COMMON 07/ SIGHAL

COMAOM G131/ HMODTYPE

COMHoH 023/ SAMFRED

CoMmon fC29/7 FFTOUT

COMHOM /C33/ PHRSEOFFSET
COMMON #C34/ AMPLITUDEOFFSET
COMMOM /0354 LFILTERNUMBER
COMMON JC3G6F CRITICRLFREQ
COMMON  fC37¢ LFILTERORDER
COMMON  /C40/KSNR

COMRON /CS1/ PASSBRNDRIPFLE
CoMMoN  fCS56/ MLFILTERNUMBER
COMMON /0584 NOISE

COMHON 2060/ LEHIFT

COMMOH fC61/ COLOREDNOISES
CoMMON  /C62/ COLOREDHOISEPDNER
COMMON AC63/ 1DETECTIONTYPE
COMMON  /CE5/4 BRCOKOFF
COMMOM fC76/ ISHRIMITIAL
COMMON #C77¢ |SHREND

CoMMoM 78S 15MR

FEAL MO|SEPDOMER, NO1SEPOUERHEY

CRLL TIME_BEGIH

CALL PRBEGEMERATOR

IFCRODTYPE . ME. 115THEH
CARLL MLCS
HUMSAM=MNLIMAM /2

ERDIF

IFCHODTYPE EQ. 11)CALL BPSK_MODULATOR
IFCHMOOTYPE . EQ. 123CALL OPSK_MODULATOR
IFCMODTYPE  EQ. 13)CALL OKOPSK_MODULATOR
IFCMDOTYPE .EQ. 14 3CALL MSK_MODULATOR'

C zero padding , to ensure linear corwolution equivalence
LOIM=HUMSAMENE TS
00 I=LOMH+1, 24001IN
SIGHAL S »=CHPLXCO. >
END DO
NEITS=HBR|TS*2

C linear filtering in frequency domain bafore noise addition
KK=0
|F{LFILTERHUMEERS 1> . HE . O3THEN
CALL FFTCSIGHAL  HUNSAM*NBITS,0)
=64 KE=KE+1
IFCLFILTERNUMBERCKK > . EQ. 1)CALL EQUAL 1 ZED_BUTTERWORTH(KK )
IF7LFILTERNUNBERCKK 3 . EQ. 2 )CALL BUTTERMORTH{KK?



D
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IFCLFILTERMUMEERKK Y EQ. 2XCALL CHEBYCHEUCKK )
IFCLFILTERHUNBERCKK 3 . EQ. 113CALL LINEARR_AMP_DIST
{FCLFILTERNUMBERCKK 3. EQ. 12 3CALL PARABOLIC_AMP_DIST
IFLLF ILTERHUMBERCKK > EQ. 130CALL RIPFLE_AMP_OIST_SIN
1FCLF ILTERMUMBERCKK » . EQ. 14 CALL RIPPLE_AMP_DIST. LOS
IFCLF ILTERMUMBER KKK 2 EQ. 150CALL L INERR_GROUP._DELARY
IFCLFILTERNUMBERCKK Y LED. 16 CALL PRARABOL 1C_GROUP_DELAY
IF(LFILTERNUMEERCKK ¥ EQ. 17 JCALL RIPPLE_GROUP_DELAY_SIN
{FCLF ILTERNUMBERSKK EQ. 182CALL RiPPLE_GROUP_DELAY_COS
IF{LF 1L TERHUHBERCKK 3 . EQ. O STHEN
KK=KK-1
0o 1=1, HUMSAMHMBITS
SIGHALC 1 =CONJGCFFTOUTCH 25
ENDO 0O
CALL FFT{SIGHAL , NUMSAM*MBITS,0)
o0 =1, HUMSAMFHBI TS
SIGHAL CF )=CONJGLFFTOUTC L 33 /CHPLX CFLOAT {HUMSAM+NBI TS 3>
END &0
BOTO 601
EMDIF
GOTO So4
EHOIF
201 MBITS=HEITS/2
L zaro padding ,to ensure |inear convolution equivalenca
Bo I—LDIH+1,2*LDIH
SIGNALCL »=CHPLXLD. >
END DO
HBITE=NHB 1 TS5#2

C linear filtering in frequency domain after noise addition
IFCLF ILTERNUMBERCKK+22 HE.0>THEN
KE=KK+2
CALL FFT{SIGHAL , HUMSARINBITS, 00
IFCLFILTERHUMEERCKIK } . ED. 12CALL EQUAL I ZED_BUTTERMNORTHCKK )
IFCLFILTERHUMBERCKK ) .EG. 20CALL BUTTERMORTHCKK 3
IFCLF ILTERNUMBER(KK . EQ. 3 )CRLL CHEBYCHEVCKK )
0o =1, HUMSAM*NBI TS
SIGHAL | )=CONJG(FFTOUT( L 33
END DO
CALL FFT(SIGHAL , NUMSAM#NEBITS, 00
00 1=1, HUMSAM*NE I TS
STGNALC >=CONJGCFFTOUTC] 23 /CHPLX CFLOATCRUMSAMNBI TS ) )
EtD Do

CALL COLOREDNO!SECRLCULATORCKK
KE=RE-2
HRITELG, *)'CORREL COLOREDNQOISEPOMER=", COLOREDNO)SEPOHER
EMDIF
701 HBITS=NEITS /2

C lirear filtering in by a normatched (Butterworth)detection filter
0O t=LDIM+1, 2¢LDIH
SiBHRL(!}=CHPLI(G.)
EHD DO
MBI TS=HBIT5*Z
IFCIDETECT IONTYFE . EG. 2 *THEN
KK=KK+3
CALL FFTC(SIGHAL, NUMSAMENBITS, D}
CRLL BHTTEPuuPTHiKV3
Do t=1,HUNSAMHHEI TS
SIGNAL (1 »=CONJGCFFTOUTCL D)



ENDY OO
CALL FFTCSIGHAL , HUMSAMHNBITS, 00
00 =1, MISAMFNE TS
STOHAL {1 d=CONJGCFFTOUTC L 5 2 /CHPLXCFLOAT (HUMSAIFNB I TS X
END D
KE=Kk-3
ENDIF
NBITS=NBITS/2

C the sompling time is shifted if desired
CARLL SAMPL ING_T IME_SHIFTERCSIGNAL , NUMSAMENB I TS, LSHIFT)

D0 K3HR=ISHRIMITIAL, 1SHREND, ISNR
IF{MOOTYPE .EG. 11)CALL BPSK_C_DEMODULATOR
|FCIODTYPE . EQ. 12)CALL QPSK_C_DEMODULATOR
IFCHODTYPE . EQ. 132CALL OKOPSK_C_DEMODULATOR
IFCHODTYPE.EQ. 14 2CALL MSK_C_DEMODULATOR

EHD DO

CRLL TIME_EHD

FETURH

END

g9
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SUBROUT IHE PHASECOMPEHSHTOR(PSHIFT?
C the phose shift introduced by the TUT nonlinearity is compensated
COMMON fC35 NUMSANM
COMMoN fC42 NBITS
COMMOM AC7¢ SIGHAL
COMPLEX SIGHALC 16384 3

DO f=1,HUHESAMHHBITS
STGHAL L s=81GNAL {1 Y*CHPLX(COS{PSHIFT 3, ~SIH(PSHIFT »3
END DD
RETURN
Enp
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SUBROUTINE TWT{BACKOFF ,PSHIFT>
computes response of lHTELbHT ¥ THT nonlinearity us;ng a best
fit by modified Bessel functions

COMMON /C37 HUMSAN

COMMON fC47 NBITS

CoMMoN /C77 SIGMAL

COMPLEX SIGHAL( 16384

DATA ©1,C2,51,52/1.61245, .053557, 1.71830, .242218/

[}

for saturation point compensation
FRCTORA=10.%#(9_/20. >

for- operqation point compensation
FACTORR=FACTORAF 10 #+:(-BACKOFF /20

o«

T

L)

A=SORT(Z. ¥FACTORA

C2AZ=C2¥RkA

CiA=C1*A

SRHZ=SZ%R*A

S1A=S1#A

ZP=BESS10{C2A2 »/EXP{CZAZ ¥ 1R

7ﬂ-BE“ FHES2A2 X EXPCSZAZ ¥FSA
PEHIFT=ATANCZA/2P )

00 K=1,HUMSAM+*HEITS
A=SORT(REARL (51 GHNAL (K ¥*COHJG(S IGNAL (K 333>
R=A*FACTORA
C2A2=C2FR%A
CiR=C1*A
S2H2=524F+A
S1R=51%Q
ZP=EESSI0C(C2A2 3 AAP{C2AZ ¥CIA
Z0=BESS] 1{82A2 ) /EXPLS2AZ S 1A
STGHAL (K »=8 I GNAL (i CHPLXCZR, 202

 to adjust the output power to O dB
SIGHAL CH =31 GHAL (K X 10+ a52424 /20, 5 3/SORTC2.
EMD Do
RETURH
EHD

7. C.
Yliksekogretim Kurula
Dokiimantasyon Merkeg!
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FUMCTIOM BESSIOO0
C Mumarical Recipes routine to find the modified Bessel function
C of 0°th order

RERL*Z ¥,P1,P2,P3,P4,PS,P6,P?,
* 0i,02,03,04,05,06,07,08,09
OATA P1,P2,P3,P4,PS,P6,P7/1.000,3.515622900, 2. 080942400, 1. 20674920
#,
*  0.265973200,0.3607680-1,0.455130~2/
DATA 01,02,03,04,05,06,07, 08, 09/0. 3089422800, 0. 132850201,
*  [0.2253190-2,-0. 1575650-2,0.9162810-2, -0. 205770601,
4 0.26355370-1,-0. 16476330~1,0.3923770-2/
IF {ABSCXY.LT.3.75) THEN
Y=CX /3. TG k2
BESS | D=P 1Y% (P24 PR+ (PA+ Y- (PSHYRCPEHVERT 23000
ELSE
FiE=ABS{E Y
Y=3 75 /AX
BESS ! O=CEXPCAX ) /SORT (A ) Y0 1494 Q2+9H QI+ (04
# RS QB+ YRR COSHRNG 3020 ))
ENGHF
RETURH
N

162
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C e e et e s e g e
FUNCTION BESSI1{X)

L Mumerical Recipes routine to find the modified Bessel function
Cof Izt order

REAL*S ¥,P1,P2,P3,P4,P5,F6,F7,
* 01,02,03,04,05,06,07,08,00

OATA P1,P2,.P3,P4,P5,PG,P?7,/0.500,0. 5780059400, 0.5 149886000,
*  0.1509493400,0.26587230-1,0. 30153202, 0. 324 11D-3/

DATA 01,02,02,04,05,06,07,00, 00/0. 3380422500, -0, 208802401,
«  -0.3620180-2,0. 1638010-2, -0 10315550~1, 0, 223296701,
*  -0.28053120-1,0. 176765401, -0. 4200590-2/

IF (ABSCX3.LT.3.75) THEN

- b e o

BESST 1= (P 1+ (P29 (P (P4 E (PO (PEFYHFT 230330

ELSE
AX=AESCY)
¥=3.75/HK
BESS | 1=(EXPCAY 3/SORT CAX 3 0 1+ (U244 03+ Q4+
* YRS (QOHYE (TR I0HOR09 0253200
EHDIF
RETURN

END
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SUBROUT INE COLOREDHO SECALCULATORCKK 3
L routine to calculate the noise power after passing
C through a linear filter

i

COMPLEX COLOREDNOQISEC 163540
COMPLEX COLOREDNOISEZ( 163843
FEAL COLOREDHOISEZ(128)
DIMENSION LFILTERNUMBERC 100
COMPLEX FFTOUT( 163845

COMMON AC3/ HUMSAR

CoMMoN /C4/ HBITS

COMMON €237 SAMFREQ

COMMON /0207 FFTOUT

COMMON /C35/ LF ILTERNUMBER
COMMON /0517 COLDREDNOISES
COMMON  /C62/ COLOREDNG!SEPOMER

HUMSAMOLD=HUMSAN
MEITSOLD=HBITS
SRAFRENOLD=SAMFREQ
HUMSRNM=32 '
ME1TS=32
SAMFREO=RERL (HUMSAM 3
o 1=1, HUNSAMHR I TS
FRTOUTCE 3=CHPLXCT. 3
EMD DO

IFCLF ILTERHUMBERCKK . EQ. 13CALL EQUAL I ZED_BUTTERHORTHCKK )
{FCLFILTERHUMBERCKK 3 EQ. 23CALL BUTTERWORTHCKK
IFLLFILTERNUMBER{KK 3 . EQ. 32CALL CHEBYCHEW(KK?

K=0

SUR=0.

oo I=1,MUMSAM
SUM=SUM+RERL (FFTOUT (| SHCONJGCFFTOUTCL 200
K=K+1

END DO

COLOREDNO | SEPOUER=RESSUM 3 /RERL (HUNMSAM )

WRITECS,*>" COLOREDNO!SEPOUER=", COLOREDNGD | SEFOHER

HUMSAM=HUMSAMOLD
MEITE=NEBITSOLD
SAMFRE(=SAMFREQOLD

FETURN
ENE
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SUBROUTIHE SAMPLING_TIME_SHIFTER{SIGHAL,LDINM,LSHIFT >
L routine to shift an array by a number of array elements

COMPLEX SIGHALC 16354 >
COMPLEX ARRAYY 16384 )

|FCLSHIFT.EQ. 0 YRETURN
MO1=LOIM-LEHIFT
00 1=1,LSHIFT
ARRAYC | =51 GHALC1 )
EMD 00
00 1=1,H01
SIGHALC | 3=81GHALS 1+LSHIFT?
EMD 00
00 i=1,LSHIFT
SIGNALCND 1+1 Y=ARRAYC 1 3
EHD DO
RETURN
EMD
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SUBRCOUT INE EQUAL I ZEL_BUTTERHORTHCLCOMTROL >
C routine to generate equalized Butterworth filter frequency response
L thiz routine is reentrant

o e

COMPLEY, TRANSFERFUNCC 163845
COMPLEX FFTOUTC1G384 5
DIMENSION LFILTERNUMBERC 100, CRITICALFREQL 10, LF ILTERORDERC 102

COMMOM  AC3/ HUMSAM
COMHON /C4/ HBITS

COMMON /237 SANFREQ
COMMON fC297 FFTOUT
CoMMON /C36/ CRITICALFREQ
CORMON #3777 LFILTERDORDER

DEL THFREQ=SAMFREQ /REAL CHUMSAMHHBI TS X
HO 1=HUMSAMANB I TS f2+1

HOZ2=HO 1+1

TRAHSFERFUHC 1 2=CHPLX{1. >

C generates the positive frequency part of the filter
oo I=2,H01
J=i-1
H2=1. fSORTC 1. +CDELTRFREO#FLOAT (J 3 /CRIT I CALFREQCLCONTROL >
$ 3% 24 F | LTERORDERCLCONTROL 230
TRANSFERFUMCC | »=CHMPLXCAZ Y
EHD DO

C computes the negalive frequency part of the filter
DO 1=HOZ, HURSANFHBI TS
TRAMSFERFUNCC 1 >=TRANSFERFUNC (HUMSAN#NE | TS+2~1 )
END DO

L multiplies the frequency responses
DO 1=1,HUMSAMEHBI TS
FFTQUTC! >=FFTOUTC | »TRANSFERFUNCC | >
EHD 00

RETURHN
END
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ZUBROUT IHE BUTTERMORTH{LCONTROL »
C routine to generats Butterworth filter fregquency response
C this routine iz reentrant

COMPLEX TRAMSFERFUNC( 16334
COMPLEX FFTOUTE 16354 &
D{HENSTON LF ILTERNUNMBERC 10, CRITICALFREGY 10, LFILTERORDERC 102

coMmon FC1F PELPIZ

COMMON /237 MUMSAM
COMMOH fC4 7 HRITS

COfHoN fC237 SAMFREG
COMMON /C29/ FFTOUT
CoMioN fC38/ CRITICALFRED
COMMON /C37¢ LFILTERORDER

CELTRFRED=CSAMFRED /REAL (HUMSAMANBITS )
HO1=HNUMSAM*HEI TS /241

HO2=HO1+1

TRAHSFERFURCC 1 2=CHPLXC 1. 5

H2=0}.

R3=F12/4. /REALCLF ILTERDRDOER(LCONTROL 2

0 generates the positive frequency part of the filter
GO 1=2,H01
J=i-1
AZ=0ELTRAFREQ#FLOAT (> /CRIT I CALFREQCLCONTROL »
TRAMSFERFUNCC | »=CHMFLXC1. 3
00 J=1 LFILTERORDERYLCONTROL »
A4=REAL {LF ILTERORDERCLCONTROL »— 1+(2%J > A3
TRANSFERFUNCC | »=TRANSFERFUNCCI »/
FOMPLYC-COSCR4 Y, —SIH R4 M+A2 Y
EMD [0
END D0

L computes the negative frequency part of the filter
00 1=H0Z HUMSAMHFNBITS
TEANSFERFUNHCC ! »=CONJG{ TRANSFERFUNMC (HUMSRIFHE T TS+2-1 )
ENG DO

C multiplies the frequency responses
00 =1, HUMSAIM*NEI TS
FETOUTC ] »=FFTOUT{ | ¥TRANSFERFUNCY | >
EnD DO

FETURN
END
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SUBROUTIHE CHEBYCHEUCLCONWTROL )
C routine to generate Chebychsy filter frequency response
£ this routine is resntrant
COMPLEX. TRANSFERFUNCY 163284 )
COMPLEX FFTOUTC 16384
UIMENSON LF ILTERHUMBERL 103, CRITICALFREQS 100, LF ILTERORDERC 102
DIMENSION PRSSBAMDRIPFLEC 10D

COMMod AC1/ FILLPIZ

COMMoM  SC27 HUMEAR

COMMOM  fC47 HBITS

COMMOM  AT23/4 SAMFREQ

coMMoN /C29/ FFTOUT

COMMON /C36/ CRITICALFREQ
COMMON  /C27/ LFILTERORDER
COMMON /CS1/ PRSSBANDRIFPPLE

PREZERNDR  P=PASSERANHDR | PPLE{LCONTROL
CEL TAFREQ=3AMFREC /RERL CHUMSAMHBI TS 3
MO 1I=HUNSAM*FNB I TS F241

HOZ=HD1+1

AZ=0.

FA=R12/4 . FREALCLF ILTERORDERCLCONTROL 23

PASSEBAHDR | P=SORT 10, #(PRESBANDRIP 10, -1
ALPHA=1. /PASSEANDRIF
ALPHA=ALPHA+SORTC 1. +ALPHAYALFPHA» °
DURMY 1=CRLPHAC 1. /REALCLF {LTERORDERCLCONTRGL > 3))
OUMHY2=1. JOUMHY 1
FIH=C{DUMHY 1-DUMY2 5 /2.
ROUT=CDUMNMY 1+DUMMY2 5 /2.
L generates the positive frequency part of the filtar
o0 1=1,HO1
J=1-1
A2=DELTRFREO*FLOAT .13 /CRIT1CALFREQ{LCONTROL »
TRAMSFERFUHCC | >=CHFLX(Z. /PASSBANDRIF »
L0 J=1,LFILTERORDER{LCOMTROL »
PHASE=REAL <LF |LTERGROERCLCOMTROL 3— 1+{2%J ) ¥EA3
TRAHNSFERFUNC{ | >=TRANSFERFUNCC{) »/CHPLXCZ. 2/
FCHMPLAC-COSCPHASE ¥R 1M, 5 | N<PHRSE MROUT+HAZ )
EMD OO
END 0

L computas the negative frequency part of the filter
00 1=HOZ, HUMSAM*HEI TS
TRAMSFERFUNC (! »=COMJG ¢ TRAMSFERFUNC CNUMSAF#NE | TS+2-1 3)
EHD OO

C multipties the frequency responses
00 i=1, HUMSAMENE I TS
FRTOUTC ] >=FFTOUT( | ¥ TRANSFERFUNCC] )
EHMD 00

RETURM
cib
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SUBROUT {NE HRRO_LIMITER
L this routine performs ideal hord limiting

COMPLEX S1GNALC 163847

conron AC3/ HUMSAR
COMMON /C47 HEITS
COMMOM AC77 SIGHAL

00 =1, HUMSAMHNBI TS
SIGHAL S =S I10GHAL S > /CRESCSIGHALS L 33
ERD 00

RETURN
EHD
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SUBROUT HHE CLIPPER

L this routine perforas ideal clipping
COMPLEY, SIGMAL{ 16234 >

COMMOM fC37 HUMSAM
ZOMhoN fC44 HBITS
COMHON /C?¢ SIGHAL

B0 =1, HUMSARAHEITS .
IFCCABSCEIGHALC L 33 GT SORTC2. 32
$SIGHALC | >=C0RTC2. ¥SIGHALC) > /CABS(SIGNALL L))
EXD OO

RETURN
EMD
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SUEROUTINE CONST
COMMON /C17 PI,PIZ
P1=2. 14 159265355970
Pl2=2. 0P|

RETURN

END

11
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£ this routing initializes the variables

100

110

SUBROUTIHE INITIALIZE

IMTEGER 1MPUTDATH{ 409G 3
COMPLEX. SIGHRL (16384 »

{MTEGER OUTPUTDATAC40096)
DIMENS (OH TRANSFERFUMCC 16384 5
COMPLEX, FFTOUT( 16384 )

REAL COLOREDHOISEZC 1282

COMMON /C27 INPUTDATA

COMMON 03/ HUMSAN

COMMON 7G4/ MBITS

COMMON /C7/ SIGNAL

COMMON /097 GRUSSHDISE

COMMON /C12/ OUTPUTDATA

COMMON /C24/ TRANSFERFUNC

COMMON /C29/ FFTOUT

COMMON /C51/ COLOREOND!SE3

COMMON /CE2/¢ COLOREDHO!SEPOMER

COLOREDHD | SEPOWER=1.

oo 1=1, 128
COLOREDNOISE3¢ | 3=1.

EMD DO

00 100 1=1,HBITS
IHPUTDATAC T 3=0
QUTPUTDORTAC] >=0

CONT IHUE

0o 110 1=1, HUMSAM+*HEI TS
SIGNALCE =CHPLX(0.0,0.02
TRAMSFERFUNCS ] »=0.0
FFTOUTC ] o=CHPLX(D.0,0.00

CONMT INUE

RETURH
END
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SUBROUTINE HLCS
T this routine generates the d4-ary symbol sequences from
C binary symbol sequences

IMTEGER INPUTDRTRI409G )

CoMroN /C2¢ INPUTDATA
COMMON /C4/ NBITS

HBITS=HBITE#2

oo J=HBITS, 2¢NBITS-2
{HPUTDATACJ = 1HFUTDATACJ+ 1-NBITS >

EMD DO

IHPUTDATACZHNBI TS 13=0

HHPUTORTHCZHHB I TS )=0

RETURN

END
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SUBRUOUT THE BPSK_MODULATOR

this routine generates the BFSK signal which iz subject to
various realization imperfections
FHASEOFFSET represents a possible phase imbalance minimum=0.

maximum=1.

AMPLITUDEOFFSET represents a possible amplituds imbalance

mirimum=0.
moximum=1.

INTEGER 1NPUTDATA{S095
COMPLEY. SIGNALC16324 )
CHARACTER*1 CH
CHARACTER* {1 PLOTCONTROL

COMMoN /CHF PLLPIZ

COMHoM 02/ 1HPUTDRTH
CoMMoH /C3/ HUMSAM

COMMON /C4/ HBITS

corMor /C7f SIGHAL

COMiion /C21/ BITLENGTH
CamroN /C30/ PLOTCONTROL
CoMioN /C33¢ PHASEOFFSET
COMMON  /C34/ AMPLITUDEOFFSET

COnMON /C35/ S1GHALPOWER
SIGNALPONER=0.

EITLENGTH=1.
k=1
DO 110 I=1,HBITS
{F ¢ INPUTDATACI 3 EG. 1 3 C=1.0
IF ¢ INPUTOATAHCE 2 EQ.O > C=-1.0
DO 100 J=1, HUMSAH
SIGHAL CK =CHPLXCSORT(Z . O/B I TLENGTH ¥*ABS (C+AMPL | TUDEQGFFSET j »#
$CHPLXCCOSC(-P1 /2. 241 -PHASEOFFSET Me(P1 /2. 2¥C)
$,501HCC-P1 2. W1 ~PHRSEDFFSET ¥k (P 1 42, 3L )3
SIGHALPOUER=S | GNALPOHER+REAL (S 1 GHAL (K 2 CONJG (S IGNALCK 33D
K=K+1
COMTINUE
COMT IHUE

FRETURN
EM0
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SUEROUT IHE BPSK_C_DEMODULATOR
this routine demodulates the BPSK signal with a filter matched to
modulator Tilter
the =ffect of ANGH is added aralitically

Lo e B v Doy

CHARACTER®{ CH

COMPLEX SIGNALC16384) '
INTEGER |HPUTDATRC4096)

{NTEGER OUTPUTDRTRC4005)
CHARACTER* 1 REPORTCONTROL

FEAL COLOREDHOISE3C 1287

COMaN JC17 PLELPEZ

CoMMod sC2/ THPUTDATA

COMmMor /037 HUMSAM

COMMON sC44 HEITS

CORMOR fC77 SHGHAL

COMMON AC127 GUTPUTDATA
comnon /C12/ ERRORRATIO
COMMON /C21/7 BITLENGTH

COMMON  /C40 ASHR

COMoH /L9357 S1GHALPOMER
COMMON  AC57 ¢ DEMOD_PHASEERROR
COMMON /C61s COLOREDONOISES
COMMoN /062 COLOREDND | SEPOLER
COMMON  AC63/ 1DETECTIONTYPE
COMMON /CE4¢ EQUHUNDISEBRANDH
COMMON /C66/ ISYSTEMTYPE
CopMoN /C68/ ERROR

K=1

ERROR=0.

L0 200 I=1,MBITS
=00

€ the procedure when other detection filters are used

{FCIDETECT IONTYPE .EQ. 2 >THEN
SUM=RERL S 1 GHAL K+<HUMSAN/230)

EHERGYZ=SUM+SUH

Y=S0RT (EMERGYZ ¢ 109+ { -RERL CKSNR > 210 ) JEQUIUND I SEERANDH )
E=R+HUMSAN

GOT {60

EMOIF

DO 150 L=1,HIMSAN
SUM=SUM+RERL {3 1 GHAL <K #CHPLX(SORT(2. 0/BI TLENGTH ), 0. »*
$CHPLXCCOS{DEMOD_PHASEERROR®P | #2. )
%, ~Z IH{DEMOD_FHASEERRORHP L /2. 33)
K=K+ |
150 COMT {MUE
EHERGY2={RABS (SUM > /REAL CHUMSAM » k32

C. .. ¥=S0RT(ENERGY2¥( 1-RHO » /4+*Ho

¥=SORTCEHERGYZ2 /2. /COLOREDND 1 SEPOHER / 10##{~REALCKSNR >/ 10. )
160 Y=ERFCC(Y/SORTC2. )3 /2.

C...included for nonl inear system
TFOBUMHRERL { IMPUTDATAL | 2%2-13 LY. 0. >THEN

DEMOD_PHASEERROR represents g possible static phase error;minimum=0.
ma i mum=1.

| =



ERFOR=ERROR+C 1 . —Y>
ELSE

ERROR=ERROR+Y
ENOHF

CONT HUE
ERROR=ERROR/RERL(MEITS

IFCISYETEMTYRE . ME . 23THEN
WRITELB,*)>* SNR=",KSHR,'  PE{ERR»=', ERFOR
WRITEC1,*3" SHR=",¥SHR,"  PB(ERR.=",ERROR

EMDIF

RETURHN
END
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SUBROUTINE OPSK MODULATOR
& this routine generates the OPSK signal which is subject to
C various realization imperfections
C PHASEQFFSET represents a possible phase imbalonce minimum=0.
M max imam= 1.
T AMPLITUREOFFSET represenis a possible amplitude imbalance
C miti mum=0.
C moximum=1.

INTEGER (NPUTDRTA{409E
DIHMENS1OH PNYQUISTCI63284 5
COMFLEX SIGNALC16384 5

cobniod /.17 PLFIZ

COnfaN SC2/4 INPUTDATA
COMADH T2/ HUMSAN

COMMON G4 NBITS

COMMON AL/ SHGHAL

COMON /0217 BITLENGTH
COMPON  fC33/ PHASEOFFSET
CORMON. 20347 AMPLITUDEQFFSET

INTEGER {EiT,0BIT
REAL {THETA
BITLENGTH=1.

=1

T=0.0

00 200 i=1,NBITS,

bd

C the in-phase bit is updated
1BIT=IHPUTDATAC | »2-1

C the guadrature bit is updated
OBIT=IHPUTDRTAHL [ +1 3¥2-1

00 190 M=1, Z4¢NUHSAN

SIGNAL (K 3=RBS(REAL C 1B 1T >+AMPL I TUDEOFFSET P*REALCIBIT o

$CHPLX(COS{PHASECFFSET*P1 /4. 3, SINCPHASEOFFSET#P1 /4. ))

SIGHALCK =5 IGHAL (K >+ABSCREARL (OB T >-AMPL | TUDEDFFSET )

PHREAL (OB I T WCHMPLYCCOSCC-P1 #2. ¥ (1. +{PHRSEOFFSET /2. 333

FLoEMHCC-PLS2 ¥eC1 +CPHASEOFFSET /2. 2233

STGNAL (K =8 1GNAL (K #CHPLXCSORT (2. 0/ (2 . OFB I TLENGTH 23

K=K+

T=T+SAHINT
ey CONTIHUE
200 COMTINUE

RETURH
£Hn
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SUEROUT IHE OPSK_C_DEMODULATOR
this routine demoduiates the BPSK signal with o filter matched to

modulator filter

the affect of AMGH i added aralitical ly

DEMOD PHASEERROR represents a possible static phase error;minimum=0.
maximum=1.

COMPLEX SIGHALC 163845
INTEGER {HPUTDATA(4DU5 3
{HTEGER OQUTPUTDRTARCHIGG
REAL COLOREDHOISEZC 128

coMmiod /17 PELPIZ

COMMON ACZ7 INPUTDATA

COMPSH /G374 NURSHN

COMMOM /C4/ NBITS

COMMON /C?/ SIGNAL

COMMOM /C127 OUTPUTDATA
COMPMoN /C21/ BITLENGTH

COMMON AC307 PLOTCOMTROL
Canron /G40 /KSNR

CopmoN  AC5?¢ DEMOD_PHASEERROR
COMMON /0514 COLOREDNDISES
COMMOM /C62/7 COLOREDHOISEPOLER
COMHON /CB6/ 1SYSTEMTYRE
COMioH /CE3/ ERFOR

k=1
ERROR=0.

03 7?00 1=1,HBITS,2
suM1=0.0
SUHz=0.0

00 680 M=1, 2#HUMSAN

SUM1=CUM 1+RERL (SGHAL (COHCHPLYCSORT C . /BRI TLENGTH 2
$HCHPLXCOS (DEMDD_PHASEERROR*P | /4. )
%, -SIHCDEMOD_PHASEERROR*P 1 /4. 3)
FHCHPLXC 1. ,0. 0

SUMZ=5UM2+RERL LS 1 GNAL (K WRCHPLXCSORTC 1. /BITLENGTH X
$HCHPLCCOS(DEMOD_PHRASEERROR*P /4. )
$, ~S1H(DENOD _FHASEERROR*F 1 /4. 22
FHECHPLECO ., 133

K=K+1

Gal CONMTIHUE

L]

..decision for | charmel

ENERGY={RBS(SLIM 1 3 REAL ( 2*NUNSAM  ykk2
¥=CORT(ENERGY*2. /COLOREDHD 1 SEFOMER/ 10 % (~REALCKSNR /10, 22
Y=ERFCCCY /GORTCZ. 3372,

.included for nonlinear system
TFCSUR TFREAL ¢ INFUTDATAC | »$2~13.LT.0. XTHEN
ERROR=ERROR+{ 1. ~Y)
ELZE
ERRUR=ERRCR+Y
EMDIF

..decision for ) channhel

ENERGY={ABS{SUM2 ) /REAL (ZHFHUMSAM ) y4kZ
¥=S0RT (ENERGY+2 . /COLOREDHD | SEPOUER /£ 10 #*(~REAL(KSNR >/ 10. )
V=ERFCCOY SSORTOZ. 3372,

a



C...included for nonlinear system
IFCSUMZHREAL ( IMPUTDRTAC 1+ 1#2-12 .LT.0. )THEN
ERROR=ERROR+C1.-%>
ELSE
ERROR=ERROR+Y
EMDIF

00 COMT IHUE
ERROR=ERRUR /REALCHEITS
SERROR=(1.-ERROR »+2
SERROR=1.-5ERROR

IFCISYSTEMTYPE . ME. 2 5THEN
HRITELG,*>* SHR=',KSHR,®  PB(ERR)>=',ERROR
WRITEC],*)" GNR=",KENR,' PBCERR>=',ERROR
ENDIF

RETURHM
EHD
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SUBROUT IHE CROPEK_MODULATOR
L this routine generates the OKOPSK signal

INTEGER INPUTDRTRC4095)
COMPLEY, STGMARLCIE384 5

COMMON /C17 PLLPIZ
COMMON /C27 INPUTDATA
COMMON /C3/ NUMSAM
COMMON /C4¢ NEITS
COMMON /C7/ SIGHAL
COMMON /CZ1/ BITLENGTH

REAL IBIT,O0BIT
BiTLENGTH=1.
=1

0 | T=REALC INPUTOATACNE L TS 72— 1)
OO I=1,NBITS,2

T the inphase bit is updated
|BIT=REALC INPUTOATACT ¥#2-13
02 H=1,HUMZAM
SIGHAL G O=CHPLX{SORT (2. f2. /BITLEMGTH » >#CHPLXCIBIT, QRIT?
K=k+1
END DO

L the quadrature kit is updated
OB T=INPUTDATHC | +1 #2-1
00 M=1, HUMSAM
SIGNRL (K =CHPLYC(SORT(2 . /2. /BITLENGTH » MCHPLXCIBIT,~GBIT)
K=K+1
END 00

EHD OO
FETURM
EHD
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SUBROUTIHE OKOPSK_C_DEMODULATOR
this routine demaodulates the OEGPSK signal with a filter matched to
modulator filter
the affect of ANGH is added analitically
OEMOO_PHRSEERROR represents a possible siatic phase error;minimum=0.
maximum=1.

[ B B B}

COMPLEY. SIGHALC 153840

IHTEGER THPUTDRTR{4096 3
INTEGER DUTPUTDATAC4096 )
FERL COLOREDMOIZE3(128)

COMMON F017 PLPIZ

CoMMoN /C2/ THPUTDATA

COHMON O3/ HUMSARN

COMHOM /4 HBITS

CoMMan fCY5 SIGHAL

CoMMon A012/ DUTPUTDRTH
COMMoM /C21/ BITLENGTH

Lo AC30/ PLOTCONTROL
COMHON AC40/KSHA

COPMON AC5?/ DEMOD _FHRSEERROR
COMMON /C51/ COLOREDHOISES
COMHON /052 /4 COLOREDNG | SEPOWER
COMMOH  /CEB/ |SYETEMTYPE
COMHMON  /C68/ ERROR

ERROR=0.
K=1
SUM2=0.
oo 1=1,HEITS,2
SUM1=0.
OO it=1, HUMSANM
SUH 1=SUM 1+REAL (5 | GHAL CK )
$#CHPLYC COS (DEMOD_PHRSEERROR*P | /4. )
$, -5 IN(DEMNDD_PHASEERRORF | 24 . 33
FHCHPLYCSORTZ . /2. /BITLENGTH), 0. 30
SUMZ=SUM2+REAL {5 1 GHAL (K
$*CHPLY {COS(DEMOD_PHASEERROR*F | /4. )
%, % 1N DEMOD_PHASEERROR*P | 4. 33
$#CHPLACD. , SORTLZ. /2. /BITLENGTH )
K=K+ 1
END 00

tF<Y HE. 13THEN
C.. . decizion about SUM2
ENERGY={ABS{SLM2Z ) /REAL ( Z#HUMSAN ) JE2
V=SORTCENERGY#Z . /COLOREDNO | SEPOHER /10 %k -RERLCKSNR /10, 2
Y=ERFCCCYSSORTC2. 3072,
C...ircluded for nonlinear system
{FCEURZ*REAL CINPUTDATAL [ - 13%2-1) LT.0. >THEN
ERROR=ERROR+C 1. -2
ELSE 5
ERROFR=ERROR+Y
ERDIF
ELSE
SUMZLAST=5UMZ
ENDIF

SUM2=0.
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Do =1, HuMsAN
SUM1=SUM1+RERL (S 1GHAL (K>
FECHPLLCCOSCOEMOD _PHASEERROR*FL /4 3
%, ~SIN{DEMOD_PHAEEERROR#P 44 . 73
$HCHPLXCSORTC(Z. /2. /BITLENGTH?,0. )
SUMZ=SUHZ+REAL (S 1GHAL (KD
$H+CHPLXCCOSCOENOD PHASEERROR*F 1 /4 . )
%, -SIH(DEMOD_PHASEERROR*P| /4. 33
FHCHPLY.CO ., SORTC2. /2. /BITLENGTHY»)
K=K+1
EHO 00

...decision about 3SUMI1
ENERGY=CABS{SUM 1 3 /REAL {2HHUMSAM > ¥e2
=Z0RT (EHERGY*Z . /COLOREDND | SEFOUER/ 10 . #¢{-REAL{KSHR >/ 10. )
W=ERFCCC{Y/SORTCZ. )3/72.

C...included for nonlinear system

IFCSURTFRERL ¢ INPUTGATAY | #2-13 LT.0. YTHEN

ERROR=ERROR+C 1 . =43

ELZE

ERRUR=ERROR+Y
ENDIF
EMD DO

o

SUM2=CUH2+SUM2ZLAST

L...decision about SUMZ
EMERGY=CABSCSUM2 3 /RERL (ZHHUMSAN ¥ p4+2
Y=SORT{ENERGY*2 . COLOREDND SEFOMER /10, *+{ -RERLCKSHR /10, 20
W=ERFCCCY fSORTCZ. 3342,

C...included for nonlinear system .

PP SUNMZHRERL ¢ IMPUTDATACNBI TS »%2-13 . LT.0. JTHEN
ERROR=ERROR+(1.-%2

ELSE
ERROR=ERROR+Y

ENMDIF

ERROA=ERROR/REALCNEITS 3
SERROR=C 1. —ERROR y42
SERROR=1.-SERROR

TFOISYSTEMTYPE . HE . 2 )THEN
HRITE(B,*)" SHR=",KSHR,'  PB{ERR)=",ERROR
WRITEST,#)* SHR=",KSNR,"'  PB(ERR)=',ERROR
EHOMF

RETURM
END



C

ZUBROUT INE HMSK_MODULATOR
C this routine generates the BFSK signal which is subject to
C various realization imperfections

INTEGER {NPUTDATR(40963
COMPLEY., SIGHALC16384 3

COMMON /C1f PILPIZ
CoMioM FC27 THPUTDATA
COMMOH /037 HUMSAR
COMMON /T4 HBITS
COMMON AC?7 STGMAL
COMMOM  AC20¢ SAMINT
corrod /G217 BITLENGTH

REAL (BIT,0BIT,M1,H2

BITLENGTH=1.

k=1

QB 1 T=REAL C INFUTORTACNBI TS 3#2-13
00 1=1,MBITS,2

C the irn—phase bit is updated
1E1T=REAL ¢ INPUTDATAC ] 242-13
bO H=1, HUMSAN
M=COSCCPIZ /4. /BITLENGTH AREALCMAMO0C) - 1, 2 MNUNSAM PSAMINT ¥ 1BIT
M2=S1HOCPI 274 /B TLENGTH MRERL (HH1DDC 1, 2 »FHUMSAN »¥SAM I NT D+QBIT
SIGHAL (K =CIHPLLCBORT (2. /B TLENGTH » PCHPLX (M1, -M2 3
K=k+1
END DO

C the quadrature bit is updated
OBIT=1HRPUTDATA{ §+1 32—
00 =1, HUMSAN
Mi=COSCCPI2/4 . /B TLENGTH ¥#REAL CHAMODC T, 2 2¢NUMSAM MSAMINT 2+ IBIT
M2=3IHCCP 274 SBITLENGTH REAL CHM+H0DC 1 =1, 2 >HUMSAM »*SAMTHT »+0BIT
SIGHAL K =CHPLYCSORT(2 . /B I TLENGTH Y CHPLX (M1, -M2)
K=K+
END DO
EHD DO

RETLURN
EMD

v



C ________ o e et e
SUBROUT IHE HSK_C_DEMODULATOR
this routine demodulates the BPSK signal with a filter matched to
modulator filter
the efvect of AUGH is added analitically
QEMOD_PHASEERRDOR represents a possible static phase error)minimum=0.
mo i mum=1.

[op 2o I o O e O ]

COMPLEX SIGHAL{ 16354

INTEGER 1HPUTDATA 4096 >
INTEGER DUTPUTDATAC40956)
REAL COLOREDNOISEZC1268)

COMMON /C17 P P12

COMMOM /C2/ IHPUTDRTH

COMAON A3/ NMUNMSANM

CoMMaM /T4 HBITS

COMMON AC7/ SIGHAL .
ComPoN /C12/ QUTPUTDATA

COMAGH 207 SANINT

COMMON /C21/ BITLENGTH

COMMON AC307 PLOTCONTROL
COMMon  /C40/KSHR

COMRON /C57 ¢ DEMOD_PHASEERROR
COMMON /C61/ COLOREDMOISES
COMMOH Q&2 COLOREDHD | SEPOUER
COMMON /L8667 1SYSTENTYPE
COMMoN fC53/ ERROR

REAL H1,M2

ERROR=0.
F=1
SUM2=0.

oo 1=1,HBITS, 2

SUHI=0.
DO H=1,HUMSHH
M1=COS{CP12/4. /BITLENGTH »#+REAL CM+MODC -1, 2 PFNUMSAN JRSAM INT »
H2=SIHCIPL2 /4 . /B I TLENGTH M#REAL CH+MODC |, 2 MMUMSAM ¥SAMINT )
SUM 1=SUN1+REAL (S 1 GHAL (KD
FHCHPLY < COSCDEMOD_FHASEERROR*P ] /4. )
§,-S 1 MCDEMOD_PHASEERRORP] 74 33
FHCHPLYCSORTC2. /B I TLENGTH ™M1, 0. 3>
SUMZ=SIMZ+REALCSIGHAL CE >
$HCMPLXCCOSCDEMOD_FHASEERRORHF 1 /4. ¥
£, -5 1N OEMOD_PHASEERRORHP | 24 . )
THCMPLECD. , SORTCZ. /B TLENGTH M2 )
K=k+1
EMD DO

IFC].HE. 13THEN
C.. .decision about SUN2
EMERGY=(ARES{SUNM2 > /REAL {ZHNUHSAM 3 JiekZ
Y=C0RTCENERGY#2 . /COLOREDHO | SEPONER 7 10 #{-RERL CKSNR 2/ 10. 23
Y=ERFCO(Y SSORT(Z. 2472,
C...included for nonlinear system
FFoSUM2+REAL CTNPUTDATAC -1 ¥#2-12 LT . 0. »THEN
ERROR=ERROR+{1.-42
ELZE
ERROR=ERROR+Y
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ENDIF
ELZE
SUMZLAST=SUH2
ENOF

SUMz=0.

00 M=1, HUMSAN
MAI=COSCCR 12 /4 . /B TLENGTH ¥REAL CH+HODC |, 2 ¥RHUMSAM MSAMINT >
M2=SIHCLPIZ /4 . /B TLENGTH »#RERL CHHHODC 1 -1, 2 2R HUMSAM MSAMINT )
SU1=SUM 1+REAL (S TGHAL (KD
$HCHPLY { COSCDEMOD_PHASEERRORYP | /4. 7
%, -5 | HCDEMOD_FHASEERROR*P 1 /4. 35
$HCHPLY(SORT (2. FB I TLENGTH M1, 0. )2
SUM2=SUM2+RERL (S I GNALCK )
$+CHMPLY L COS(DEMDD.PHASEERROR*P1 /4. )
%, =S 1M{DEMDD_PHASEERROR*P1 /4. 3)
$HCHPLXCO. ,SORT(Z. /BI TLENGTH M2 3)
(= 1
END [0

..decision about SUM1

EMERGY=CRBS{SUM 1 3/REAL (2¥NUMSAM » 392
Y=SO0RT(ENERGY*Z. /COLOREDNO | SEPOMER/ 10 #+:(-REAL CKSHR 3/ 10. 33
Y=ERFCC(Y /SORT(2. 2372,

..included for nonlinear system

IFCSUM BEREAL CTNPUTOATACT ¥62-10 LT . 0. THEN
ERROR=ERROR+C1. -2

ELSE
ERROR=ERROR+Y

ENDIF

END OO
SUMZ=SUMZ+5UM2LAST

..decision about SUM2

ENERGY=CRESCSUM2 ) /REAL C 2#HUMSAM » Y2
¥=S0RT(ENERGY*Z. /COLOREDNO | SEPCQUER/ 10 . #+{—-REALCKSHR 2/ 10. 32
Y=ERFCCCY SBORTC2. 3372,

..included for nonlimear system

IFCSUMZHRERL < INPUTDATACHEB I TS ¥2-1) . LT.0. YTHEN
ERROR=ERROR+(1.-%¥>

ELSE
ERROR=ERROR+Y

ENGIF

ERRDOR=ERROR /REAL{HB1TS Y
SERROR=( 1. -ERROR »4+2
SERROR=1.~-SERROR

IFCLEYSTEMTYPE . HE. 2 YTHEN
WRITECE,*)* SHR=",KSMR,'  PB{ERR)=',ERROR
WRITECT,®*>" SHA=',KSHR,"  PB(EPR)=',ERROR
ENOHF
RETURN
END
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SUBRDUTINE FFTCU, INLENGTH, CONTROL »
this routine performs Fowrier tronsformation
the langth of the s=quence is a power of 2 ;) minimum= 32
max i mum= 16384

[ o ]

CHARACTER*1 CH

CHARACTER* 1 PLOTCONTROL
COMPLEX FFTOUTC 16384 )

COtiaN sC1F PLLRLZ
cormonN /037 NUMSAN
CorMoH /47 HBITS
COMMON  /C20/ SAMINT
COMRON /C23/ SAMFREQ
COMMON /C29¢ FFTOUT
COMHOH fEEDf FLOTCONTROL

COMPLEX U, T, UC18384 3
DUHENS1OH ZREC1B334 ) XIHCOIE384 &, XHAG( 16384 )

n-n
IF
IF

¢ NUMSRMHHEITS .EQ.32 )
HUMSAM*HE | TS .EQ.64 ) 1M=6
NUMSRM*NE (TS EQ. 128 » M=?
HUMSAMHNE | TS .EQ. 256 3 H=§
HUMSAM#NE 1 TS . EQ. 512 3 HM=0
HUMSAM*HBITS.EQ. 1024 ) M=10
NUMSAM*HE | TS .EQ. 2048 5 H=11
NUMSRIM*NE 1 TS . EQ. 4006 ) M=12
NUMSAM#NBI TS EQ. 8192 3 H=13
NUMSFITNE TS EQL 16384 ) M=14
IF ¢ M.EQ.O > THEN
FRINT*, ' error in fft ... H=0"
STOP
ENDIF
M=z

——
'1'1
R A R

;

Do 100 (=1,
FFTOUTS | 3=U(1 3
100 COMT {HUE

HUZ2=H/2
M =1
Jd=1
ol g i=1,HM1
IF ¢ |, bE J 3 GOTO 2
T=FFTOUTLJD
FFTOUT(J)=FFTOUT{ )
FFTOUTL L =T
K=HL2
IF ( K.GE. > GOTD 7
=0k
k=K ;‘.2
GOTO &
? J=HE
H COMTIHUE
oo 20 L=1,H
LE=2]
LEY=LE/2
U=¢1.0,0.0%
U=CHPLYCOSCPI JFLOARTCLE 132, —SINCPT AFLOATCLE 1332

ohoin

[ax



00 20 J=1,LE1
D0 10 1=J,H,LE
IP={+LE1
T=FFTOUTC P ¥
FFTOUTC 1P Y=FFTOUTC T 3-T
FETOUTC | Y=FFTOUTE | 24T

10 COMTIHUE
Li=Li#}
20 CONTIHUE
RETURH

ERD

o
~Jd
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SUBROUTINE LINERR_AMP_DIST
generates the transfer fumction for
{inear amplitude distortion

7

COMPLEX, TRANSFERFUNCC 16384, ATTENUAT 1ON
COMPLEXY. FFTOUT( 163842

COMMOM /C3/ HUMSEH
COMMOM /C4/ NBITS
COMMON /C23/ SAMFRED
COMHON /C297 FFTOUT
COMMon /C387 ALIN

HO1=HUMSAM*NBI TS /2+1
HGZ2=H01+1
Al=AL H+SARNFREQ /FLOAT CHUMSAMENBI TS )

fan]

the frequency response for positive frequencies is calculated
ag 1=1,N01
RJ=REAL ¢ 1 -1 F:A1 /20.
TRANSFERFUNC S | )=CHPLY.C 10 ¥4 )
EMD DO

L]

the frequency response for negative frequencies is calculated
[0 1=NOZ, NUMSAMANB I TS
TRANSFERFUNCC 1 »=(CHPLX 1. 3 /TRANSFERFUNHCCHUMSANANE | TS+2-1 X)
END 0O

the =ignal is attenuated to prevent the amplification
introduced by the linear amplituds distortion
ATTENUAT { ON=CHPLX{ 10+ (AL IN+*SAMFREQ /2. #20. 3

[y}

o0 =1, WUHSAM*HBI TS
FFTOUTC 1 >=FFTOUTC | PFTRAMSFERFUNCC I 3 /ATTENUAT {ON
END DO

RETURN
END
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SUBROUT IHE PARABOL IC_ANP_DIST
generates the transfer funcltion for
parabol ic amplitude diztortion

D e

COMPLEX TRAMSFERFUMC( 156334
COMPLEX FFTOUT 16324 5

COMHON T3/ HUMSAM
CaMHoN /G474 HEBITE
COMMOH L2327 SAMFREQ
COpMioH AC297 FFTOUT
contar /G337 APRR

HO1=HUMSAM*NBI TS /241
NOZ2=NO1+1
Ai=APAR®CCSAMFREQ/FLOAT{HUMSAMSNB I TS 3 k42 3

C the frequency response for positive frequenciss is caleulated
0 1=1,H01
AJ=C(REAL {11642 ¥R f20.
TRANSFERFUNCE 1 5=CHMPLY 10 R
END DO

C the fregquency resporce for negative freguencies is calculated
OO F=HO2, HUMSAMENB T TS
TRANSFERFUNC (1 >=TRANSFERFUNC (HUMSAIMHNE [ TS+2-1 )
EHD DO

C the frequency responses are multiplied
0o 1=1,HUMSAMEHBI TS
FFYOUT <1 >=FFTOUT{ | ¥ TRANSFERFUMC{ 1 3
EHD OO0

RETURH
EHD
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C

SUBROUTIHE RIPPLE_ANP.DIST_SIN
 generatesz the transfer function for
C ripple amplitude distartion typs |

COMPLEX TRANSFERFUNC( 163240
COMPLEX FFTOUT( 153843

COoMHOM /C1S PLPIZ
COMMON /T34 MUMSAM
COMMON /T4 HRITS
COMMON fT235 SAMFREQ
COMMoM  fC294 FFTOUT
COMROH T30/ BRS,NSRIP

MO 1=HUMSAMENBI TS f2+ 1

HOZ=HO 1+1 '
AJ=SHIFREQ/RERL CHUMSAMFNE T TS )

Cli=1. /2 fREALCNERIP

C the frequency response for positive frequencies is caleculated
ol {=1,H01
S=ARSESIHC2 HPIR(REAL -1 ARJM/C1 /20,
TRANSFERFUNC (I )=CHPLXC10 . #4025
END DO

C the frequency response for negative frequencies is calculated
o0 1=HO2, MUMSAMFHE I TS
TRANSFERFUNCC | >=CHPLYC 1. 3/ TRANSFERFUNCCNUMSRIPHHE I TS+2-1 3
EHD D0

L the frequency responses are multiplied
00 =1, HUMSAM+HB [ TS
FFTOUT ] 5=FFTOUT ) »*TRANSFERFUNCC | 3
END OO
FETURM
END



SUEROUTINE RIFPLE_RNP_DIET_COS
C gererates the transfer funclion for
C ripple amplitude distortion type |1

COFPLEY, TRANSFERFUNCY 16324 2
COMPLEX FFTOUTC1G63842

COMMON AC17 PLLRIZ
COMMON. /03¢ HUNSAN
COMMON /44 HMBITS
COMMON #0237 SAMFREQ
COMMoN /229, FFTOUT
COMMON SC41¢ ARC, HCRIP

HO1=NUMSAM*MBI TS f2+1
MO2=HO1+1
AJ=SAMFREQ /RERL (HUMSAMHHE I TS S
Ci=1. /2. /REALCHCRIF)

[}

the fraquency response for positive frequencies is calculated
DO 1=1,H01
AZ=ARCH*COSLZ 4P I#(REALC I~ 1AL /CT1 3 /20,
TRAMSFERFUMCC | »=CMPLL{ 10 #4[2 3
EHMD D

[y

the freguency response Tor negative frequencies is calculated
0o 1=NHD2, HUMSAIM*NBI TS
TRANSFERFUHC{ | ) =TRANSFERFUNC (HUMSAM*NBI TS+2-1 )
EMD DO

L}

the fregquency responses are multiplied
00 I=1, NUMSAM*NEBITS
FETOUT (1 >=FFTOUT (1 »*TRANSFERFUNC{ | )
. EMD DD
RETURH
EtD

¥
2



SUBROUT IHE L INEAR_GROUP_DELAY
ger=rates the transfer function for
linear group delay

0

COMPLEY TRANSFERFUNCY 16354 )
COMPLEX FFTOUT(15354)

coMmon o175 PLPIZ
COMMON /T3¢ HUMSHKH
COMMON /047 HEITS
COMMOH  AC237 SAMFREQ
cohMon /G298 FFTOUT
COMMON /0427 GLIN

MO 1=HUMGAM*HB I TS f2+1
HO2=HO1+1

C the frequency response for positive frequencies is calculated
Doo1=1,H1
AI=FLOAT {11 #SAMNFREQ/FLOAT CHUMSAINE 1 TS 3
PHI=P PE(GLIM 10 . 43 pelR 462 )
TRANSFERFUNC ) 2=CHPLXCCOSCPHI 3, -STH{PHL 32
END DO

L the frequency response for negative frequencies is calculated
DD {=MO2, HUMSAIMHNBI TS
TRANSFERFUNC | »=TRANSFERFUNC(HUMSAM*NB I TS+2-1 3
EHD 00

C the frequency responses are muitiplied
0o i1=1, HUMSAM#NBITS
FFTOUTC L 3=FFTOUT S | A TRANSFERFUNC(] 2
EMO 0D

RETLRN
END



SUBROUT IHE PRARAEOL 1 C_GROUP_DELAY
generatas the transfer function for
. parabolic group delay

D)

[ ]

COMPLEY. TRAMSFERFUMCC 16384 )
COMPLEX FFTOUTC163E4 >

COMHON /C17 PILLPI2
COMMON fC3/ HURSAN
ComMoH /47 MEITS
COMMON #C237 SAMFRED
COMMON fC297 FFTOUT
COMHON /C42¢ GPAR

MO 1=HUMSAMHHBI TS £2+1
HO2=MO1+1

the frequency response for positive frequencies is calculated
oo 1=1,H01
AI=FLOATC 1= 1 9#SAMFRED/FLORT CHUMSAM+HB 1 TS
PHI=2 #P| #3 #(GPAR A0 #3 BECA 43 )
TRARSFERFURCC | )=CHPLIECCOSCPHIE ), -SIN{PHI »2
END 00

[

&

e}

the frequency response for negative frequencies is calculated
00 i=HO2, HUMSAMENE TS
TRANSFERFUMC C | »>=COHJG(TRANSFERFUNC CHUMSAIPENB I TS+2-1 00
END DO

Ly}

the freguancy responses are mul tiplisd
0 =1, MURSAHB I TS
FFTOUT L s=FFTOUT { | > TRANSFERFUNCC1 3
END DO

RETURH
ERNG



C _______ .
SUBROUT INE RIPPLE_GROUP_DELAY_SIH

L generatas the transfor function for

Cripple group delay type |

COMPLEY TRANSFERFUNMC{ 163543
COMPLEX. FFTOUTC 16384 )

COMMaN fC17 PLPIZ
COMMON ST37 HUMSAN
COMMCH T4/ HBITS
COMMON #0237 SAMFREQ
comMMoN /0294 FRTOUT
COMAoH SC44F GRS, HGSRIP

HO1=NUMSAMENBI TS /24 1
MOZ=HO1+1
A=SANFREQ REAL (HUMSAM*HBI TS
Ci=1. 42 /RERL(HGSRIP)

L the frequency responss for positive frequencias is caloculated
0o I=1,M01
PHI=(GRE*C1 /10 w430 S IH2 ¥R IFFLORAT -1 ¥RJ /T
TRANSFERFURCT 1 3=CHPLX{COS{PH! 2, —SIH(PHI 32
EMD DO

C the frequency response for negative frequencies is calculated
00 {=HO2, HUMSRMFHEBITS
TEANSFERFUNCC ] 3=CONHJG{ TRANSFERFUNC (CHUNMSAM*NE | TS+2-1 ))
END OO

€ the frequency responses are multiplied
00 I=1,HUMSAM*EHE LTS
FFTOUTCH =FFTOUT{ | *TRANSFERFUNC{ 1 >
END 00

RETURN
EfD
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C
SUERDUTIHE RIPPLE_GROUP_DELAY_LO2

C genarates the transfar function for

C ripple group dzioy typs |1

COMPLEY TRANSFERFUNCY 16384 3
COMPLEX FFTOUTC1G6384 0

COMMoM /017 PLLPILZ
coMnon /C3/ NuMSAM
COMMON /C4/ HEITS
COMMOM /C237 SAMFREQ
COMMON /C29/ FFTOUT
COMMON  fC45/ GRC,HGCRIP

HO1=HUMSAMFNBI TS /2+1
HOZ=HO1+1

AJ=SAMFREG/RERL (HUMSAIHHB 1 TS
Ci=1. /2. /REAL{HGCRIP Y

C the frequency response for positive frequencies is calculated
DO 1=1,N01
PRI={GRCHC 1 /{10 ¥%3 3 %C0S(2 . %P I #FLOAT (1 -1 >%AJ/C 1)
TRANSFERFUNC( 1 )=CHFLX(COS{PHI! >, SIM{PHI 32
EHG 00

C the frequency response for negative frequencies is calculated
Do 1=NOZ , HUMSAMEHBI TS
TRANSFERFUNCC 1 >=TRANSFERFUNC (HUMSAMHNB 1 TS+2-1 )
EMD DO

C the frequency responses are multiplied
0O f=1, HUMSAMENEI TS
FFTOUT ] 2=FFTOUT{ | 2#TRANSFERFUNC{] 3
ENG OO

RETURN )
EHD



SUBROUTIHE PRESGENERATOR
= generates the pseudo random bit sequence

CHARACTER*1 CH

INTEGER INPUTDATAC4096
CHARACTER*1 FPRINTCONTROL
CHARACTER*1 REPORTCONTROL
INTEGER REGISTERC(24 X

COMMON /C2/ THPUTDATA
CoMroi /C4/ HBITS

COFMON /C13/ PRINTCONTROL
COMMON  fC14/ REGISTER
CORMON /C15/ HREG

COMMoON  /C28/¢ REPORTCOMTROL
COMMON 046/ THPPOSITION
COMHOH /C477 MTRP

IMTEGER TAPPOSITIONC4 ), NTAP, SUM
{MTEGER SEQUENCELENGTH, SEQUENCEC 16354
IMDEX=
oo 1=1,13
INDEX= | NDEX*2
{F¢INDEX . EQ. HE 1 TS YHREG=1
END 00
REGISTERC 1)=1
D0 {=2,MREG
FEGISTERC | J=RBSCREGISTERCI-1)-1)
END DO
DO 40 1=1,4
TAPPOSI TIONCI 3=0
40 COMT | HUE

£ First tap is always connacted.
TAPPDSITIOHS 1 3=1

€ Determine the new tap positions.
IF ¢ NREG.EQ.2 > THEHM
HTAP=2
TAFPOSITION(2=2
GOTO 100
ENDIF

IF  MREG.EQ.3 » THEHM
HTAP=2
TAFPOSITIONC2)=3
GOTO 100

ENDIF

IF ¢ NREG.EQ.4 > THEN
HTAP=2
TAPPOSITIONCZ =4
GOTO 100

EHOIF

IF ¢ MREG.EQ.S > THEN
NTAP=2
TAPPOSIT1ONHCZ =4
GOTO 100

ENDIF



IF ¢ MREG.EQ.5 » THEN
NTAP=2
TRFPOS | TIONC2 3=5
GOTO 100

ENDIF

IF ¢ HREG.EQ.7 * THEHW
NTAP=2
TAPPOSITIONCR »=7
GOTO 100

ENOIF

IF ¢ HREG.EQ.S » THEN
MTAP=4
TRPFOSITIONCZ X

GOTO 100
EHDIF

IF ¢ MREG.EQ.9 > THEH
HTAP=2
TAPFOSITIONC2 3=6
GOTO 100

ENDIF

IF { MREG.EQ.10 3 THEN
NTRP=2
TAPFOSIT 1 ONC2)=8
GOTO 100

ENDIF

IF ¢ MREG.EG. 11 ) THEN
HTAP=2
TAFPOSITIONCZ »=10
GOTO 100

EHDIF

IF { MREG.EQ.12 > THEH
HTAP=4
TRPPDSITIONC2 =7
TARPPOSITIONC2)=0
TRPPOSITION(4 )=12
GOTO 100

ENDIF

IF < NREG.EQ.13 > THEH
HTAP=4
TAPFOSITIONC2 =10
TARPPOSITIONCS =11
TAPPOSITIONCE =13
GOTO 100

ENDIF

100 00 J=1,244NREG-1
IHPUTDATACI =REGISTERC 1)

SUM=REGISTERC 1)
D0 120 1=2,NTAP

IF ¢ SUNM.EQ.REGISTER(TAPPOSITIONST 22 » GOTO 110

SUH=1

L

-~



50TO120
110 SUM=0
C end {mwor}

120 COMTIHUE

C  end {sum of the taps}
Do 130 |=1,HREG-1
REGISTERC] >=REGISTERCI+1)
130 CONT THUE
PEGISTERCHREG »=5UH
END 00
HPUTORTRC 23HREG =0
RETURH
EHD



L]

FUMCT{GH ERFCC(LS
computas the complementary error function
wi th Chebychey normal ization

[ N ]

Z=RES(K S
T=1./7¢1.+0.5%22
ERFCC=THEAP(-2¥2~1. 2655 1223+T+{ 1. Q0002368+T+{ . 37400 196+
* T 036784 18+4T+(~ . 18528306+ T+(  27886807+T*(-1. 13520395+
# T#(1. 48851087+ TH(~ B2215223+T+ 1208727722303 5
IF ¢¥X.LT.0.3% ERFCC=2.-ERFCC

RETURN
END

i 4
)

9
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SUBROUTIHE TIME_BEGIHN
CFU AND ELAPSED TIME COMPUTATION (iogether TIME-ENDD
PROGRAM
external libfinit_timer
external 1ibfget_uvm
COHMON HAMDLE

integer®4 dyn_array_adr
nlongwords = 50 ‘
hordie = 0 !zamon bilgisi virtual bellekde sakianacak

CALL |ibfget_uminlonguords*4,dyn_array_adr)!virtual bellek dizayni
CALL lib%init_timer<{handle) ltimer set =dildi

RETURN
END
SUBROUTINE TIME_END
CRU AMD ELAPSED TIHE COMPUTATION {(together TIME_BEGIN)
FROGRAM
external |ib$show_timer
external |ib$free_timer
CoMMOoN HAMDLE
CALL 1ibfshow_timerchandie)d lisin son durumu ekrana gazildi

CALL 1ib%fres_timerchandla)d !yeni is icin timer serbest birakildi
RETURH '
END
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