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LOCAL CONSTRAINT BASED ANALYSIS IN RESDURCE CONSTRAINED SCHEDULING

Resource constrained scheduling problems are generally solved by
optimization techniques which cannot accomodate large size problems
with respect to computation time. Yet, fast and near optimal schedules
are required in actual dynamic environments. A method which has a
quick respanse to dynamic conditions is the usage of dispatching rules
which are tested and evaluated in simulation studies or against static
optimal solutions. The disadvantage of heuristics lies in their
performance dependence on problem characteristics.

Constraint based analysis (CBA) approach employed here stands

midway between the latter two methods. The performance criterion is

imposed on the scheduling process as a constraint together with
resource limitations. These constraints are considered as locally
essential at each scheduling decision point and activities are
sequenced in accordance with the constraints.

In this research, the local essential conditions are explained
in detail and the static and quasi-dynamic algorithms for resource
constrained scheduling in which they are incorporated are conveyed.
Btatic solutions for the previously solved project scheduling test
problems obtained employing local CBA are compared with well-known
heuristice as well as with the optimal solutions. Furthermore, CEBA
results for static job-shop problems representing various  shop

characteristics are compared with heuristics.



KAYNAK KISITLI C1ZELGELEMEDE GEREKL! YEREL KOSULLAR

kKaynak Ekisitla cizelgeleme problemi genel olarak eniyi
cizelgeleme  teknikleri ile gozilir, Ancak bu yontemler bilyilk
prublemlerd; cozim zamani agisindan yetersiz kalmaktadir. Ote yandan
gercek dinamik ortamlarda eniyiye yakin ve hizla elde edilebilen
cizelgeler gereklidir. Dinamik ogelere yanit verilmesinin bir vyolu
benzetim calismalarinda veya duragan olarak eniyi gizimlerle
karsilastirilip degerlendirilen sezgisel vyontemlerdir. Ancak bu
yontemler  dizenli olarak iyi cizelgeler vyaratamamakta problem
ozelliklerine gire farklilik gistermektedir,

Bu calismadaki yaklasim ise stzii gecen iki yintemin arasinda yer
almaktadir. Performans kriteri cizelgeleme islemi iizerinde bir lkisit
olarak giriilmekte ve kaynak Kisitlari ile birlikte disiiniilmektedir. Bu
kisitlar islerin birbirlerine gtre siralarini her laokal karar verme
aminda belirlemektedir,

Bu ¢alismada, zorunlu yerel kogullar ayrintila olarak
anlatilmakta ve kaynak kisitli cizelgeleme icin bu kosullary iceren
duragan ve dinamik algoritmalar verilmektedir. Daha tnce ciziilmis olan
duragan proje cizelgeleme problemleri icin yerel kisit analizi yintemi
ile elde edilen sonuclar hem eniyi gozimlerle hem de taninmis sezgisel
yontemlerle karsilastirilmistir. Ayrica, cesitli atelye szelliklerini
iceren durajan atelye problemleri icin de kisit analizi sonuclary ile

sezgisel yﬁntemlérin sonuglary karsilastirilmstair.



vi

TAELE OF CONTENTS

Page
ACKNUWLEDGEMENTS lllllllllll.l.ll.l.llllllllilll‘llllll!lulttll..iii

ABSRACT 250880088 TUTH NSRS EY SRS NS NS S NSRS S NS NSNS AR TS AR iV

KISA 6ZET #8588 8280 R28KSNSETNESESEESEEREERENENS S AR NN EE NSNS E R AR BA \'2

LIST UF FIBURES A X ASHE NS EREEEEEAESEARAE AR NN AN RSN NS SN vi

LIST DF TABLES ll.llll.llllllllll.l.llllIllll.ll.lllllllllllll.l.vii

I. INTRODUCTION .uwavusnnnsnnasannsnnsnnnnasnsnsnssvnsnnnananns 1
II. LITERA;URE BURVEY .euvesusssaunesansnsnansnnsnsncansarnnsanss 4
111. LOCAL ESSENTIAL CONDITIONS IN PROJECT SCHEDULING +euuvessses 7
3.1. Definitions of Possible Cases and Essential Conditions
for Each CaSe@ sesvsvesvssnsasvesssnsssnsnvnsannovnnnsnss 10
3.2. CBA Scheduling Algorithm for the Static Resource
Constrained Scheduling Problem s.sveecrannssrnsasavannas 24
3.3, Quasi - Dynamic Application of Local CBA «iicvassasnean 25
IV. HEURISTIC RULES AND CBA OPTIONS IN PROJECT SCHEDULING ...... 28
4.1. CBA Options Used in Local CBA Implementation .......... 28
4.2. Dispatching Rules Used for Comparing Local CBA Results. 30
V. TEST PROBLEM CHARACTERISTICS ..ieavsusesssssssnssnnnassansne 31
VI. DISCUSSION OF PROJECT SCHEDULINB RESULTS «ovvuvrvvannansnnss B3
VII. TRANSFORMATION OF JOB-SHOP PROBLEMS INTO PROJECT SCHEDUL ING
PROBLEMS ..vvessvnasnnansasnsasssssnsnnasinnssansnsssassnssss 40
7.1. Specification of Job-Shop Problems ..ccccevcrisncvancane 40
7.2. Transformation of Job-Shop Problems into Activity-On-
Node Project Networks .csocvessvesnasssennscnsnnnsnnensss 41

VIII. PERFORMANCE CRITERION IN JOB-SHOFP SCHEDULING svvuisvnusssna. 43



vii

IX. DUE DATE ASSIGNMENT RULE AND HEURISTICS FOR JOB-SHOFP
PROBLEMS «.vvuseseracnnssnssansanssssenssnssncsnsasssncsens 47
2.1. Due Date Assignment seseecessancessnnsssnssncsnnsnsnns 47
?.2. Heuristics to be Compared with Local CBA in Job-Shop
Problems savievsssenansasensnssnsnnsssasnsassnassnnsnnsns 48
X. EXPERIMENTAL DESIGN FOR JOB-S5HOP PROBLEMS ..cvssssnanannsan 9l
XI. DISCLSSIDN OF JOB-SHOP RESULTS .cuvsvuncnnsnsasssnssaaanssn O
XII. CONCLUSION .icsnnusnnnnennsscasncnsanasnnnansasansssasannne 60
APFENDIX (Notation) ...............;............................. 61

BIBLIDBRAPHY % KNS ANSEAE SRS SIS NSEAREE NN R EEIENNE S EEPEENES NSRS R RS 65



LIST OF FIGURES

FIGURE 7.1. Activity-on-node diagram for Example 7.1,

FIGURE 7.2. Activity~-on-node diagram for Example 7.2.

viii



TABLE 3.1.
TABLE &6.1.
TABLE 10.1.

TABLE 11.1.

TABLE 11.2.

LIST OF TABLES

Summary of all possible cases

Summary of results for project scheduling problems
Characteristics of problem types

Average Tmax results obtained by heuristics and
local CBA

Results of Duncan multiple range tests on pairs of

type means



I. INTRODUCTION

The subject of concern in this research is the development and
implementation of local essential conditions with the aim of obtaining
near-optimal time efficient solutions to the resource-constrained
project and job-shop scheduling problems. The project scheduling
problem indicated here is of the singly constrained, renewable resource
type. Preemption of activities is not allowed and the objective is the
minimization of makespan,Cmax. The class of job-shop considered in this
study is of serial or nonserial, machine constrained type where the
jobs go through a known sequence of machines. The jobs may have
nonzero release times. Parallel identical machine groups are assumed
when the available resouce limit for certain machine types exceed
unity. Precedence among Jjobs is also allowed and the objective
considered is maximum tardiness, Tmawx. Total Work Content(TWK) based
due date assignment is assumed for Tama. performance evaluation.

The idea beneath the fore-mentioned essential conditions is to
capture the above praoblems’ intrinsic nature which heuristic rules fail
to grasp. Furthermore the conditions developed in the following
sections lead to local decisions and do not consider the scheduling
problem a& hand as a whole. This causes the implementation of the
conditions to be quite efficient and much of the computational burden
is eliminated.The latter enables the employment of essential conditions

quasi~dynamically, i.e., in an event-controlled wmanner. The static
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problem has to be resolved each time a disturbing event occurs during
the progresé of the project or work shop. Therefore dealing with the
dynamic environment is through salving the static problem efficiently
with respect to CPU times and quality of schedules in terms of optimum
solution proximity.

The concept of essential or "essential" conditions is based on a
process called “constraint-based analysis" [1,2,3] used in bringing out
information employable as a decision aid in real-time resource-
constrained scheduling. Constraint-based analysis(CBA) is performed in
the latter context so as to provide sets of feasible schedules for the
decision maker by iteratively finding precedence relationships
necessary for feasibility with regards to due dates, release times and
technological constraints and updating the time span during which an
activity is free to be scheduled. CBA process is terminated either
when it cannot find a complete schedule or when no feasible schedule
exists with the available due dates or when it succeeds to find a
complete sequence [1,41,

In t?e process of finding precedence relationships CBA considers
all jobs to be scheduled on a machine, thereby viewing the problem
globally. In cbnsequence, CBA seems to have a computational handicap
as stated in [2,4]1 and recommeﬁded to be employed in the static part
of the scheduling module.

In this research the essential feasibility rules found in CBA have

been developed with a different perspective and in such a manner that
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they are valid for all possible instances at a decision point.
Consequently, CBA has been localized with the expectation of near-
optimal results and less computation time.

The research aims to contribute both to the general understanding
of CBA and to heuristic procedures used in resource-constrained project
and job-shop scheduling. The CBA project scheduling results are
caompared with the optimal solutions of previously tested problems
[5,461. The results for job-shop scheduling problems are compared with

the well-known heuristic rules found in the literature.



IT. LITERATURE SURVEY

The * combinatorial aspect of the resource-constrained project
scheduling problem has caused optimization approaches [7,8,9,10,11,121
to be computationally intractable for real-world problems.

Early heuristic approaches have been provided by Wiest [13]1 and by
Thesen(14], More recent heuristic researches [15,141 incorporate
characteristics of the project and evaluate priority rules under
multicriteria objectives.

Surveys and comparisons of heuristics to optimal solutions are
given in Davis and Patterson [171, Herrcelen [181 and Willis [191.There
is general agreement on best heuristics to be used in project scheduling
although none is proved to provide good solutions consistently [201].

It should be noted that the Resource Scheduling Method (RSM)
heuristic given in [17,20] compares all pairs of schedulable activities
and decides upon precedence among a pair of activities according to the
project duration increase caused by the precedence of one activity over
the other. The rule has thus some conceptual similarity to CBA approach.

The heuristics which have been found as best in project scheduling
are picked up and compared with optimal solutions so that CEA
performance is considered fairly against a background of well reputed
heuristic performance.

As for the job-shop problem, simulations have been carried out by
several authors [21,22,23] in order to determine best heuristics with

respect to tardiness, flow time and other criteria. No dispatching rule
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seems to be consistently the best, but there are generally accepted
good rules for exogenously determined due dates and internally
determined due dates respectively as given in a survey by Blackstone et
al.[24]. Baker and Kanet [25] also prapasé a new rule for the tardiness
criterion. These dispatching rules are compared with CBA solutions for
the job-shop problems with respect to Tmaxs

Recent trends in project management and resource-constrained
scheduling consist of bringing a dynamic aspect to the problems in a
disturbed environment. Two generally accepted disturbances are changes
in resource availabilities and the arrival of new jobs. Muhlemann et
al.[26] experiment on the performance of priority rules coupled with the
frequency of rescheduling. Raman et al. [27] tranform an automated
environment scheduling problem into resource-constrained project
scheduling problem and apply static solution procedures on a rolling
horizon basis.The effects of schedule revisions are given in Yamamoto
and Nof [28B] and improvement of criteria due to rescheduling is
discussed. Norbis and Smith [29,30] provide both static and event-
controlled{quasi-dynamic) versions of a two level heuristic for the
resource-constrained scheduling problem. Angther quasi-on-line
approach to scheduling is given by Slomp et al., [31] for flexihle
manufacturing systems. Dumond and Mabert [32] evaluate priority and
due date assignment rules according to several criteria in a dynamic

environment where projects arrive randomly over time.



All the above real-time scheduling approaches consider the dynamic
scheduling problem as a series of static project(job shop) scheduling
problems, updating the system each time a disturbance occurs., In
consequence,the problem is to find a time~efficient and high guality{in

terms of proximity to optimal solutions) procedure for the static problem.



ITI. LOCAL ESSENTIAL CONDITIONS IN PROJECT SCHEDULING

As previously mentioned in the introduction the development of
essential conditions is based on the concepts introduced by Erschler et
al.l[1,2]. The‘authors have developed essential conditions for two major
instances: Pairwise conflict and all pairs in conflict cases which are
discussed in detail as Cases Al and A2 in the following sections.
Their approach is different from the one adopted here in the following
senset The authors propose to use their essential conditions in order
to find sets of feasible schedules compatible with resource and
time(duedate) constraints. They consider all jobs in the workshop
simultaneously and the two cases involved concern only "permanent"
conflicts(conflicts which always exist with respect to daily resource
limits). Their procedure does not take temporary conflicts(conflicts
which exist only at a certain decision point with respect to current
resource levels) into account. Consequently, when their essential
conditions are not tight enough to produce a complete schedule their
feasible schedules became partial schedules based on these two cases.
The partial schedules are fed into a decision aid module linked to
an- on-line workshop monitoring system to be employed by schedulers.
The partial schedule generation is claimed to be computationally
burdensome as it involves the identification of all pairwise conflicts
among overlapping jobs. Additionally, partial schedule generator is
stopped when no feasible schedules can be generated with the current

due dates.



In this study, however, there exists an infeasibility check before
the corresponding essential conditions are applied. The reason is to
identify infeasibility at an early stage of the procedure and avoid
imposing unnecessary precedence relationships on the activities.
Furthermore, the wutilization of local CBA enables the scheduler to
obtain complete schedules without the requirement of a decision aid
module. At the times when the local essential conditions are not
sufficiently strong to identify precedence relationships the procedure
decides according to a predefined dispatching rule.

The essential conditions developed here are used in both project
and job-shop scheduling contexts. The procedure can be used for both
Coax and Tomax 0bjectives.

Developing such local conditions requires the consideration of all
possible instances that can occur at any scheduling point. What is
meant by instances is made clear by the following:

An instance might involve activities in progress which leads to
the concept of temporary conflicts. Furthermore, there might be
instances when pairs of activities are not in any type of conflict
but when considered as a group cannot be scheduled concurrently due
to resource limitations.

A summary of all possible instances with their respective br?ef
descriptions is found in Table 3.1. Notation included in Table 3.1.

and in other sections is given in Appendisx.



TABLE 3.1, Summary of all possible cases.

ALL CAGES

|

|

CASE AtAP={s}) CAGE B(AP#{#}) CASE C
| | | | ‘ No conflict
CASE Al CASE A2 CASE A3 CASE Bt CASE B2 [CASE B3
Perganent Peraanent ;e_r;n-;nt ;;;n:nt Teaporary Hyb_?
I8ETI=2 §SET1 > 2 ISETI > 2

all pairs not all pairs

CASE BIl CASE BI2  CASE BI3 CASEB21

I \

CASER22 CASEB23 CASER3I CASEB32

’ ISETIs2  ISETI > 2 ISETI >2  18ETI=2
all pairs not all pairs

ISETI > 2 ISETI » 2 ISETI > 2  YSETL » 2
all pairs not all pairs all pairs not all pairs
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3.1, Definitions of Possible Cases and Essential Conditions for Each Case

CASE A (AF={s})

No activities are in progress at tnows

Case A

Definition:

Fermanent conflict: Permanent conflict exists among two activities when

Erx,n » Rn for one or more resource types h.
k=i, JE€BET

Case Description:
Permanent conflict exists among pairs of activities.

Case Al (ISETi=2)

Only two activities are in permanent conflict. (SET = {i, ji})
Checking infeasibility :

If ¢ 1ftmex — thow < E px } 4, then project duration must be
k=i’j

increased by the following amount :

« = project duration increase = taow=lftmaxt I P
kEGET

Proofs
A:Suppose i has lftaa. over i,j and E.p5 » 1ftman~trnows
This implies: k=t
patps 3 Mftitonow
P > 1ftypa-trow
Pisttnow? lat,

efty > lst, =) j cannot & i.

= i % j. =5 L pu + thow {1ty which is contradictory to A.l
k=i,]
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For all j€U, lst., 1ft. are updated by o, i.e. lst, = lst, + o3 the same
goes for 1fte.

The +final project duration increase is the maximum o over all
pairwise comparisons.

Since « is the consequence of conflict infeasibility checks only
and since CPM is solved only once at the beginning of the procedure it
is possible that at any time during the procedure 1ft; { tnowtps, then
% = tnowtpa-1fty and 1ft, and lst, are updated accordingly.

Frecedence Rule:

a. If sty < eft,, then i precedes j. {i,jEe8ET}

b. If 1sty < eft,, then j precedes i.

Proof (a):
Suppose lsti<eft; and j « i.
Cy=afty >1+t,~p.

8ince j ¢ i, Cyi=Cy + ps >1fty which violates feasibility of
current Cq.|]

Both conditions {(a) and (b) cannot occur simultaneously because of
the infeasibility check undergone in the first place.

Froof:
Suppose a) 1st < eft, and b) 1lst; ¢ eft,.
By infeasibility check,
if j has lftman: l1fts~tnow 2 patpy
=» lsty~thew 2 Ps
=) lst, 2 eftsy which contradicts (b).

Similarly, if i has l1ftmaxy 18ty Z efty which contradicts (a).l



If none of the conditions are true, then the sequence is arbitrary
with respect to CBA and activities are scheduled according to the
previously selected dispatching rules.

Example
SET = {A,B} Rys= 5 Ra2= 4

Act. Res.Req.(1) Res. Req.(2) p est eft 1st 14t

A 3 3 3 3 & 4 7

B 4 3 3 3 & b 9

AZXB.
Case A2 (ISET| > 21
Case description:
More than two activites are in conflict and all possible pairs are in
permanent conflict.
Checking infeasibility is done in pairwise fashion as in case Al,

and also groupwise, i.e.,

max {O'tngw—lftm.x'*' 2 Pk}
all pairs :=1 4
« = max{ 3
max {0,thaw— max {1ft 3+ T pud
1€8ET kESET

Precedence Rule:
Step 1. Check pairwise precedence as in case Al. If no relationships
are found or if pairwise comparisons do not diminish the size

of SET® to unity, go to Step 2.



Step 2. Check group precedence for every i€SET’:

a. If [max { 1f#ty } ~thowl < E px 4 then V j precedes i.
JE{BET~i} L€SET? JE{BET* -1}

where V is the boolean OR.
b. If [1fty - thowl < E pe , then V i precedes j.
KESET? JE{BET?~i}
Proof(al):

Suppose [max { 1ft; } ~thowl < L px and V i precedes j.
JE{BET -i} k&BET? JE{BET -i}

=3 max {1+t ) < Zpu + ps + thow
JE{SET’-i} ke€{SET’>-i2

=3 max {1fts) < Ipw + efty
JE{BET ~i}  ke€{BET’-i}

=3 max {1t} - Ips < efty
je{BBET*-i}  ke{SET*~i}

=3 letemer-—-12 € &fty which violates the feasibility of current Ceerr—1»

Proof(b)s

Suppose [1ft, - thowl ¢ E pe and V j precedes i
kE8ET? JELSET?~i}

=:} lft‘ - p‘. bt tngw < z pk
ke8ET*~i

=» lety < L Pr + tnaw
kEBET? i

=3 lety { eftesv -1+ which proves that i has to precede at least
one activity j€{SET’-i} for current C, feasibility..
For each i€8ET® do comparisons 2a and 2b. Note that both conditions

cannot occur for an activity i.
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Proof:

[max { 1fty; } -tnowl) ¢ % Px

JE{SET'~-1i} kESET"'
} =) max ( lftg } ~tnawl] ¢ X Pu
[1fty - tnowl ( Z Px jESET. kESET!
kESET"*

which violates the infeasibility check..

If none of 2a or 2b occur, no relationship exists between i and (SET'-i}

and dispatching rules are used.

Example AZ
SET = (A,B,C} Ri= 4 Ra= 3

o " o et v o e - ——— ———

Act. Res.Req.(1) Res.Req.(2) p est eft 1st 1ft

A 2 2 3 5 8 9 12
B 4 1 2 5 7 8 11
c 3 2 4 5 g 11 15

Step 1. No relationships are found.

Step 2.

o

——

i= A¢C or B ¢ C

—— —~——

Result: SET"=SET - {C}. Calculate priorities for A and B.

Case A3 (ISETI>2}

Case description:

R group of activities is in conflict and every pair of activities is
not in conflict. This case includes the instance of no pairwise

conflicts.



Definition:
8: Minimal conflict set; A set such that if any member i is dropped
from 8, then {8-i} can be processed simultaneously. (SCSET®)
Frecedence Rule:
Step 1. Check pairwise infeasibility and precedence as case Al.
Pairwise checks will diminish the size of SET’ since the
ultimate successors are deleted from SET.(SET -» SET*®)

Step 2, If SET’ is not nil, check group precedence for every SCSET’ and

i€8;:
a. If lst, < eft, y then i precedes { S-i }.
J€{S-i}
jé{S—i}
Froof(a):
Suppose lsty, < eft, and { 8-i } # 4.
je{8-i} ;

By definition {8-i} is a nonconflict set. Furthermore, no j€{S-i}
is in pairwise conflict with i since pairwise conflicts are dealt with
in Step 1 and § consists of more than two activities. Consequently, {S-
i} can be considered as a single activity in pairwise conflict with i.
This implies:

eft¢p—12= min {efts}
je{s-i}

since the completion of any j€{5-i} provides the possibility of
concurrent scheduling of i and {8-i}. Then,

lsty, < efty =» lsty < min {eft,}
JE{8-i} jé{g-il

which violates the current value of Ca-l



Note that in this case both conditions can
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be true since groupwise

infeasibility check which is quite involved is not applied here. If no

consistent sequencing can be obtained or if BSET" still consists of

conflict groups

using the above,

decide upon the activities in SET".

Example A3

SET={A,B,C,D} Ri= 8

Act. Res.Req.(1) Res.Req. (2)
A 2

2] 1

q
c 3
D 1

Rz= 7

3
3
2

2

p est eft
45 9
3 5 8
4 3 9

6 9 11

Step 1. No pair conflicts exist,

Ste

p 2. 8= {A,B,C} i=A

§ = {A,C,D} i=A

8: {A,B,D} i=A

2a.
2a.
2a.
2a.
2a.

2a.

2a.
2a.

2a,

X

Yes. B « {p,C}
Yes.

Yes.

Yes.

Yes.

X
Yes.B ¢« {A,D}

Yes.

Ist 1ft
@ 1z
g 11
7 11
7 13

2b. Yes. {B,C}
2b. X
2b. Yes. => No

2b. Yes. =3

5t

No
2b. Yes. =* No

2b. Yes. => No

2b. Yes. {B,D}
Ebl x

2b. Yes., =» No

Result: SET"= SET’ - {A}. Schedule B,C,D at t=5.

then dispatching rules are used to

relation.
relation.
relation.

relation.

relation.
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Case B(AP#{s)})

Case Description:
Activities are in progress at tnow. ( Note that for all B subcases if

tconf,  1fty, then case A rules are applied.)
JESET

Case B2

Case Description:

Any conflict that may exist between activities is temporary.

Definition:

Temporary conflict: A pair of competing activities are in conflict with
respect to the available resource levels at thow
but not to the daily resource limit, Rn, i.e.

R’h £ 1 My £ Rhn
k=i, j

teent, s iThe  earliest time when both i and j can be
processed simultaneously using the available
resources and the ones provided by the completion
of activities inlprogress.
Case B21(ISETI=2)
Case Description:
Two activities are in temporary conflict,i.e. BET = {i,jl.
Checking infeasibility:
min { max { O, teent, ; + py - 1ft; 33
1€8ET J€SET
« = min { M

max { 0, I P * thow — 1ftmaw ?
keSET
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Proof:

Suppose I pi > 1ty — thow (Where i has lftna) and lstgztsent, |
k=1i,j

Then, lsty ¢ eft; and lsty < efty but i can be scheduled at
teent, s when i and j can be run concurrently. 8Since by the first part
of the infeasibility check:

teent, 4p, $ 1§ty
current C, is not violated in spite of the second part of the
infeasibility check.

Similarly, when the first part of the infeasibility check is
violated and the second part holds current value of Chax is preserved.l

Precedence Rule:

a. If 1sty < teent, | and lsty < eft, , then i precedes j.
b. If lsts; < t=on*, , and lst; < eft, , then j precedes i.
Proof(a):

Suppase lst, < efty, lsty < te=onf , and j ¢ i
Then, )

sty < Cs => 14ty < Cytpy.

1st, € t=ont, , => 1ft, ¢ teont, . 4p,.

=3Current C, is violated.]]
Both conditions cannot occur because of the infeasibility check. If
none of 2a or 2b occur, then no sequencing can be established and

dispatching rules are used.
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"
L3

SET = {A,B} Ria= 7 R’3= 8§ R2=0 Ra’=

Act. Res.Req.(1) Res.Req.(2) p est eft Ist 1ft Resources released:
—— - me= mem ee— ——— 2 units(l) at t=3

A 4 2 I 0 3 3 ) 1 unit(d) at t=2
B 3 2 4 0 4 2 b feont e =3
x=0

Result: B & A

Case B22([SET|{>2)

Case Description:

More than two schedulable activities are in conflict and every pair of

activities are in temporary conflict.

Precedence Rule:

Step 1. Fairwise infeasibility and precedence checks are applied as in
Case B21.If no relationships are found or if the size of SET®
ig not unity after pairwise comparisons digpatching rules are
used.

Case B23(1SETI > 2)

Case Description:

A group of activities are in conflict and every pair is not in

conflict. The conflicts among pairs of activities are temporary ones.

Definition:

(Note: § is defined according to R’n. )
ACs: Subset of activities in A which when completed enable
the earliest simultaneous progress of §, s.t.

I Fsn + R’h : E i
JE€ACs i€s
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ERT: ,st The earliest time when activity i can progress simultaneously

with {§-i} using resources provided by the completion of an
activity j€{S-i} or j€ACs.
{ min {eft,}
JE{S-i}
ERTe,s = min ¢ ¥
{ max {eft;}
Jj€ACyH
Precedence Rules:
Step 1. Check pairwise infeasibility and precedence as in Case BR21.
The ultimate successors are deleted from SET.(S8ET - S8ET’).

Step 2, If SET*is not nil,check group precedence for allC8 SET’and i£8:

a. If lsty < ERTs,s and lst, < eft, ,
je{8-i}

then i precedes {5-i}.

b. If 1sty < ERT,,s and lst, ¢ eft, ,
je{g-i} jé{s-ii

then {8-i} precede i.

Proof(a):

Suppose lsty < ERT:,e and lsty < eft; and {8-i} #i.
je{g-i}

As {58-i} is a noncoflict set, {5-i} and i can be regarded as a
pair of activities in conflict with each other up to the time ERT,.s

when they can be run concurrently. Then,

lsty < efty; =¥ 1sty, < min {eft,y} =% Isty < tagw + min {ps?
je{g-i} JjE€s-i} je{8-13

With the second condition: 1sty; < ERT,,e the current Ci is

violated.l



If no consistent sequencing can be established or if SET" still

consists of conflict groups dispatching rules are used to schedule

JEBET".

Example B23
SET = {A,B,C,D} R, = 10 R?3= 7
Act. Res.Req.(1) p est eft lst 1ft Resources released:
—— e - mmm emes e e 2 units at t=8
A 2 4 5 kK 8 12

B 4 2 5 7 7 9

C 2 I 5 8 7 10

D 2 4 5 9 7 11

Step 1. No pair conflicts.

Step 2. 8 = {B,C,D} ERTe=8 ERTe=7 ERTp=7
§ = {A,B,C} ERTa=7 ERTp=B ERTe=7
S = {A,B,D} ERTa=7 ERTp=B ERTp=7

The sole lst which is less than its corresponding ERT is of activity B.
Therefore, check 2a. for i=B for all S:

8 = {B,C,D} =» B « {C,D}

s = {A,B,C} =» B « {A,C}

s = {A,B,D} =» B « {C,D}

Result: Assign B at t=5. Select among A,C,D by using priority rules.
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Case Bl (AP#{s})

Case Description:

There exigt activities in progress. The types of conflict among pairs
of activities for all the follaowing three cases are permanent, i.e.

IrkiiRi. In these cases the resources provided by the activities in
k=i, j€BET

progress do not help .

Case Bil (ISETI=2)

Case Description:

Two activities are in permanent conflict. ( Note that each activity is
schedulable under the available resource level at tnows)

Precedence Rule:

Rules of Case Al are applied in this case.

Case B12(ISETI>2)

Case Description:

More than two activities are in conflict and each pair is a permanent
conflict pair.

Precedence Rule:

Rules of Case AZ are applied.

Case BIi3 (ISETI>2)

A group of activities are in conflict and but each pair is not a
conflict pair. The conflict pairs are permanent ones.

Step 1. Pairwise infeasibility and precedence checks are applied as in

Case Al. (SET->BET?)



Step 2. Group precedence rules are applied as in Case B23 where § is
the minimal conflict set according to the available resource
level, R’n.

Case B3 (AP#{s},ISETI>2)

Case Descriptions

Hybrid cases: A hybrid case occurs when some of the activity pairs form

permanent conflicts and some temporary conflicts. Hybrid cases oaccur

when activities are in progress and there are more than two activities
in SET.

Case B31

Case Descriptions

More than two activities are in conflict, but every pair is in either

permanent or temporary conflict.

Precedence Rules:

Step 1. Apply infeasibility checks and precedence rules of Case Al for
permanent conflict pairs and rules of Case B21 for temporary
ones. If no relationshipe are found or if the size of SET® is
not reduced to unity, dispatching rules are used.

Case B32

Case Description:

Broup of activities are in conflict, but not every pair is a conflict

one. The eonflict pairs are in either temporary or permanent conflict.

Frecedence Rules:

Step 1. Pairwise infeasibility and precedence rules are applied as in
Step 1 of Case B31. (SET-»SET’)

Step 2. Broup precedence rules of Case B23 are employed.



Case C

Case Description:
No activites in conflict, (SET = { ¢ 1)

fissign i € { Fr } at thows

3.2. CBA Scheduling Algorithm for the Static Resource Constrained

Scheduling Problem

The 1local essential conditions discussed in the previous section
can be utilized through the following algorithm,
Step 1. Initializes tnow=0, M={Activities with no predecessors}, AP={s},
U=¢All activities}, UA={s}, R’,=Rn. Solve CPM.
Step 2. Determine and evaluate SET considering all resource types h
a;d identify types of cases fitting SET.
Step 3. Assign activities as indicated in the detailed description of
the cases.
Update: U={U-UA}
AP={AP+UA}

R’n‘R’h‘ )3 M keh
JEUA

If U= g, stop.
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Step 4. Update: tncw™ min{C,}
J€AF

R?y=R?3+ E ri,
JEFIN

r={r+activities schedulable with respect to R*, and
completed predecessaors}

x = max {0, tnowtpi-1ft d; 1ft =1ft +a; lsty=lst.+x for isr.
igr

AF={AP-FIN}
If r=# then repeat Step 4.

Otherwise, go to Step 2.

3.3. Quasi-Dynamic Application of Local CBA

As mentioned previuosly, the efficiency of local CBA enables its
utilization in a quasi-dynamic environment. The generally accepted
types of ‘disturbances in resource constrained scheduling are as
follows:
1. Changes in the available resource levels.
2. Changes in activity durations, adding or deleting activities.
In all types of disturbances activities in progress at the disturbance
time are not descheduled unless compulsory and the current schedule of
activities assigned up to then is preserved. When an activity in
progress is descheduled then preempt-repeat type of process is
utilized. The procedure to be followed by the two types of events are

given as follows:



Event type |

la. Increasing resource level h by &, at te.i!
Update tncw=twvi
R’n =R’n + &n
r  ={r+activities schedulable with respect to new R°,.}

If r is not nil, go to Step 2 of the scheduling algorithm.

Otherwise, go to Step 4.
1b. Decreasing resource level h by §, at te.:i by specifying which

activity i* is interrupted:

Update tnow=tav:

R’:s =R’n~8ntrsen

AP ={AP-i*}

U  ={U+i*}

r ={rtactivities schedulable with respect to new R’n}

If © is not nil, go to Step 2 of the scheduling algorithm,

Dtherwise, go to Step 4.

When changes in resource levels occur a duration for which the
change is valid is also specified and the scheduling algorithm takes
this duration into consideration while applying rules during the latter
period of time.

ent type 2
2a. Changes in the durations of activities unassigned vyet or in
progress at teea:

Update tnowsteva

Solve‘the CPM for the remaining network denoting the durations of

JEAP as: py=Btart.Time,+p’; -tnew where p’; is the updated duration.



With the new est and 1ft values thus obtained go to Step 4 of the

scheduling algorithm,

2b. Adding or deleting one or more activities unassigned yet at t=te.z:

Update tnow “tevz Solve the CPM for the remaining network, update

P

If P is not nil, go to Step 2 of the scheduling algorithm.

Dtherwise, go to Step 4.



IV. HEURISTIC RULES AND CEA DPTIONS IN PROJECT SCHEDULING
4.1. CBA Options Used in Local CEA Implementation

It is observed in the statement of the conditions that there might
arise situations where the conditions lack the sufficiency to select
the activity(ies) to be scheduled at some decision point. In such a
case, the sequence of activities is arbitrary and the problem remains
unsolved.s In order to go on with the procedure, one of the four
dispatching rules are summoned to get rid off the arbitrariness. It
should be emhhasized that the -dispatching rules are activated only
after the failure of pairwise and groupwise precedence checks.

The above mentioned dispatching rules are MINSLACK(Minimum Slack
Time), LFT{(Minimum Latest Finish® Time), WRUF(Weighted Resource
Utilization Ratio and Precedence) and OC(Opportunity Cost) rules. LFT
has been verified to outperform MINSLACK(Minimum Slack Time),
R8M(Resource Scheduling Method), SI0 (Shortest Imminent Operation) and
BRD(Breatest Resource Demand) rules by previous researches [6,20].
WRUP is found by Ulusoy and Ozdamar [201 to be most effective among all
the latter rules for specially designed problems representing all kinds
of network/resource characteristics. On the other hand, 0OC which is
introduced in this study has not been tested previously. OC is a rule
based on conflict set logic and an indicator function consisting of
network/resource characteristic values. The definitions of all four

rules are found below:



MINSLACK: Priority is given to the activity with the minimum total
slack time.

LFT: Priority is given to the activity with the minimum latest

finish time.

WRUP: Priority is given to the activity with the minimum value, Z;

where:
Ze = we ¥ npg + (1 — we) ¥ ﬁ rsn/Rn

Since project duration is affected by the selected precedence
weight the best solution is obtained by increasing we with increments
of 0.1 starting from the lowest limit of [0-11 interval. The size of
the increment has been investigated previously [20] and the schedule
duration Qas been found to be insensitive to increments of size less
than 0.1.

0OC: Priority is given to the set of activities with the minimum

value, 0OCe.. The definitions of variables related to this
rule is given in Appendix. It should be noted that §&°
contains a single activity when ISETI=Z2 or when all pairs
are in conflict.

When using 0OC rule, produr,- is calculated in all cases by
excluding 8’ from the partial network of unassigned activities at tnow
and updating the est, of unassigned activities to the earliest possible
starting time according to the resource availability based on the

assumption that activities in 8° have been scheduled at thaw. Forward
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CFM is then applied to the latter network assuming unlimited resource
availability to obtain produras-.

The second component of OC rule is the excess resource ratio which
reflects the resource requirements of activities in excess of available
resource levels assuming that all activities are scheduled at their
updated earliest start times.

The opportunity cost(OCs.-) of assigning S’ considers both the
project duration increase and the excess resource ratio in equal terms,
i.e.y; they are given equal weights by the multiplication of the two
terms. On the other hand, summing the two terms diminishes the weight
of the excess resource ratio.

4.2, DispaﬁFhing Rules Used for Comparing Local CBA Results

Four dispatching rules are used as bases of comparison against
CBA: MINSLACK, LFT, RSM and WRUP.These rules have been found to be the
more successful by previous researches [64,17,201. The reason for
comparing heuristic rule performance against optimal results is to

eliminate the problem specific evaluation of CBA performance.



V. TEST PROBLEM CHARACTERISTICS

The project scheduling problems for testing CBA and their optimal
soiutions have been made available by Christofides, Alvarez-Valdes and
Tamarit [S51 and by Alvarez-Valdes and Tamarit [4l.In the former
research 40 problems are solved to optimality by an efficient branch
and bound procedure. In the latter study, 144 problems are solved by a
variety of heuristic rules and most problems of small to medium size
and a few larée size problems are solved to optimality.

The first 40 problems have the following characteristics [51:
Loosely constrained problems have Utilization Factor (UF) values, which
represent the ratio of total work content to available resource levels,
in the interval [0.5-0.99] while tightly constrained ones have their UF
values in the interval [1-1.31. The mathematical expression of UF is
found in the Appendix,. Durations lie in the range of [1-9] and resource
requirements in the range [0-4). All problems consist of 25 activities
and three resource types. Availability limit is & for all three types
of resources. The complexity ratio,i.e., the ratio of the number
activities to the number of events, is in the range [1-31., The
average solution time on a UNIVAC 1100 computer is 3.8 CPU sec.

The second batch of problems selected are medium to large size
problems and have the following characteristics [41: 36 problems have
91 activities and 16 others have 103 activities. All of the 51-
activity and two aof the 10Z-activity problems have their optimal

solutions available.The remaining 14 problems of 103 activities have



their best solutions available instead of optimal solutions. Optimal
solutions for these problems could not be found because of time
congiderations. Medium and large size problems have & resource types.
Complexity ratio interval is [1-31 in ©Sl-activity problems and
[1.2-1.4] in 1{03-activity problems.Low complexity-large size problems
have been chosen for testing in this research since they are difficult
problems to solve and project durations as well as solution CPU times
deteriorate for this type of problems. CBA is thus tested under most
exerting circumstances. The resource constraints vary from relaxed to
tight as in the first batch of problems. CPU times of the optimal
solutions are not available whereas priority rules are claimed to take
0.1-0.2 sec. for Sl-activity problems and 3 sec. for 103-activity

problems on a BULL DPSB/49 computer.



VI. DISCUSSION OF PROJECT SCHEDULING RESULTS

Local CBA is observed to obtain solutions of about 80 per cent
better than the heuristic rules with respect to optimal solution
praximity. Table 6&.1. summarizes the results obtained by CEA and the
selected four heuristic rules. For each group of problems, i.e., 25-
activity, (Sl-activity and 103-activity problem groups, the average
percentage ratio of project durations over optimum solutions are stated
with their respective standard deviations. CBA’s performance with
respect to the latter ratio is considerably better than the best of the
four heuristics. CBA-Best results are on the average about 1.82 per
cent above optimum solutions versus 3.44 per cent of Heuristic-Best.
Furthermore, CBA finds optimal results 56.41 per cent of the time and
averall best solution percentage is 92 per cent. 0On the other hand,
the latter values are 34.61 per cent for obtaining optimal solutions
and 35.12 per cent for obtaining best solutions in Heuristic-Rest
results. If on the other hand, the best of heuristic rules, i.e. LFT,
is compared to the best of CBA options, i.e. CBA-WRUP, then it is
observed that CBA-WRUP finds on the average 2.25 per cent above optimum
results versus 4.64 per cent of LFT’s. CBA-WRUP’s optimal finding rate
is 51.28 per cent versus 21.79 per cent of LFT's. It is also observed
from Table &.1.that overall best result percentage above optimum which
is 1.54 per cent is quite near to CBA’s value, 1.83 per cent. The same

claim is true when 14 nonoptimal problems are included into the

comparison basis.



TABLE 4.1, Summary of results for project scheduling problems.

34

S
CBA

RULES: MINSLACK  LFT REM WRUP  Heur-Best  CBA-Best WRUP  LFT MINSLACK (C

PROBLENS WITH 25 ACTIVITIES (40 probléas)

AVG &« 4.61% 4.68t 7.15t 5.401 3.00% 1,37 2,03t 3.62¢ 3.54¢ 3,93t
4] 3.7 423 7.41 5.4 3.57 2.51 3.29 4,19  3.51 5.06

oPT 22,50 27,50 22.50 27.%0 40.00 62,50 57.50 40.00 40.00 42,50
(%)

GLOBAL 32,50 37.30 30.00 37.50 62,50 92,30 77.%0 - 52,50 50.00 43,00

BEBT (%)

0.95 £ 2,20 %)

CBA-BEST - = - = = = 87.30 57.30 §7.50 70.00
0

SERRSIIEESERS se=s SS==a=sstsses S===Ss

PROBLEMS WITH 51 ACTIVITIES (36 probleams)

AVG t v 4.4t 4,72t 6,03t 5.36% 3.45t 2,39+ 2,53t 3.9 3.98t 3,35t
(%) 4.80 4,12 482 AW 3.98 3.13 .23 370 416 3.81

oPT 2.2 16,66 11.41 22,22 28.9% 90.00 44,44 1944 27.T7 .33
%)

GLOBAL 2.22 25,00 13.88 30,55 47.22 91.67 80,55 3411 44,44 350.00

BEST (%)

(2,27 ¢ 3.08 %)

CBA-BEST - - - - - - 91,66 38.88 44.44 58,39
{%)

- N -

PROBLEMS WITH 103 ACTIVITIES (16 problems)

AVE g 3.85¢ S.42¢ 21,20 10.05% 4.13t 1.48 2,00t 3.79t 4,63t 5.65%
VA 3.00 3.35 8.94 6.4 3.1 1.9 2,14 2.81 274 A.28

GLOBAL 6. 25 6,25 00,00 4.25 18.75 93,75  75.00 37.50 18,75 12.50

BEST (%)

{1.73 £ 2,08 0

CBA-BEST - - - - - - 81.%5 37.50 18,75 12.50
)




TABLE 6.1, Summary of results for project scheduling problems (continued).

Py

—

CBA

RULES: MINSLACK  LFT ReM WRUP  Heur-Best  CBA-Best WRUP  LFT  MINSLACK AOC

78 PROBLEMS WITH KNOWN OPTIMAL SOLUTIONS

VGt 4,691 4.64t  b.66F 5.42¢ 3.32t 1.83t 2,25t 3,72t - 3.49% 3.62%
t4) 4.22 415 &9 9.4 3.79 2.83 320 3.93 3.8 4.48
oPY 21.79 21,79 1b.66 24,36 34,61 gh.41 51,28 29.49  34.62 3B.46

(%)

GLOBAL 30.76 30,76  23.07 34.6t 33,12 92,31 79.48 44.87 47.44 97.89
BEST(X) :
{1.54 2 2,70 %)

CBA-BEST - = N = = = 89.74 48,72 51.28 &4.10
(%

o smen sy e e e
SSSESRRREE

92 PROBLENS (78 OF THEM WITH KNOWN OPTIMAL SOLUTIONS)

AVt §.87¢ 471 8.87  6.13% 3.44¢ 1.82¢ 2,22t 3.77¢ 3.89% 4.00%

(% 4.08 4,04 85 5.78 3.70 2,74 3.3 379 348 4G4
GLOBAL 23.9 27.17 18.47 29.35 48.91 92,39 78.26 43.48 42.39 30.00
BEST(X)

(1.57 £ 2,62 %)

CBA-BEST - - - - - - 88.00 46,74 45.65 50.00
%
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Another point to be noted is that problem size and resource
characteristics do not seem to affect CBA’s performance and the
distribution of optimal solutions found by the method is uniform and
nondiscriminative among tight or loose resource constraints.

The performance of CBA is also consistent in the 14 large size
difficult problems with low complexity. When compared to Heuristic-Best
resultg of optimal so}ution deviation CBA-Best results are at least
twice as good. The maximum deviation from best branch and bound
solution is 5.88 per cent for CBA-WRUP whereas the same measure is 12.15
per cent #or LFT. In these problems the poor performance of WRUP
without CBA is due to the fact that it becomes a rule based on only
resource requirements when complexity is too low. On the other hand,
CBA’s consistency in good results lies in its grasping the nature of
the problem and thus carrying all heuristic intuition within its
methodology. The heuristic rules regard the problem from one viewpoint
only, i.e., slack values or latest finish times. When the latter
measures are the same for all activities in the resource conflict set,
then dispatching rules break ties arbitrarily. An example is given

bel ow:

fctivity est 1t p slack
i S 12 5 2

b S 9 2 2
In this example where i and j are the only activities in the
conflict set MINSLACK rule decides arbitrarily whereas CBA schedules j

before i according to condition A1, In this case CBA decides in the
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same way as LFT and RSBM, as well as taking slack time measure into
cansiderati;n. This is the advantage of CBA logic over heuristic rules.
RSM performs rather poorly when compared to CBA although it is based on
a similar notion of pairwise conflicfs. The performance is poor because
concepts of groupwise conflicts and minimal conflict sets do not exist
in R8M rule and only pairwise conflicts are dealt with.

There exists a major disadvantage in the application of CBA. 1In
the procedure when no conflicts occur among activities at a certain
scheduling decision point (Case C), the rule acts greedily and assigns
all of these activities at that time. This type of action leads to the
drawback of neglecting possible pairwise conflicts of the present time
nonconflicting activities with the remaining unassigned activities.
This is one of the causes preventing CBA from obtaining better
solutions. A measure against the latter logical flaw might be some kind
of look ahead rule checking future pairwise conflicts. However, the
localization of essential conditions would then be lost and the time
efficiency of the method would be doubtful.

The second point is the employment of heuristic rules when at a
certain instance the conditions are not tight enough to identify
precedence relationships. This type of situation takes place when
either the time constraints are too tight or too loose. With the
optimally solved problems a notable improvement is observed when WRUP
is employed with CBA and about 90 per cent of the time CBA+WRUP rule

obtains the best results among CBA. There is also some improvement when



LFT is used with CBA against LFT used alone. Referring to the
observation of CBA+WRUP against WRUP the latter fact demonstrates that
CBA does not revert to heuristic rules very frequently or uses these
rules after establishing some, if not all, precedence relationships
among conflicting activities. CBA requests heuristic aid at about 5 per
cent of the time, i.e., the ratio of the number of times a heuristic is
employed to the number of iterations is about 0.05.

The third point is the issue of establishing CBA-best results
after using CPA with four heuristic rules. A problem must be run
thirteen times(ten times for WRUP and three times for LFT,0C,MINSLACK)
to obtain CBA best solution.

At this point it is appropriate to discuss CPU times for CBA and
heuristic rules. A single CBA run takes on the average 1, 10, 20 CPU sec.
for 25, 81 and 103-activity problems respectively on a 70/86 P52 IBM FC
computer. The heuristic rule LFT takes 0.5, 7, 12 CFU sec. on the
average for the corresponding problem sizes. WRUF takes on the average
half of the CPU times taken by LFT since it is a 1list priority rule.
On the other hand REM takes four or five times the CFU time of CBA. It
should be reminded that the CPU times include I/0 times. If a
comparison is to be made with the previous research [4]1 LFT and other
heuwristic rules are claimed to take about 3 sec. for 103 activity
problems on the BULL DPE8/49 computer.Since a single CBA run takes twice
as much time as LFT and has to run thirteen times then CBA approach can

be reported to to take 78 CPU sec. on a faster computer, BULL DFSB/4%9,



These results are true for the abave specific 92 problems whereas for
other problems of similar sizes, i.e. 70-80 activity, 8-10 resource
type problems, CBA seems to be very fast taking about 2-3 CPU sec. on
the 70/86 PS2 computer in each run. This contaradictory situation is
thought to bg due to the existence of dummy activities created by the
transformation of the 92 problems into activity-on-arc networks. To
summarize, the CPU time of local CBA is reasonable for large size
problems and implementation in quasi-dynamic environments is therefore

feasible.
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VII. TRANSFORMATION OF JOB-SHOP PROBLEMS INTO FROJECT SCHEDULING PROBLEMS
7.1, Specification of Job-Shop Problems

Job-shap scheduling problems constitute a proper subset of
resource~-constrained project scheduling problems and can be easily
transformed to their format. The job~shop problems considered here are
of classical type in the sense that a machine is a single~-purpose one
and can handle one operation at a time. In other words, machine—
sharing and routing flexibility are not allowed. Furthermore, process
times are sequence independent and deterministic nonpreemptive
scheduling is assumed.

However, the former assumption of single-purpose machines handling
one operation at a time is not very resrictive and can be dealt with
nonintegral machine utilization rates and choice representation in the
resource types required by an operation. The decision rules used in
project scheduling are based on activities(operations) only, but
machine considerations can be easily incorporated into these rules in
case alternate routing is allowed. When specifically considering CEA
implementafion on these problems, it is not difficult to handle routing
flexibility in the statements of sssential conditions. To achieve this
kind of flexibility the definitions of conflicts should be updated and
& look-ahead rule should be added with respect to machines to avoid
bottlenecks.

There are no restrictions with respect to release times,

precedence among jobs, availability of identical machines and also to
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the utilization of the same machine more than once by a job(serial or
nonserial routing).
7.2. Transformation of Job-Shop Problems to Activity~-On-Node Froject

Networks

An n job, L machine general (anz0, precedence allowed) joh-shop
problem can be transformed to a project scheduling problem by the
following procedure: (The notation is found in the Appendix)

Step 0. Create a dummy starting node and an ending node. The number of
resource types is L. (Ry2l, 1=1..L.)

Step 1. Create a dummy node{operation) for each job with no
predecessors and link these nodes to the dummy starting
node.{(ryim=0, 1=1..L} pim™am, M€{No predecessor setl}).

Step 2. S8tarting from the first operation of each job create serial
paths of nodes representing each job’s operation sequence with
their corresponding resource requirements and process times. Go
to Step 3a if precedence exists among jobs. Otherwise go to
Step 3b.

Step 3a. Link the final node of each job to the dummy ending node if no
successor jobs exist. Go to Step 4.
Dtherwise, link each predecessor’s final node to its
corresponding successor’s initial node, representing the
precedence relationships by the necessary number of dummy arcs.

Go to Step 4.
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Step 3b. Create n dummy nodes(operations) for each job. (rym=0, 1=1..L;

Pim™Dmax — dmy, m=l..n). Link these dummy nodes to the final
ending node. Stop.

Step 4. Re;;at Step 2 and Step 3 until all jobs are represented in the
network. Stop.

In the above procedure Jjob-shaps with no precedence are
represented as n serial parallel paths with n dummy activities for
nonzero release times and n dummy activities for individual due dates.

On the other hand, for job-shops with precedence the number of
parallel paths are bounded from above by n and the dummy activities
required are the ones representing nonzero release times. In the job-
shop representation the resource availability of dummy resource type
zero which represents the arrival times is assumed to be unlimited.

This is due to the fact that individual due dates are superfluous
in the case of precedence among jobs and an overall due date for all

jobs is assigned.

Example 7.1. (Without precedence)

dm 1 01;__ Technalaqical Order -7 dm
Mi_ M2 M3

1 S 3 2 M1/M2/M3 5] 22

2 (-] 3 4 M2/M1/M3 3 23

3 4 8 9 Mi/M2/M3 2 30

4 2 1 5 M3I/M1/M2 0 12

S 8 (] 3 M2/M1/M3 0 24

Dmaix = 30



B8(1) 4(3)
8(2) 9(3)
2(1) 1(2)
8(1) 3(3)

Notation: duration(type of machine required)

FIGURE 7.1. Activity-on-node diagram for example 7.1.

Example 7.2. (With precedepce)

Jdm Bim Technological Orde 2m Fredecessor
MI M2 M3
1 1 3 S Mi/M2/M3 0 -
2 5 8 b M2/M1/M3 2 -
3 7 0 7 M1/M3 - 2
4 3 4 0 M2/M1 - 1
S 4 3 5 M1/M2/M3 7 -
b 1. b 3 M3/M1/M2 - 4
7 4 3 5 M3/M2/M1 - 4
8 b 0 4 M3/M1 - 3
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3(3)  1(1) 6(2)

(2)—H2q

3(2)

0¢B) 1(1) 3(2) 5(3)

4(2)

5(1)

4(1)

0) 2(0) 8(2) 5(1) 8(3) 7(1) 7(3) 43

7(0) 4(1) 3(2) 5(3)

FIGURE 7.2. Activity-on-node diagram for example 7.2.



VIII. PERFORMANCE CRITERION IN JOB-SHOF SCHEDULING

Dne of the major problems in job~shops concerns due date
achievement. Minimization of makespan becomes an objective of lesser
importance when compared to the accordance of schedules with due dates.
The current statements of the essential conditions in CBA provides the
possibility of their utilization and evaluation with respect to maximum
tardiness, Tmaexy Criterion without making any changes in the condition
statements.

No precedence job-shop problems which are transformed to project
scheduling problems are solved by CBA in project scheduling terms with
respect to Tmex criterion as follows:

With fhe due date arrangements made during the transformation each
job has a dummy activity with pim= Dmax—dm appended to its final
operation and the ending node’s 1ft is assigned max{Dmaxs;lftepm}? which
is the 1ft obtained by forward CPM;

Getting on with backward CPM the final operation of each job hass
1’ m=Dmax = (Dmas~dm) =dm, m=1..n.

The above method of incorporating due dates into 1ftepm and
backtracking from Dmna. cCause the updated operation 1ft*,, for all jobs
to be viewed as operation due dates which are in turn considered in

pairwise comparisons and infeasibility checks.
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As observed in the following infeasibility check,

“’= max{ O’ ha lft’m.u“'tngw"' E ptk}
k€BET

= max{ 0, - dm.x+tnaw+ 5 Ptk}
kESET

the penalty is only valid for a project duration violating dmaw. which

is the maximum operation due date over the operation pair. In the case

of a violation of operation due dates job due dates are also violated

since each job is a series of operations. If x>0, then all due dates are
updated by « which is the correct action for Tme. criterion.

Similarly, in the pairwise comparisons updated lst?,. values
represent the latest start time with respect to job due dates and the
comparisons ?re evaluated accordingly.

The above adjustments enable CBA to solve job-shop problems
without precedence with respect to Tmas.

Considering the problems with précedence the procedure is similar
to original project scheduling problems since individual due dates are
assumed not to exist. Consequently, an overall due date, D, is assigned
to the final node instead of lftepm . It should be noted that the
forward CPM 1ft does not incorporate individual due dates in this case.
Backward CPM is then applied to the network starting from the value D.
Again operation 1ft’,, are to be regarded as operation due dates but in
this case all operation 1ft’,, differ by the same amount "D-1ftcpm”
from their corresponding original forward CPM 1ft,. whereas in the
former case individual due dates affect and vary the difference between

the operations’ forward CPM l1fty, and updated 1ft’,. values,
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IX. DUE DATE ASSIGNMENT RULE AND HEURISTICS FOR JOB-SHOP FROBLEMS

?.1. Due Date Assignment

In this study jobs have their due dates based on their Total Work
Contents (TWK) . This type of assignment is common in  job-shop
literature ([21,24,311 and furthermore, the heuristics to be compared
against CBA are reported to perform their best under TWK rules [21,241].
Additionally, the multiplier, Kk, in TWK rules does not seem to be
effective on  heuristic performance as long as it is not too
largel21,24].

Consequently, the due date expression for each Jjob in no
precedence, job-shops is as follows:

dm = amt k¥TWKn

amt k(L pow)

Jim

On the other hand, for job-shops with precedence the overall due

date D is found by a multiple of CPM lengths
D = k x CPM

The choice of the multiplier k in both cases depend on the
network/resource characteristics of the problems. From previous
research [20] it is known that certain characteristics such as Resource
Utilization Factor (UF) and Dominant Obstruction Value(DOV) constitute a
measure of project duration elongation over CPM duration. High values
of UF and DOV when accompanied by the low complexity characteristic of
job-shop problems lead to about 40 - 50 per cent deviation from CPM

length.
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Using the abave information and the fact that the test problems

created belong to the medium tightness class with respect to resource
characteristics, the multiplier k is assigned a value of 1.2.

?.2. Heuristics To Be Compared with Local CBA in Job-Shop Problems

The heuristics which constitute a comparison background for CBA
performance are selected according to their evaluation in previous
research. According to this criterion Least Slacé(SLACK(JOB), Earliest
Operation Due Date(EDD(OPN)), Least Slack per Operation(SLACK/OFN),
Truncated Shortest Imminent Operation(SI*) are the most well known and
successful rules as given by a research by Blackstone et al. [241.
Modified Operation Due Date(MOD) is also a promising rule as stated by
Baker and Kanet [25] although it has not been tested against a large
number of rules. Finally, a rule based on processing times, Longest
Remaining Processing Time(LR) is also selected as a worst-performing
rule to complete the comparison spread.

The point in the selection of the above rules is that due date
based rules such as SLACK(JOB), EDD(OPN), SLACK/OPN and MOD have been
shown to be most effective under TWE due date assignment rules for
minimizing tardiness criteria. 8I* rule is also claimed to be the one
of the most promising rules among SI rooted rules with respect to the
same criteria since it incorporates due date considerations.
Furthermoréz 81 rules are claimed to perform well under tight due dates
which is the case in this research.

The detailed definitions of the selected rules are given below:
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L
SLACK{(JOB): Choose the operation with the lowest value of Z,m:

Iim = dm ~ thow - F Ptm
J1m€Sm

where 8,t Set of all operations of J, which are still to be
completed.
EDD(OFPN): Choose the operation with the lowest value of Zimt
Zim = dim
vhere dia is the operation dus date.

SLACK/OPN: Choose the operation with the lowest value of Z.n.:

Lim = {dm ~ trow — & Paim?} / E Pim
J1mESm J1m€5m

§1*: Choose the operation with the lowest value of Zim?
pim if (dm - tnww o z p‘m) 20’ (l\=1--ﬂ.

J1mE8m
ztmz{

m = thow = L pim 0O/W.
jt mesm
{In the original statement of this rule a term accounting for job
delay exists. This term is omitted here.)
MOD: Choose the operation with the lowest value of Zin.:
Ziw = max{ dymy €ftim ¥
LR: Choose the operation with the lowest value of Z m:

Ztmg-(zptm)
Jim€Sm

It should be pointed out that the heuristics above solve the Jjob-
shop problem in the classical job~shop context. Job-shop hewristics such

as SLACK/OPN and LR use job identification which is wvaluable



information. EDD{(OPN) and MOD do not require job identification since
they use operation due dates.On the other hand, CBA solves the problems

using operation information only.



X. EXPERIMENTAL DESIGN FOR JOB-SHOP PROBLEMS

The test problems include six types of problems the list of which
are found in Table 10.1., varying from classical job-shop problems to
quite general nonrestrictive types. The classification of test problems
into types aims at specifying changes in the performance of CBA
corresponding to different types.

The problems are grouped into two main classes: Problems with
Precedence relationships among jobs and problems without. The two main
groups in turn are classified into three subcategories: (i) Serially-
routed - resource limit=l; (ii) nonserially-routed ~ resource limit=1;
and (iii) nonserially-routed - resource limit:l categories. These
categories range from restrictive to less restrictive. Serial routing
implies that'each job is processed on each type of machine once. When
machine availability exceeds unity, identical machine groups are
assumed and the machines are selected arbitrarily if more than one
machine of the same type are free to process an operation.

Each type of problem consists of 15 test problems totalling to 90
problems in all. To keep the problems as uniform as possible and to
determine the proper multiplier k, valid for all problems,
network/resource characteristics of all problems are attempted to be
kept at the same levels. The UF values range between (0.5-1.11 and DOV
values range between [0.0-0.6]1., Complexity ratio lies betwsen [1.1-
1.21. The maximum number of machine types is 9 and the maximum number

of operations is 84. On the average a problem consists of &0
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operations and 5 machine types and the average number of operations/job
is 10 in no precedence problems and the same number is 3 in problems
with precedence. Release times of jobs lie between [0-10] and process
times between [1-15]1., 1In all types of problems machine utilization is

as uniform as possible among different machine types.

TABLE 10.1, Cﬁaracteristics of problem types.

Type Definition
Precedepce Serial routipg resource limits]
I = ® X
I1 = = H
111 = o -
v X X ®
v H - #
VI X - -

Uy = “"characteristic enists"



XI. DISCUSSION OF JOB-SHOP RESULTS

The results obtained by CEA and their comparison to six heuristic
rules indicate that CBA is a favorable method in job~shop context also.
Table 11.1. consists of the average Tmax values and their corresponding
standard deviations for each problem type and also overall results.
Best solution finding percentages and the percentage of obtaining CBA-
Best solutions for CBA-OC, -LFT, -WRUP, -MINSLACK are also stated in
Table 11.1.

The results of Duncan multiple range tests on type(treatment)
pairs for each heuristic rule and CBA options are found in Table 11.2.

The closest follower of CBA with respect to Tmaex performance is
EDD(OFN) rule. This is also true for project scheduling problems where
LFT rule which is equivalent to EDD(OPN) is the most challenging rule
against CBA. For the total of 90 problems EDD(OPN)°s average Tmax value
is 15.51 per cent worse than CBA-0C’s value which represents the best of
the four CBA options. It is observed that for job-shop problems CBA-OC
performance is slightly better than CBA-WRUP performance, which is not
the case for project scheduling problems. This fact is also evident
when considering CBA-Best finding percentages. For job-shop problems
CEA-WRUF loses the advantages it has in project management since the
complexity of job-shop problems is very low and the insight WRUF gains
through immediate precedence relationships is thus lost. Yet, CBA-WRUP
closely follows CBA-0OC in all types of problems. On the other hand, the

set logic found in CBA-OC is very effective in this context of parallel



path networks.

Comparinﬁ the rest of the dispatching rules with CBA-OC, Table
11.1. demonstrates that CBA-OC outperforms them in the range [15.51 ~
B84.08]1 per cent. The worst performance belongs to LR rule as expected.
Although MOD is the next successful among dispatching rules after
EDD(OPN) it is a distant follower of CBA-OC since its performance is
29.34 per cent worse. Best finding percentages are also observed to be
in favor of CBA.

While scrutinizing Table 11.1.in more detail, CBA, although never
out of the best position among all for each type of problem, seems to
be comparatively more successful when applied to job-shops with
precedence. The range of outperformance is [9.30 - 75.31]1 per cent in
the problems without precedence whereas the same range is between [33.50
~177.191 per cent in problems with precedence. Thus, there exists a
gignificant difference in the range of outperformance. At this
point it is suitable to evaluate the information in Table 11.2. The
data in Table 11.1. have undergone Duncan multiple range tests with the
aim of specifying significant differences hetween type means.
Naturally, prior to the application of Duncan tests one way ANOVA tables
have been prepared for all heuristics and CBA options to discover that
type effects are highly significant at & per cent and 1 per cent
significance levels.

It is observed in Table 11.2. that for all bheuristics and CBA

options the common characteristic is that no precedence type means are
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significantly different from precedence type means. Precedence type
means are not different from each other and the same is true for no
precedence type means. This observation implies that routing and the
existence of machine groups are not as effective on Tmex Criterion as
precedence amang jobs.

The consistency of the above observation on both tables implies
that although CBA outperforms all heuristics in all cases its success
is more pronounced in job~shops with precedence. It should be reminded
that the precedence structure in the test problems is not restricted in
any way.

With respect to time efficiency of CBEA in solving job-shop
problems, tHe maximum CPU time observed is 3 CPU sec. on 70/84 IBM P82
for the largest sized problem of 84 operations and 9 resource types.
CBA seems to take almost the same CPU time as the heuristic rules in
golving the job-shop problems while outperforming them all,
Additionally, since CBA-OC option is the best performing option in the
job-shop context, a single run is sufficient to obtain a good CREA
result.

The pleasing performance of CBA through its conflict based 1logic
is to be appreciated in job—shop context since CBA accomplishes this
achievement by using operation information only and solving problems in
project secheduling terms. As a3 local condition implementer, CBA

disregards job identification, yet incorporating job specifications such
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as job remaining work content, due date etc. through operation 1ft and
1st value;.

In conclusion, CBA performance is found to be considerably
succegssful in job-shop context, both for job-shops without precedence
and with precedence. This is an expected result since it is noted that
CBA’s successful performance is also consistent in low complexity large
size project scheduling problems where heuristic rules .become erratic
in their performance. Furthermore, the local essential conditions
which constitute CBA logic may incorporate problem specific

characteristics, specifically in the context of resource utilization.



TABLE 11.1. Average Taasresults chtained by heuristics and local CBA,

CBA

RULE:  EDD SLACK/  SLALK gI* LR MOD HELR- £BA- WRUP LFT  MINSLACK fic
(OPN) (OFN) (J0B) ‘ BEST BEST

TYPE 1

AVBir 20,47t 20,33t 22,73t 22,67 29,06t 22,67t  14.B&t 1581 19.93t 20.46t 19.40t 14.85¢
11.46 13.36 12.10 10,96 11.82 11.47 7.4 10.04 12,17 1143 10,03  9.84

TYPE 11

AVGly 18,93t 27.00t  26.00f 25.33t  29.B0t 20,80t 17,73t 16,33t 18.06t 20.73F 21.20% 1B.40%
{1.18 13.90 17.77 17.94 18.58 12.08 11.11 11.60 11.04 1474 14,82 13.17

TYPE 111

AVBEr 15,60t  18.20¢  19.33t  19.83t  29.33t 19,07t  14.47¢ 13.92¢  {5.00¢ 15.,39% 15.46% 15.06%
8.28 i1.91 11.26 1.79 12,16 11.40 B.64 8.81 8.89 8.12 8.48 9.17

TYFE IV

AVGLr 8,461 12,60t  11.40t 1173 14,73 9.261  7.40% 5,06t 420t  7.33%  7.93t  5.20%
7.64 9.21 9.10 6.29 10.77 9.30 b.44 5.89 5.84 7.06 7.59 7.16

TYPE V

AVGte 10,47 12,33t 1126t 10,208 16,13 11,33F 8,53t b 40f  T7.66F 7,268 9.4t T.64%
b.84 8.48 8.00 7.09 10.46 B8.28 1.72 7.15 1.39 7.52 7.4 8.04

TYPE VI

AVGly 4,241 5,13t 4.80% 4,531 6.80% 4.401 3.80¢ 3.00t  3.53t 4,20 3.64%  3.53
.20 6,25 .44 5.64 5.51 6,02 5.28 .17 4,72 59.23 4.5% 4.93

PROBLEMS WITHOUT PRECEDENCE (45 PROBLEMS)

AVGlr 18,33t  22.29¢ 22,69t 22,51 29,40t  20.B4t 146,302 15.41% 17.66f 1B.B6% 1B.75f 16.77%
10.61 13.32 13.28 14.02 14,52 11.45 9.94 10,29 10,98 12,03 11.81 1115

4 over 9.30 32.91 35.30 34.22 75.31 24,26 6.10 1 5.30  12.46 11.81 ¥

CBA-0C

GLOBAL 42.22 20,00 13.33 §.44 6.66 17.77 42.22 80.00 55,33 4222 3685 5L

BEST{X)

CBA- - - - - - - - - 64.44  4B.BB  4b.66  H4.44

BEST(X)




TABLE 11.1. Average Tae. results obtained by heuristics and local CBA (Cantinued).

CBA
RULE:  EDD SLACK/  SLACK 5Ix LR MoD HEUR- CBA- HRUP LFT  MINSLACK oc
{OPN) {OPN) {J0B) BEST BEST
PROBLEMS WITH PRECEDENCE (45 PROBLEMS)
AVets  7.73t  10.02¢ 7.158 8.82¢ 12,59t 8,33t b.64% 4,82t 5.79t  4.26t  b91F 579t
7.40 8.84 7.84 7.08 9.91 8.82 5.85 6.02 6.34 6.83 7.14 6.04
Zaver 33.90 73.09 58.03 92.33 117.43  43.86 37.76 L} 00.00 8.1 19.34 ¥
£BA-0C
GLOBAL 31.11 17.77 2.2 3.1 13.33 L1t 8533 91.1 bh.b6 48.88 4b.66  80.00
BEST (%)
CBA- - " . = = = = - = 73.33 48.88 48.BB  bbh.bh
BEST(X)
TOTAL 90 PROBLEMS
AVBYr 13,03t 1616 15,928 15,661 20.99t  14.59% 11,50t 10.12¢ 11,72t 12,56 12,83t 11.28t
10.76 12.94 13.42 13.14 14.94 12,02 9.89 7.8 10,74 11.64  1L39 11,02
4 over 15.51 43.26 4.13 38.82 85.08 29.34  13.83 4] 3.90 1134 1374 ]
CBA-OC
BLOBAL 3b.64 18.88 17.77 17.77 10.00 24.44 a97.77 85.55 &0.00 45.35 41.11 55.55
BEST(%)
CBA- - - - - - - - - 48.88 90,00 48,88 45.55

BEST(X)
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TABLE 11.2. Results of Duncan multiple range tests on pairs of type means.

RAE: EDD SLACK/ SLACK SIX LR MOD HEUR- CBA- WRUP LFT Cﬁ?usmcx o
(OF) 0PN (JOB) BEST  BEST

TYPE PAIR

I -V

I-y

1- W '

L-ul x4 RN S BT B ; P 1

-1 ¢ & 8 ot & 4 4 t £ 8 X

11 -1

-y

-1

m-1l ¥ 3 N SR TR S ' ST %

1I - VI

Hr-v & 1 SR B

M- & % T ' o

VISR G S SRR SN SHNY SN SUN SURN SHNT SR TR S

R N R N N T

V-Vl ¥ § "SR ST T S ' S S '

Level of significance = 57

= “Na.siqnificant difference exists between type means”
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X1I. CONCLUSION

In this study, the resource-constrained scheduling problem is
treated with a method which stands midway between optimization and
heuristic techniques. Local CBA which is the approach proposed here,
considers the objective function and all kinds of constraints imposed
on the problem simultaneously. The advantages of the method are the
precision of its decisions and the efficiency gained through its
localizing aspect.The method is reliable with respect to its solutions
in spite of its utilization of dispatching rules when required since
heuristic rule employment is quite restricted.

In conclusion, local CBA seems to perform well with regards to
quality of its solutions and time efficiency, fulfilling the
expectation that it should be used both in static and quasi-dynamic
situations. Additionally, the development of local essential
conditions, contributes to the general resource constrained scheduling
problem from the theoretical point of view and these concepts might be
extended for other objectives and problem specific constraints. It is
believed that local CBA which is implemented on the most general
problem classes in this study is a promising area of research leading
to its future application on recently defined scheduling problems which
incorporate nonrenewable resource constraints and cost based objective

functions[33,34,35],
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(NOTATION)
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APPENDIX

Current point of time.

“precedes"

Set of activities in progress.

Activity duration.

Set of unassigned activities.

Set of activities assigned at tnow.

Set of activities finished at tnow.

Set of activities which are schedulable at tnow.

Activity(operation) index.

Resource (machine) index.

Job index.

Job m.

Dperation i of job m.

Resource requirement of resource type h required
by activity i per unit time.

Available resource level per unit time of type h at
Resource limit for resource type h per unit time.
Earliest start time of activity i.

Latest finish time of activity i.

max {1Ft. 7

k=i,]

Final node’s 1ft obtained by forward CFM.

Due date of Ja.

tnaw-



w

am & Arrival time of Ja.
Dmex % Maximum due date over all jobs Jm.

CisCompletion time of activity i.
SET : Largest set of conflicting activities at tanow. (SETCH)
SET?: Set of conflicting activities remaining after pairwise

precedence rule application.,

8ET" : Set of conflicting activities remaining after groupwise
precedence rule application,
ISET) : Number of activities in SET.

8% ¢+ Maximal nonconflict set; a set such that if any activity
1€8ET" is included in 8°, §°+i cannaot be processed
concurrently. (5°CSET")

Re=t,, .« 1 Units of resource type h required, based on EST

scheduling in time period t.

pro.dure.s Froject duration ohtained by CPM if 8’ is scheduled at
thows
pro.durgrevicest Project duration accepted at the last infeasibility
check time.

ERRe-1 Excess resouwrce ratio if set 8° is assigned at tnow.

H Pro.dure.
ERRg» = L 13 [ max { O, Re=tp .« — R 3 1
OCa-» : Opportunity cost of assigning set 8’ at tnow-
OCa- = ERRs- X max { O, pro.durs. = pro.durgrevicus 7
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If any one of the multipliers is zero, then the formula becomes:

OCa- = ERRg- + max { 0, pro.durs. — pro.durprevicus?

Wp ¢ precedence weight (0 £ wy £ 1)
nps &t number of immediate successors of activity i.

UF Resource utilization factor.

L py X tun
i

#
3
m
x
~
(e

h CPMXRy

Doy Dominant obstruction value.

= 1.5 MD if 0.5 MO > MO2
=MD + MO2 if 0.5 MO % MO2

where MO = max {on} and MO2 is the second largest on.
h

CPM
I max {0, Re=t,. - R}
t=1
z Pi X rin
i
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