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ABSTRACT

PhD THESIS

COMPARING SOIL THERMAL PROPERTIES UNDER DIFFERENT PLANT
CANOPIES

Ahmet Sami EROL
Cankir1 Karatekin University
Graduate School of Natural and Applied Sciences
Department of Forest Engineering
Supervisor: Prof. Dr. Sabit ERSAHIN

Soil thermal properties have a significant control on soil processes and plant growth.
This study was conducted to model diurnal and seasonal change of soil temperature in
soil profiles under corn, sugar beets, and no crops in Kumar township of Konya (Dry-
subhumid/Semiarid Continental Central Anatolian climate). Soil temperature was
modeled at 0, 5, 10, 20, 30, 40, and 60 cm soil depths with layer, pointl, and point2
methods. Pointl and point2 methods gave similar results compared to that given by
layer method and one pointl and point2 methods outperformed layer method in all the
cases. The layer method over predicted soil temperature in majority of the cases. The
success of all three methods to predict soil temperature decreased consistently with
depth. This decrease was more drastic beyond duping depth. Diurnal and seasonal soil
temperature changes across the soil depths under corn were highly different from those
of sugar beets and bare soils. Irrigation had a drastic influence on soil heat diffusivity
and diurnal change of soil temperature in studied soil depths. The results suggested that
that analytical solution and initial conditions used in models were important factors
determining the performance of modeling. In this regard, the point2 method can be
preferred to pointl and layer methods in modeling soil thermal properties. The results
further showed that predications made in bare soil conditions cannot be applicable to
cropped soils and that different canopies may affect soil thermal properties differently
due to differences in canopy structure and in plant influence on soil water.
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OZET

DOKTORA TEZI

FARKLI BiTKi ORTULERI ALTINDA TOPRAK TERMAL
OZELLIKLERININ KARSILASTIRILMASI

Ahmet Sami EROL
Cankir1 Karatekin Universitesi
Fen Bilimleri Enstitiisii
Orman Miihendisligi Anabilim Dali
Danisman: Prof. Dr. Sabit ERSAHIN

Toprak termal 6zellikleri, toprak siiregleri ve bitki gelisimi tizerinde énemli bir etkiye
sahiptir. Bu ¢alisma, Konya Kumar ilgesinde (Kuru-yari-nemli/yari-kurak Karasal Orta
Anadolu Iklimi) seker pancari, misir ve ¢iplak (kontrol) toprak yiizeyi kosullarinda
toprak profilinde sicakligin giinliik ve mevsimlik degisiminin modellenmesi amaciyla
yapilmigtir. Toprak sicakligi 0, 5, 10, 20, 30, 40 ve 60 cm toprak derinliklerinde
katmansal, Noktasall ve Noktasal2 yontemleri ile modellenmistir. Noktasall ve
Noktasal2 yontemleri benzer sonuglar vermistir ve Noktasall ve Noktasal2 yontemleri
biitiin durumlarda katmansal yonteminden daha basarili tahminler yapmustir. Katmansal
yontem, toprak sicakligini sistematik olarak gercekte oldugundan daha yiiksek tahmin
etmistir. Toprak sicakligini tahmin etmede her li¢ yontemin basarisi derinlik ile giderek
azalmistir. Bu azalma sonme derinligi Otesinde daha belirgin olmustur. Misir
parsellerinde giinliik ve mevsimsel toprak sicaklik degisimleri, seker pancari ve ¢iplak
topraklara gore oldukca farklidir. Calisilan toprak derinliklerinde, sulamanin toprak 1s1
yaymimi ve toprak sicakliginin mevsimsel degisimi iizerinde ciddi bir etkisi vardir.
Sonuglar, modellerde kullanilan analitik ¢6ziim ve baslangi¢c kosullarinin model
performansini etkileyen 6nemli faktorler oldugunu gostermistir. Bu baglamda, toprak
sicakligini tahmin etmede noktasal yontemler Katmansal yonteme tercih edilebilir.
Sonuglar ayrica ¢iplak toprak kosullarinda yapilan tahminlerin {izerinde bitki bulunan
topraklarda gegerli olmayacagini ve farkli kanopilerin, kanopi yapist ve bitkinin toprak
suyuna etkisindeki farkliliklar nedeni ile toprak termal 6zelliklerini etkileyebilecegini
gostermistir.

2016, 216 sayfa

Anahtar Kelimeler: Is1 yaymimi, 1s1 iletimi, katmansal yontem, noktasal yontem,
toprak hacimsel 1s1 igerigi
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1. INTRODUCTION

Soil temperature is an important climate variable controlling plant growth. Soil
physical, chemical, and biological processes are affected by soil temperature. In
specific, soil temperature has a tremendous influence on seed germination, root
formation, biological activities of soil microbes, and soil organic matter decomposition,
water and nutrient uptake by plants, formation and development of plant diseases, soil
aeration, and soil moisture release (Garcia-Suarez and Butler 2006). Soil temperature, as
a plant development and growth limiting factor, should be understood adequately for a

successful soil management (Tenge et al. 1998).

Solar radiation is the main energy source of soil temperature. Heat flow in soils shows a
nonlinear behavior. Specific heat capacity, heat conductivity, and heat diffusivity that
depends on volume weight and moisture content of the soil, play key roles in this
variation. Therefore, various methods have been derived to determine the soil
temperature. Although the methods based on energy balance are reliable, their use is
highly elaborate. Periodic sinusoidal wave models describe diurnal and annual
temperature changes in soils more practically. However, many researchers stress that
the periodic sinusoidal and cosinusodial wave models should be used carefully.

Soil temperature is an important parameter that directly affects the physical, chemical
and biological processes such as seed germination, plant growth, soil moisture
availability, soil aeration, soil structure formation, microbiological actions, availability
of plant nutrients, and freeze-thaw events. Plants need a particular temperature to
germinate and grow, which is called base temperature, the temperature under which
plant growth stops (Baver et al. 1972, Kirhan and Powers 1972).

Temperature is a property, arising from function of energy existing in material things. It
is measured with a thermometer, and its unit is °C or °K. Heat is a form of energy,

measured by calorimeter and its unit is calorie or Joule (1 cal = 4.18 Joule).



Knowledge on soil thermal properties provides important clues on ecological factors of
plant growth. Many soil chemical and biological processes are controlled by soil
temperature. For example, each 10 °C rise of temperature between 10 to 30 °C results in
an 2.3 times increase in nitrogen mineralization (Q10=2.3) in soils (Campbell and
Norman 1998).

Soil temperature is a function of soil heat flow, volumetric heat capacity, and amount
and partitioning of radiation on the soil surface. Diurnal soil temperature changes by
depth and time. Diurnal changes are effective up to 50 cm soil depth, while annual
temperature changes can be effective up to 6-8 m (Campbell and Norman 1998). Soil
thermal properties as well as solar irradiation and its partitioning on the soil surface
control temperature changes (Campbell and Norman 1998). Soil tillage may influence
soil temperature via altering radiation partitioning on soil surface and changing soil
thermal properties in tillage depth (Ozbek 1990).

Numerous models have been developed to predict soil thermal properties and heat flow.
These developed models have several limitations. Nature and accuracy of these models
is closely dependent on the subject area and concepts used in modeling. In addition,
model selection depends on data availability of soil physical and chemical properties as
well as soil thermal properties such as heat capacity and thermal conductivity besides
meteorological data (Yesilsoy 1975, Hadas 1977, De Vries and Philip 1986, Nassar et
al. 1992, Bristow et al. 1993).

Thermal properties of soils under different plant covers show differences and a
complicated relations with plant cover type as plant cover affects both amount and
partitioning of solar radiation on the soil surface and heat flow and storage in the soil
profile (Campbell and Norman 1998). The vertical changes of air temperature,
environmental moisture, wind, and radiation show substantial differences across
different plant cover types. Therefore, most of the models developed for predicting soil
thermal properties were applied to bare soil conditions. This study was carried out to
model soil temperature under corn and sugar beets canopy and to compare the results

with those found in bare soils.



2. LITERATURE REVIEW

Soil temperature is one the most important factor affecting physical, chemical, and
biological characteristics and various processes in soils. Soil temperature influences
processes such as seed germination, plant growth and development, soil water flow and
availability to plants, aeration, structure formation, microbiological activity,
decomposition of crop residues, availability of plant nutrients, and freeze-thaw cycles.
In addition, soil temperature has a decisive influence on soil formation and processes

such as transformation and translocations of matters in soil profile.

Soil temperature has a positive influence on root growth in a certain soil temperature
range (Sariyev et al. 1995). In a certain temperature range, water movement from the
soil to the root zone and root metabolic activities decreased with a decreased soil
temperature (Sariyev et al. 1995, Steduto 2000). Buchan (1991) examined the
temperature regime in soils. He stated that surface heat balance, calculated thermal

conductivity and thermal properties were entirely related to the heat flow in the soil.

2.1 Factors Affecting Soil Thermal Properties

Soil thermal properties of specific heat capacity (Cm), volumetric heat capacity (Cv),
heat conductivity (1), heat diffusivity (x), heat balance (Radiation) (R), and damping
depth (d) have been studied extensively. Kertsen (1949) found that soil thermal
conductivity increases with increased temperature and decreased with increased water
content. Thermal conductivity was greatest in sand and gravel, medium in sandy loam,
and lowest in silty and clayey soils. De Vries (1963) found that thermal conductivity,
soil water content, bulk density, porosity, and the shape of soil aggregates were
dependent on the soil parent material. Kohnke and Nakshabandi (1964) and Nassar et
al. (1992) stated that thermal conductivity of the soil varies depending on soil
mineralogical composition, texture, water content, organic matter content, grain shape,

spatial arrangements of soil grains, aggregation, and pore geometry.



Heat content of soil constituents (air, water, mineral and organic matter) are different,
thus the volumetric heat capacity of soils differs considerably depending on the
proportion of each soil constituent in a whole (Baver et al. 1972). The effect of soil
water content is the most prominent on Cr, due to its high specific heat capacity (Hillel
1980, Campbell and Norman 1998). There are two main heat transfer types in soils. The
first one is thermal conduction, and the second one is convection (Hadas 1977). Heat
flow occurs from the surface to soil in the morning and noon, while it occurs from soil

to surface in the late afternoon and evening.

Thermal diffusivity of soil is the most important heat transmission parameter that
represents the temperature change depending on soil heat conductivity and volumetric
heat capacity (Horton and Wieranga 1983). The thermal conductivity is a function of Cy
and A. Ghuman and Lal (1985) stated that A raised with the rise of soil water content
and that A values of the studied clayey soils were always lower than that of sandy soils
with a same water content. Besides water content, soil structural properties affects heat

transfer in soils.

Effect of temperature on water flow in soil-water flow studies is generally neglected
(Giakoumakis and Tsakiris 1991). However, experimental studies have shown that soil
temperature has a strong effect on the soil water characteristics, such as on the matric
potential - water content relations, (h(6)), and on hydraulic conductivity versus water
content relations (K(O)).

Nassar et al. (1992), examined water and the passage of the solution at the porous
medium. Three simultaneous equations have been used to describe the transition of the
heat and fluid (heat, water and solvent) of solution in soil. Heat, water, and solution
flow equations have been developed together. Each equation involves three diffusion
coefficients. Diffusion coefficient depends on solution density, its temperature, and soil

moisture.

Campbell et al.(1994) measured thermal conductivity of soil samples with different

structure, bulk density, water content, and temperature and they modeled their data with



de Vries model. Their results showed that thermal conductivity increased in wetter soils
significantly and results from Modified De Vries theory were consistent with the
measured data at low temperature. Poulovassilis et al. (1998) calculated heat flux
density in wet and dry soils by different methods. They found that soil structure, soil
water content, and particle-size distribution affected soil temperature. Soil heat flux
density values calculated by different methods were compared with the measured heat
flux wvalues. Their results revealed that all the methods used yielded adequate

predictions.

According to Ekberli et al. (2005), temperature in the soil profile, varies on daily,
monthly and annually. These changes are periodic forms, as one day or one year.
Temperature changes in are greatest on the earth's surface, and it decreases by depth.

Diurnal temperature changes show their effect up to 35-100 cm soil depth.

Rahimi et al. (2010) used numerical solution of heat conduction equation to estimate
thermal diffusivity (x) in different texture and moisture contents at different depths and
times. Their results showed that the values of x increased with increased moisture up to
a critical point and then decreased versus further increases in water content. The
maximum values for x occurred at 15 and 10% moisture contents for silty clay and
sandy soils, respectively. Wang and Bou-Zeid (2012) developed a novel model for
estimation of the heat flux density in soils. Their results showed that the proposed
method was robust in estimation of heat flux under in soils under various

meteorological conditions.

Usowicz et al. (2013) conducted a study to evaluate spatial distribution of the soil
thermal properties (thermal conductivity, heat capacity, and thermal diffusivity) in
relation to soil wetness and bulk density in wetland soils of Polesie and Biebrza regions
(Poland). They found that heat capacity of the soils was linearly dependent on the water
content. Extremes of the thermal diffusivity are mainly due to the changes in the
intensity of the thermal conductivity of the soils due to change in soil moisture content
and density. The heat capacity of the soil increases linearly with increasing water

content. The value of soil thermal diffusivity depends highly on quartz content. Thermal



diffusivity of the soil with the same moisture content was greater for the higher
densities, and minimum or maximum thermal diffusivity tends to move toward the

lower moisture content for higher densities (Usowicz et al. 2013).

2.1.1 Soil texture

Smith and Byers (1938) reported greater thermal conductivity for sandy soils than clay
soils. Midttomme et al. (1988) found a reasonable correlation between grain size
distributions and measured thermal conductivity of soil samples. In a study Abu-
Hamdeh (2001), measured values of thermal conductivity ranged from 0.19 to 1.13
WmK? for sandy loam and from 0.35 to 0.69 WmK for clay loam with bulk
densities of 1.25 and 1.49 g cm™ and water contents of 7.2 and 18.2%, respectively.
They further reported that the sandy loam had higher values of thermal conductivity
than the clay loam. Their results show that thermal conductivity varies with soil texture,
water content, and bulk density. For the two soils studied, an increased bulk density at a
given moisture content resulted in an increased thermal conductivity, and increased
moisture content at a given bulk density resulted in an increased thermal conductivity.
They also reported that their clay loam soil generally had lower thermal conductivity
than sandy loam.

Connectivity of the water filled pores may influence the thermal conductivity. Kim et
al. (2011) found higher values of thermal and electrical conductivity for hydrophilic
sand at low saturation compared to hydrophobic sand, and they attributed that to the
well-developed long-range connectivity of fluid phase in pore space and the formation

of liquid bridges at inter-particle contacts in the hydrophilic sand.

2.1.2 Dry bulk density

Abu-Hamdeh (2003) conducted laboratory studies on effect of water content and bulk
density on the specific heat, volumetric heat capacity, and thermal diffusivity of some
sieved and repacked soils. They found greater volumetric heat capacity with greater

moisture content and soil bulk density. Differences between the observed and predicted



values of the volumetric heat capacity and specific heat were very small. Their results
also showed that thermal diffusivity varied with moisture content and soil texture.
Sandy soils exhibited a thermal diffusivity peak at moisture contents different from that

of clay soils.

Ekwue et al. (2006) found that adding peat in sandy loam, clay loam and clay soils and
compacting resulted in clay soils had a significantly lower values of thermal
conductivity (1) and greater values of soil water content. They concluded that increased
compaction results in increased A and increased peat rate resulted in decreased A in
soils. In another study, Ekwue et al. (2011) measured A of twelve soils in laboratory and
field using a portable sensor and a probe. Their field measured A values ranged from
0.90 to 1.55 W m°C*! and laboratory measure values ranged from 0.5 to 2.00 W m™°C-
! They found increased A-values with increased water content and bulk density (o).
They also found that the A was lower for the clay than for the sandy loam and the clay

loam and that a unique linear relationship existed between pp and A for compacted soils.

2.1.3 Organic matter content

Zhou et al. (2007) found that application of turkey litter decreased the soil thermal
diffusivity. Hamamoto et al. (2010) studied heat transport of peat soils at different
saturated conditions. In general, the thermal conductivity and the heat capacity of peat
soils increased linearly with increasing volumetric water content. Smith and Byers
(1938) concluded that the soils containing high amounts organic matter had low thermal

conductivity.

2.1.4 Soil water content

When air in the soil pores replaced with water, thermal conductivity increases Patten
(1909) due to high heat conductivity of water. Therefore, x increases with soil moisture
content proportionally Gemant (1950). Increased soil water content results in increased
K up to a specific water content. However, further increases in water content results in

xto decrease due to high heat capacity of water. Relation between water content and x



depends on soil texture too (Campbell and Norman 1998). Soil organic matter content,
soil structure, soil porosity, and pore geometry also affect « through their influence on &
(Kemp et al. 1992).

Moisture variations have a much greater effect on thermal conductivity of soils than
bulk density and grain size. Nakshabandi and Kohnke (1965) found that mineral soils
with different textures, containing the same amount of water, had very different thermal
conductivities. However, when the soils were compared at the same moisture potential,
their thermal conductivities were much similar. Thermal conductivity of dry soils
increases with the bulk density (Kemp et al. 1992). Hanson et al. (2000) reported that
thermal conductivity of peat was lower than the thermal conductivity of typical soils
(sands and silts) as large voids in peats prevented the effective transfer of heat through.
Soil temperature may affect direction and rate of soil water flow. According to Génen
(1978), water moves in the direction of temperature slope of soil water, from warmer

region to colder region.

During the diurnal soil temperature variation, it was found that the surface temperature
amplitude was higher in wet soils than in dry soils. Formation of a thin dry soil layer on
soil surface may tend to thermally insulate the soil, causing the surface heat flux to fall
and the surface temperature to rise. In unsaturated moist soils, the transport of heat is
complicated by the fact that heat and mass transfer is a coupled process (Balghouthi et
al. 2005). The calculated and measured results indicate that temperature and
temperature gradient play an important role in moisture transport in soils. Studies
showed that influence of temperature on liquid water transfer was strong and the effect

of temperature gradient on vapor diffusion was obvious.

The needle probe and specific heat dual probe are used widely for determining thermal
properties of materials with high water content (Hanson et al. 2000). Measured thermal
conductivity of several materials was evaluated to understand effect of water content on
x in these materials. Duarte et al. (2007) studied thermal properties of unsaturated
sandy-loam (SL) and clayed-loam (CL) in laboratory. They measured heat parameters,

thermal conductivity, and heat capacity in both soils with a thermal needle. The change



in thermal conductivity showed an exponential relationship with the gravimetric water
content. Rubio (2011) studied influence of hysteresis on heat transport in soils in
laboratory. Their specific heat capacity and thermal conductivity showed a positive
linear relation with soil volumetric water content. However, thermal diffusivity values
behaved differently from specific heat capacity and thermal conductivity against

changing soil water content.

In general, water content-thermal diffusivity relations are defined by parabolic curves.
Thus, the approximation of the parameters makes it possible to quantitatively
characterize soil water content- « relations in different soils (Arkhangel’skaya and
Umarova 2011).

2.1.5 Soil structure

Aggregate geometry and size may have paramount effect on heat conductivity. (Hadas
1977) reported that small-sized aggregates promoted heat conductivity, while larger-
sized aggregates had the reverse effect and it was attributed to that increased aggregate-
size resulted in increased gaps and weakened contact points between aggregates,
decreasing thermal conductivity. Usowicz et al. (2013) studied effects of aggregate size
on soil thermal conductivity A, at different water contents. They found that 4 was
highest in non-aggregated soil and gradually decreased in 0.25-3 mm and 3-10 mm
aggregates due to likely reduced contact area between heat-conductive solids and water

films.

2.1.6 Porosity

Soil thermal properties depends on volumetric water fraction (&), volumetric solid
fraction (Vs) and the air volume fraction (Va). Ochsner et al. (2001) found that the
effect of & on soil thermal properties was more predominant than the other working
parameters and that a linear increase occurred (r? = 0.93) between @ and soil thermal
conductivity. Usowicz et al. (2006) reported that compared to water content, air filled
porosity and penetration resistance described a greater variation in thermal conductivity.



Smits et al. (2009) studied thermal conductivity of sands under different water content
and porosity. They found that thermal conductivity increased with increased water
content and that tightly-packed sand showed consistently higher thermal conductivity
values than loosely packed sand. The heat conductivity of air is 1/20 of the heat
conductivity of water and 1/60 of the solid. Therefore, soil air functions as an insulator

against heat conduction in soils (Bayrakli 1993).

2.1.7 Soil cultivation

Soil thermal conductivity determines how fast or slow soil warms or cools with
exchange of energy by conduction, convection, and radiation (Abu-Hamdeh 2000). Soil
cultivation generally reduces soil water at the cultivation depth and increases porosity,
resulting in a decreased heat flow to the underlying layer (Van Wijk and De Vries
1966). This causes an increased temperature with sensible heat in the upper soil layer.
Potter et al. (1985) reported a greater thermal conductivity in uncultivated soils than

soils cultivated with a chisel and a mold board.

Different soil tillage systems may show their effects on soil thermal properties
differently. Abu-Hamdeh (2000) showed that rotary tillage decreased soil thermal
conductivity more than chisel tillage, compared to no-tilled plots. For the clay loam,
thermal conductivity ranged from 0.33 to 0.72 W m™ K in chisel tilled treatments,
from 0.30 to 0.48 W m™* K in rotary tilled treatments, and from 0.45 to 0.78 W m* K-
lin no-tilled treatments. For the loam, thermal conductivity ranged from 0.40 to 0.75 W
m? K1 in chisel tilled treatments, from 0.34 to 0.57 W m?® K1 in rotary tilled
treatments, and from 0.50 to 0.79 W m™ K in no-tilled treatments. The clay loam
generally had lower thermal conductivity than loam in all similar tillage treatments. On
the other hand, Licht and Al-Kaisi (2005) found that strip tillage had a limited
advantage over no-tillage in improving soil temperature in early spring. Soil
temperatures associated with strip-tillage were comparable with chisel tillage, and their

maximum soil temperatures were greater by 1.4-1.9 “C than those of no-tillage.
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Lipiec et al. (2007) reported that the mean values of A were generally greater under
cultivated soils than grasslands in moist soils and the inverse was true in drier soils. In
general, the spatial distributions of both A and Cy were similar to those of water content.
In a study Dec et al. (2009), it was found that 4 and C, were higher and thermal

diffusivity was lower in undisturbed columns of moldboard tilled soils.

Mulches used in covering soil surface may have a decisive effect on thermal regime in
topsoil. Kowsar et al. (1966) compared change in temperature and moisture content in
soils covered and non-covered with petroleum mulch. Mulched soil surface was found 5

OC higher than that of non-mulched soil.

2.2 Soil Thermal Properties under Different Plant Covers

Plants may affect partitioning of solar radiation on the soil surface and water status of
soils, influencing soil thermal properties. Horton et al. (1984) developed a two-
dimensional soil heat conduction model to calculate soil temperature distribution at
plant under where soil surface remain partially shaded. They observed a large difference
in soil temperature in surface and near-surface soils. They measured greater horizontal
soil heat flux than the vertical at the top of the soil profile. Al-Kayss1 et al. (1990)
showed that increased water content decreased soil temperature differences between
day-time and night-time, which provides protection to the plant root system against
sharp and sudden changes of soil temperature. They also found that the absorbed solar
energy increased as the water content increased, which provided a greater heat storage
capacity at greater water contents.

The effect of plant cover on soil thermal properties is highly complicated due to
relations between other soil properties influenced by plants and soil thermal properties.
Usowicz et al. (1996) analyzed the spatial variability of soil thermal properties using
classical statistics and geostatistics. Their results indicated a clear influence of soil
water content and bulk density on the spatial variability of soil thermal properties. For
particular soil thermal properties, this influence occurred differently, depending on soil
water content. The spatial variability of soil thermal properties over cultivated fields is

11



mainly determined by soil water content and bulk density. Spatial autocorrelation of soil
thermal properties for the sites containing different crops was reported over a broad
range of soil water content values. For individual crops, spatial autocorrelation of soil
thermal properties was related to soil water content. At water content close to or higher
than field capacity, this range considerably decreased and was similar to the spatial
autocorrelation range of soil bulk density (Usowicz et al. 1996).

Plant cover type and its spatial orientation can affect spatial distribution of soil thermal
properties. Usowicz. et al. (2001) analyzed soil moisture and thermal properties in the
surface layer on the fields with different crops. Analysis of soil moisture on particular
cultivated fields showed that type and growth stage of vegetation were important
factors, along with meteorological conditions (mainly frequency and amount of rainfall,
as well as sunshine duration over a given period) determining the spatial distribution of
soil thermal properties in the studied fields. They also reported that difference of soil
moisture between examined fields was influenced by differences in intercepted amount
of precipitation and in intensity of evaporation from soil surface and transpiration by
plants. In the wheat field, because of greater rainwater retention by a dense plant canopy
and evapotranspiration, the soil moisture and its changes were lower in comparison to
those in the fields with incomplete plant of sugar beet and corn. They found that the soil
compaction had both direct and indirect effect on soil heat flow, increasing the contact
points of particles in the former and influencing vigor of plant cover on soil surface in

the later.

Dalmago et al. (2004) evaluated differences in soil temperature in corn cropped no-
tillage and conventional tillage systems. They reported that at the beginning of plant
growth, the highest soil temperatures occurred in the conventional system in all soil
layers. However, after 30 days from plant emergence, the highest temperatures occurred
in the no-tillage system. However, variations among the cropping systems decreased as

the plants covered the soil surface.
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2.3 Mathematical Models of Heat Flow in Soil

Soil thermal variables such as thermal conductivity, heat capacity, and thermal
diffusivity may be measured and/or predicted from other soil variables using
mathematical models (Yesilsoy 1975, Hadas 1977, Horton 1982, De Vries and Philip
1986, Juri et al. 1991, Nassar et al. 1992). Mathematical models are widely used in
predicating soil thermal variables. Liu et al. (2005) used a mathematical model for
describing simultaneous heat and moisture transfer in a soil with a dry surface layer.

They obtained an adequate agreement between their measured and predicted values.

Krishnan and Kushwaha (1972) applied harmonic analyses to weekly temperature
means of sand and loamy sand with clay content of 6-8% at Jodhpur, India. They found
that amplitudes for different depths varied between 4.8°C and 9.1°C for first harmonic,
decrease sharply with higher order harmonics, and the values for fourth harmonic
ranged from 0.12-0.64°C. Hadas and Fucs (1973) compared calculated thermal
diffusivity values with measured values. Their measured and calculated values were
close to each other in the subsurface layers, while calculated values were lower than

measured values in the surface horizon.

Kanamaru and Kanamitsu (2008), evaluated night time minimum temperature warming
in the California Central Valley during summer due to irrigation. They used the Scripps
Experimental Climate Prediction Center (ECPC) Regional Spectral Model (RSM) to
simulate climate in a natural vegetation and modern land use that includes irrigation and
urbanization. In irrigated cropland, soil moisture was kept at field capacity, half of field
capacity, and no addition of water. It was found that ground heat flux efficiently kept
the surface warm under half of the field capacity during nighttime due to increased

thermal diffusivity.

According to Yesilsoy (1975), Hadas (1969) compared the calculated values of thermal
conductivity with the experimentally measured values. They concluded that measured
and calculated values in steady-state conditions were similar, while those found in

unstable were inconsistent.
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Kluitenberg and Horton (1990) developed a complete analytic solution of two-
dimensional heat conduction in soils. They showed that temperature of the soil
exhibited a sinusoidal wave over time. Numerous of models were developed to describe
soil heat flow. Nassar and Horton (1990) suggested a new method where variance and
Fourier analysis were applied to the measured soil temperature values. First, the
temperature measurements were adapted to Fourier series, and then thermal diffusivity
values for each harmonic were calculated for non-uniform soil conditions using soil
heat conduction analysis (non-uniform soil heat-transfer analysis). Consequently,
thermal diffusivity values were obtained for all soil layers. Sharratt et al. (1992)
developed a method for estimating soil heat flux (G) by implicitly solving the finite-
difference form of the transient heat flow equation for the apparent daily thermal
conductivity. They used apparent thermal conductivity and soil temperature gradient
with Fourier's law for estimating G. This method requires the measurement of soil bulk
density and daily water content (for volumetric heat capacity) and hourly temperatures

at three depths.

Sartyev et al. (1998) modeled soil temperature change by depth and time. They
calculated soil heat capacity and conductivity using initial soil water content values.
Celebi (2001) monitored soil temperature in columns in stable and unstable condition

(at 4 different humidity level) both with sensors and mathematical models.

In a study Giilser and Ekberli (2004), diurnal soil temperature changes of a clay were
modeled using the cosinesoidal harmonic equation. Soil thermal properties such as
amplitude, heat dissipation, and damping depth were calculated for 0, 10, 20, 30, 40 and
50 cm soil depths. Droulia et al. (2009) predicted subsurface temperature profiles. They
used an analytical model and developed semi-empirical models, replacing the steady
state soil temperature with easily obtained daily average temperatures. They reported

that their developed models predicted soil temperature fairly well.
Bilgili (2010) developed an artificial neural network model to predict the average soil

temperature. He measured temperature in 5, 10, 20, 50 and 100 cm depths for creating

feed-forward neural network with three-layer structure. His results proved that the
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artificial neural network approach was highly suitable for predicting soil temperature.
Ozturk et al. (2011) obtained good agreement between artificial neural network (ANN)-
estimated soil temperature values and measured soil temperature values with correlation
coefficients of 98.91, 97.99, 99.03, 98.26, and 95.37% for the 5, 10, 20, 50, and 100 cm
soil depths, respectively. They concluded that ANN modeling was a reliable method for
predicting monthly mean soil temperature in regions of Turkey where soil temperature
monitoring stations are not present. Their results showed that altitude, latitude,
longitude, year, month, cumulative monthly solar radiation, cumulative monthly
sunshine duration, and monthly mean air temperature could be used in ANN models to
obtain reasonable estimates of monthly mean soil temperature at various depths.

Mikayilov and Shein (2010) used mathematical models for predicting heat transfer in
soils. They proposed a number of equations for calculating x on the basis of different
boundary conditions and sine shaped diurnal and annual temperature cycles. They
included algorithms of arctangents of amplitudes and the phase shift between the daily
temperatures at two depths in the model they developed. They obtained a mean integral
solution for the prediction of the average temperature in a specified soil layer. They
further developed a number of methods starting from the analysis of the temperature
dynamics on the basis of four daily observations at the same depth with six hour
intervals, and they prepared nomograms for the rapid and simple calculation of the soil
thermal diffusivity at a given depth. They concluded that developed methods could be
used for assessing the soil thermal diffusivity under natural conditions, which should
improve the reliability, accuracy, and adequacy and expand the application range of
predictive mathematical models for the thermal regime of soils.

Adeniyi and Oshunsanya (2012) concluded that the amplitude decay algorithm yielded
the most reliable values of the soil thermal properties among compared prediction
methods. They stated that the Arctangent algorithm gave the most deviated values of
soil thermal properties with relative maximum error (RME) of 156.83% for soil thermal
conductivity. Valipour et al. (2012) showed that the soil heat calculator program

(SHCP) was an appropriate tool for calculating soil heat flux.

15



Danelichen (2013) evaluated soil thermal diffusivity of a Gleyic Solonetz soil in the
Brazilian Pantanal by the amplitude, logarithmic, arctangent, and the phase methods
between 0.01 and 0.03 m, 0.01 and 0.07 m and 0.01 and 0.15 m soil depths. The soil
thermal diffusivity estimated by the four methods showed significant differences and
varied over the study period as a function of volumetric soil water content. The soil
thermal diffusivity estimated by logarithmic method showed better performance at

different depths, followed by the method of phase.

Ozgener et al. (2013) predicted daily soil temperature differences by depth and time
Measured and predicted soil temperature values at depths of 5, 10, 20, and 300 cm were
compared with measured values to validate the accuracy of their method. For an annual
cycle; at 5, 10, 20, and 300 cm depths, the average maximum percentage of errors were
10.78%, 10%, 10.26%, and 14.95%, respectively.

Arkhangelskaya (2014) showed that lateral variability of soil thermal diffusivity could
fully explain lateral temperature differentiation within the studied soil complexes.
Ekberli and Sarilar (2014) compared theoretical soil temperature values obtained from
the solution of thermal conductivity equation to experimental soil temperature values in
a grassland and in a peach orchard. Their results showed that the initial unconditional
solution of the heat conductivity equation in a short period (< 3 days) gives much better

periodic thermal changes on the soil surface and in soil layers.

Nowamooz et al. (2015) determined the heat distribution throughout the profile of
unsaturated multilayered soil using finite difference method as its thermal diffusivity
varies with time and depth. A comparison of the numerical results with the results of
in-situ thermal probe measurements showed that the model could estimate heat
distribution adequately within a multilayered soil.

Verhoef (2004) applied Fourier series analysis to the time series of surface temperature

(To) and used Fourier series constants together with the remote estimate of thermal
inertia to calculate diurnal estimates of the soil heat flux (G). Remote estimates of Ch
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and Vxand model predicted values of G compared well with values measured with in

situ sensors.

Baladi et al. (1980) measured and predicted temperature variations at soil surface under
a heat source. Their results showed that the numerical solution of the exact formulation
agreed to their measured values well and the closed-form solutions deviated somewhat
from the measurements, while they were shown to be useful for obtaining approximate
predictions in a simple manner. They further concluded that: 1) For a given soil, energy
transport was facilitated by higher moisture content, thus yielding lower temperatures in
comparison with the same soil with a lower moisture content. 2) The numerical solution
characterizing the complete formulation of the problem predicted the transient thermal
response of soils reasonably well. 3) For well-graded moist soils, such as loam, the
energy conduction model yielded approximate predictions that are adequate for many
engineering applications. 4) For porous moist soils, such as saturated sand, convective
transport of thermal energy due to mass migration is appreciable. For this situation,
predictions based on the energy conduction model yielded considerable amount of error.
Use of the numerical solution procedure was recommended for these cases when higher
accuracy is desired. 5) For initially dry soils, the pure heat conduction model provided
accurate predictions. For moist soils, this simplified procedure yielded approximate
predictions only, with errors that are generally greater than those associated with the
energy conduction model. 6) Simplified models over-predicted the transient temperature

rise.

In addition to above mentioned studies many other studies have been conducted on
modeling and predicting soil thermal parameters (Yesilsoy 1975, Hadas 1977, Kurtener
and Chudnovskii 1979, Horton 1982, Gerayzade 1982, De Vries and Philip 1986,
Gerayzade 1989, Juri et al. 1991, Nassar et al. 1992, Marinova 1993, Sariyev et al.
1995, Sariyev and Giiliit 1995, Mihalakakou et al. 1997, Sariyev et al. 1998, Barik
2002, Mihalakakou 2002, Ekberli et al. 2002, Gilser and Ekberli 2004, Ekberli et al.
2005, Shein 2005, Shein and Goncharov 2006, Ekberli 2006, Shein 2007, Mikayilov
and Shein 2008, Yilmaz 2008, Mikayilov 2009, Mikayilov and Shein 2010, Simarmaz
2010).
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3. MODELING

3.1 Mathematical Modeling of Heat Transfer in Soils

3.1.1 The model concept

A model is a simplified form of a complex natural system based on assumptions (Lesh
and Doerr 2003). Modeling is not an alternative to observation, while it may be a
powerful tool in understanding observations and in developing and testing theory in
certain conditions (Wainwright and Mulligan 2004). Modeling in agricultural sciences
has grown significantly as a response to increased need to study systems in an
integrated manner, and an increased demand for extrapolation in space and time.
Modeling provides a unique advantage for researchers to better understand feedbacks
and interactions between the environment, ecosystems, and human and animal

populations.

Mathematical models, ranging from simple equations to complex software codes, are
commonly used to describe states and rates of change in systems by formally expressed
mathematical rules. The mathematical models may be defined into different types, while
most mathematical models are mixtures of many types (Wainwright and Mulligan
2004).

3.1.2 Classification of models

The models are different depending on systems being represented and knowledge and
scientific background of the modelers. A general classification of the models is shown
in Figure 3.1.
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Figure 3.1 General classification of the models (Simarmaz 2010)

Real models are small-scale of original systems and embrace many features of the
original systems. Because the degree of similarity to the original scale of these models
is not easy to determine, it creates difficulty in the implementation of the modeling
results to original system. In addition, because there is no guarantee of similarity, it may
not be able to eliminate the difficulties of implementation of technical considerations
(Ekberli 2008).

Ideal (symbolic) model is different from the actual model, are the identification of the
link with the original system with the help of Braille symbols and meaning of these
symbols. Any set of words and phrases from the result of the expression (signs
"language” cluster) is obtained. According to Poletayev (1966), when compared with
actual models, symbolic models have larger facilities and their physical application
limits can be controlled (Ekberli 2008).

3.1.3 Basic principles and mathematical models

Simulation models, which have been developed in recent years, have become main tools
of analysis for complex systems. A simulation is a model creation which can represent a
system. Simulation includes the artificially creation of a system of records and
examination of artificial record for obtaining the results of the actual system (Banks and
Carson 1984).
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Mathematical models are built on the basis of the results, which depend on the
outcomes of basic and/or applied research on complex systems and are applied to obtain
the necessary information from the system. A mathematical model, in a braod sense,
can be described as an equation or formula that expresses the main features of a process

or any system with the mathematical terms and symbols.

Mathematical models can be shown as a functional relationship in the following format:
u=f xy,0,a (3.2)
Where;

u= u,u,,..,u  —arethe system's output variables;
X=(X,%,...,X,)— are system components;

y :(yl Yo s ym)— are the system's input variables;
6= 0,,0,,..,0 —Isthesystem's structure;

a= a,a,,..,a, —arethe parameters of the system.

As actual mathematical expression, Eq. (3.1) may be a simple algebraic relation or a
very long complicated integro-differential equation units (Edwards et al. 2003, Ruan
2006). Mathematical models are classified in the following format in general (Figure
3.2).
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Figure 3.2 General classification of mathematical models (Simarmaz 2010)

It is possible to collect mathematical models in specific categories in order to
understand their nature. Berry and Haouston (1995), classified mathematical models in
four categories: experimental models, theoretical models, simulation models, and spatial
analysis models. On the other hand, Tedeschi et al. (2005) stated that mathematical
models can be classified in five or more categories. Empirical models, semi-empirical
models, and theoretical models will be discussed in detail in the following sections as

we will use them in our study.

Empirical (regression) models are used in agricultural research as well as many other
branches of science. Regression models are based on statistical analysis of data and they
are generally called as experimental models (Bayrakli et al. 1999). In general, these
models are the simplest functional models. Such models are used to determine errors in
the experimental data and to solve (approximate) problem with a probability (Mikailsoy
2014).

One of the important aspects of the empirical model is determining the structure of the

model by computer facilities (analytic expression) and making direct calculations. The
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disadvantage of these models is impossibility to contain ecological hypothesis and
cause-and-effect relationship between variables in the model (Mikailsoy 2014).

The experimental modeling starts with the detection of the most important factors
influencing the system. Depending on the number of important factors, experimental

models are divided into two classes as single and multivariate models.

Ecological facts show that the results arise from a large number of independent
variables. Therefore ecological empirical models are often used with multiple numbers
of independent variables. In these models, parameter prediction is generally made using
the least squares method. Empirical Models are divided into 2 as single variable linear
empirical models and multivariate curve empirical models. Determination of the
structure of Empirical Models (linear, curvilinear etc.) and identifying and assessment
of the degree of compliance with the experimental data are carried out according to
certain criteria as described in the model selection section (3.1.4). Curve fitting, also
known as regression analysis, is a general technique for modeling. The simplest use of
the regression model summarizes the relationship observed in a particular system of
data.

Semi-empirical models are composed of analytical expressions of mathematical/
statistical methods. Unlike empirical models, semi-empirical models are developed with
mathematical theories, reflecting the fundamental laws of nature. Conservation of mass,
the law of conservation of energy, the thermodynamic equations of chemical
equilibrium, etc. are typical semi-empirical models (Pachepskii 1990). The semi-
empirical models are used widely in soil science. The use of a single language of
mathematics in solving various problems representing the different soil characteristics

of the system can be investigated with this system of mathematical models.
Theoretical (conceptual) models provide information on the ecosystem components

(chemical, physical, biological, etc.). Conceptual models include all the information that

can be defined clearly and generally on the surveyed system. Advantages of conceptual
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models such as universality, agility, the wealth of expression tools, etc. enable the
models to be applied to various systems (Ekberli 2008).

Deterministic models have deterministic input variables and give the same result at
each time. In such models, the alternative process is not in question approaching
constant valuable is the basis. Deterministic models can be used in modeling

controllable environmental, physical, and physiological approaches.

Stochastic models are based on one or more random variables. These models reveal the
true behavior of the system only with a probability. Therefore, the model contains
elements of probability. Stochastic models are generally applied to on the systems with
components of which behavior is uncertain (Platonov and Cudnovski 1984, Zaslavskiy
and Poluektov 1988).

Static models are not affected by time. Status of the model does not vary over time.
The model which is created in vegetation period between the values of the various

phases of plant growth model is a static model, but it can be used in the same period.

Dynamic models are affected by time. A simulation time is concerned. Dynamic
models are expressed by difference equations or differential equations. They refer to
ecosystem variables and feature of factors that evolve depending on time in dynamic
models. To render a model dynamic, one needs to define the significant dynamic
characteristics and parameters of the ecosystem. The majority of today's plant growth

models are dynamic models.

Discrete (intermittent) models are applied to the data obtained by counting. Data are

integers (for example the cells of a bacterium culture on i-th number).

Permanent models are applied to the measured data. These models show the time in a

continuous manner (e.g. the lake's water temperature changes throughout the day).
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3.1.4. Model selection

The model should be appropriate for the physical structure of the processes to be
modeled. The selection of a proper model is based on the nature of the data.
Applicability of the model depends on compatibility of the measured and predicted data
(Ekberli 2008). Model complexity-scale relation is an important factor in model
selection and evaluation. As scale increases, model complexity should be decreased.

Application of model in a large area (i.e watershed scale) is highly difficult.

There are number of model selection criteria such as coefficient of determination (R?),
adjusted R-squared (R?), Akaike Information Criterion (AIC), Bayesian Information
Criterion (BIC), Hannan-Quinn Criterion (HQC), Schwarz Information Criterion (SIC),
Mallow's Cp Criterion, cross-validation , and many others. All these criteria are based
on minimizing residual sum of squares (RSS). Detailed information on these criteria can
be found in (Lin et al. 2011).

3.1.4.1 Model selection criteria

Model selection criteria are widely used in evaluating success of modeling results and
ability of a model to repesent the subject system. Some of the widely used model

selection criteria are:

. Coefficient of determination (R?)

. Adjusted R-squared (R?)

. Akaike Information Criterion (AIC)

. Bayesian Information Criterion (BIC)
. Hannan-Quinn Criterion (HQC)

. Schwarz Information Criterion (SIC)

. Mallow's Cp Criterion

o N o o B~ W N P

. Cross-Validation criterion
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All these criteria are based on minimizing residual sum of square (RSS). In addition,
except R?, all of them are rewarding to be "thrifty" (parsimonious-stinginess) in the

number of explanatory variables.

Complying with the data of the most appropriate model and also success of prediction
should be adequate. For the purpose of the comparison of the prediction success of the
model, various evaluation criteria are used. Some of these criteria are; residual sum of

square, estimate sum of square, total sum of square calculations.

1. Correlation coefficient (n or r):

Reliability means consistency and sensitivity in general. One of the most commonly
used statistical techniques to determine the validity and reliability of the technique is the

correlation coefficient.

Correlation coefficient is a measure of relationship between two or more variables.
Correlation shows how the change in one varible is related to other associated variable.
If there is a relationship, it enables us to determine the amount and direction of this
relationship numerically. Correlation coefficient (7) is called the coefficient, which
shows the compliance between the two variables (xi and yi). Values of the correlation

coefficient as related to performance (The scale Cheddoka) are given in Table 3.1.

Table 3.1 Correlation coefficient values and related performance (The scale Cheddoka)

Ne Correlation Coefficient Performance

1 0.10-0.29 Poor- Weak

2 0.30-0.49 Moderate

3 0.50 - 0.69 Appreciable- Great

4 0.70-0.89 High- Strong

5 0.90-0.99 Very High- Very Strong
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Following parameters are used in calculation (3.67) which is the fundamental theorem

of dispersion analysis. These are residual sum of squares: RSS = Z( ) Estimate
i=1

sum of squares: ESS = Z -¥) and Total sum of squares: TSS = Z

i=1 i=1

From here, the following equation is applied for experimental models, which are linear

in parameters.

i_l(yi_y)Z:g(yi_yi)Z_'_;(yi_y)Z (3.2)

TSS = ESS + RSS

n=l-24——— | R'=p° (3.3)

Where y, — is observed values of dependent variable, y— calculated values of the same

dependent variable, y —is the mean value of the dependent variable.

1. Coefficient of determination (R?)

Coefficient of determination (R?) indicates percent of total variation in dependent
variable described by the model. The coefficient of determination is a positive value
between 0 and 1 and it is the square of the correlation coefficient (Efe et al. 2000). The

coefficient of determination is calculated as follows:
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2
RP=1-11 (3.4)
2

Where y, — is observed values of dependent variable, §— calculated values of the same

dependent variable, y —is the mean value of the dependent variable.

The use of R? is well established in classical regression analysis (Rao 1973). The
coefficients of determination is a measure of goodness of fit and a measure of precision

in predictions for the general linear model as described by (Draper and Smith 1966).

When R? has been taken as a model selection criterion, we face with some problems
(Gujarati 2003). 1). Even if they indicate how actual and predicted vaues are similar, it
may not garantee the same resemblance in the future 2) In order to compare succses of
different models by R?, the functional structure of the model and estimators must be the
same. For different model structures different R%s can be used. Some of these are:
Maddalena R?, Gragg- Uh R?, McFadden R?, Estrella R?, Pseudo R? (It is similar to
McFadden but it is used in probit models). 3) R?-value increases as the number of
explanatory variables in the model increases. Maximum R? can be accessed with this
method. However, this situation will lead to a rise in forecast error variance. In this
case, the use of adjusted coefficient determination is more appropriate. Coefficient of
determination and degree of freedom are scaled again since adjusted determination
coefficient used mean of square instead of total square. Therefore, it is more appropriate
to use the adjusted coefficient of determination in a nonlinear model (Costello and Sit

1994). In addition, in order to avoid difficulties in the interpretation of R? some

researchers have preferred to use adjusted R* (Haitovski 1969).
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2. Adjusted R-squared (R?)

Expression for adjusted R-squared developed by Theil (1971) can be calculated as:

Or

n<30

(3.5)

Where n- is the number of the used data; k- is the number of variable coefficients of

model, R? is Coefficient of determination.

The values for R?is always smaller than R2. The RZ?is better in terms of comparisons

between models, but it should not be forgotten that for a reasonable comparison

dependent variable must be same (Ucal 2006).

In model comparisons, model with a greater R? is always preferred. Maximum adjusted

R? is a selection criterion that it is identical to minimum residual variance criterion

(Ebbler 1975). The adjusted R? is used more in prediction with regressions with least

squares. However, it's weak in the Bayesian approach (Burham and Anderson 1998).

3. Standard deviation of mean (o,,,)

O-y;x_\/n m— 12()’. Y.) < (n<30)

Ty \/n rn;(y. ¥,)? < (n>30)
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Where; y, — is observed values of dependent variable, §— calculated values of the

same dependent variable, n— is the measuring number of xi, m— is the number of

parameters of the empirical model.

This statistic parameter is often used to test the validity of the model applied while
several mathematical model is compared (Analla 1998). The Standard deviation of
mean indicates how the model fails to estimate the measurements variability around the
mean and measures the change in the estimated values around the measured values
(Willmott and Matsuura 2005). The lower limit of Standard deviation of mean is 0,
which means that there is full compliance between the model estimates and

measurements.

4. Mean absolute percentage error, MAPE (&)

Mean Percentage Error is considered as a basic measure of model performance. Mean
Percentage Error is the percentage of the absolute value of the relative error. It shows
the average of the absolute values deviation estimated from the measured value. It is

stated as:

(3.7)

Where y, — is observed values of dependent variable, §— calculated values of the same

dependent variable, n- is the number of the data used.

The MAPE indicates the distance (deviation) of the mean mean of absolute values
calculated as difference between predicted and measured values. Ideally, the MAPE and
Standard deviation of mean values are near to zero (Willmott and Matsuura 2005). An ¢
value <10% indicates a good performance of the subject model, while an ¢ value >10%

suggests that the model performance may not be adequate.
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5. Agreement index (Willmott’s index of agreement: D)

It shows the accuracy of the soil temperature related to measured values (Willmott and
Wicks 1980, Willmott 1981, Willmott 1982, Willmott et al. 1985).

B Z(Yi -V )2 (3.8)
Sy -9+[5 - vl)

Where y, — is observed values of dependent variable, y— calculated values of the same

dependent variable, y—is the mean value of the dependent variable. The Willmott’s

Index varies between 0 and 1.0, 1.0 indicating the perfect fit.

6. The confidence index (C)

Confidence index (C) is obtained via multiplying compatibility index (D) by correlation

coefficient (7).

C=p-D (3.9

This index was used by Camargo and Sentelhas in (1997).

Table 3.2 Criterion for interpretation of the confidence index (C).

Ne Confidence index Performance Symbol
1 > 0,85 Best B

2 0,76 to 0,85 Very good VG

3 0,66 to 0,75 Good G

4 0,61 to 0,65 Fair

5 0,51 to 0,60 Bad B

6 0,41 to 0,50 Very bad VB

7 <0,40 Worst W
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7. Theil's Forecast Accuracy Coefficient

In 1958, Henry Theil defined two error measures. The first measure (U1) was proposed
in Theil (1958). The U1 compares the forecast with simple no-change model. U1 takes
any value between 0 and 1. A value of 0 means perfect predictive performance, while 1
means that forecast is not better than just using last actual observation as a forecast.
Bliemel (1973) analyzed U1 and concluded that it “has little or no value as an index to
assess forecast accuracy”. The value of 1 will be obtained only when a forecaster
applies the simple no-change model. All other forecasts would lead to U1 value lower
than 1, regardless of whether the forecast method led to better or worse performance
than the naive no-change model. Bliemel (1973) suggested applying later version of

Theil’s statistic U2.

Theil's U-statistic 1 is defined as:

Z(yi - )2
Ul=—= . :
DVE D
i=1 i=1

(3.10)

The second measure (U2) was proposed in Thiel (1966). The U2 shows whether the
forecast is better than simple forecast, which is 0 all the time. For U2 holds that value
equal to 0 confirms perfect forecast. Value lower than 1 means that forecast beat the

naive forecast and value higher than 1 means that forecast is worse than naive forecast.

Theil's U-statistic 2 is given by the equation:

\/” (yi_yi)z
== (3.12)
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8. Akaike Information Criterion (AIC)

Akaike criterion (AIC) was developed by Hirotugu Akaike in 1974. There are multiple
AIC definitions.

AIC =e™"2% [ n=e*"ESS /N, A|C:—2/(é)+2(k) (3.12)

Where /(é), shows the possibility of most log which is a function of the parameter.

ESS is estimate sum of square, n- is the number of the used data; k- is the number of

variable coefficients of model, N- sample number.

The logarithmic form:

InAIC =(2k / n)+In(ESS / n)

Or AIC:In[$)+2—m:InFi(yi—yi)2}+27m (3.13)

Where ESS is estimate sum of square, y, is observed values of dependent variable,

calculated values of the same dependent variable, n- is the number of the used data; k- is
the number of variable coefficients of model, m- is the number of parameters of the

empirical model.

Zuchini (2000) developed AICc for small sample time-series regression model, which
has the form:

AIC, =AIC+2k(k+1)/(n—k—1)
Or

AICC=InFZn:(yi—yi)Z}+m ,(ﬂ<4o) (3.14)

i=1 n—(m+1) m
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The smaller is the AIC the better is the suitability of the model. The biggest advantage
of AIC criteria is its being able to use both inside and outside of the sample for

comparing model the performance.
9. Bayesian Information Criterion (BIC)

The BIC has was described as follows (Akaike 1978; Schwarz, 1978):

BIC:—2/(9)+klogn or BIC:InFZn:(yi—~i)2}+%Inn (3.15)

i=1

Where /(é) shows the possibility of most log which is a function of the parameter,

y; is observed values of dependent variable, § calculated values of the same dependent

variable, n- is the number of the used data; k- is the number of variable coefficients of

model, m- is the number of parameters of the empirical model.

BIC differs from AIC in that second part depends on sample size on the right side of the
equation. Despite close similarities between the AIC and BIC, later differs from the
former in Bayesian structure (Raftery 1995, Weasserman 2000).

The BIC criterion is preferred when the number of parameters is low. Similar to AIC, a
smaller BIC value indicates better model performance (Schwarz 1978, Alzahal et al.
2007).

10. Hannan-Quinn Criterion (HQC)

Another criterion, used in model selection, is HQC, which was recommended by

Hanmam and Quinn (1979):

n [ oy

HQC = In(§J+2—np-[ln(ln n)|= In[lzn:(yi . )Z}+2—np-[ln(ln n)] (3.16)
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Where ESS sum of square of residuals (predicted-measured values),y, is observed

values of dependent variable, § calculated values of the same dependent variable, n is

the number of the used data; p is the number of parameters.

Hannan and Quinn (1979) suggested that HQC is superior to its alternatives since it uses
the iterative algorithm law. The HQC is common used as the other two criteria. Similar

to AIC and BIC A smaller value for HQC indicates a better model performance.
11. Schwarz Information Criterion (SIC)

Schwarz Information Criteria (SIC) is similar to AIC and it's expressed as (Schwarz
1978):

L/J\Z
SCI =n*/" Z— =n*""ESS / n
n

In logarithmic form:

InSCI :Elnn+ln(ESS/n) (3.17)
n

Where ESS is estimate sum of square, n- is the number of the used data; k- is the
number of variable coefficients of model. Compared to AIC, SIC is more sensitive to
new variables included in the model and in the same conditions SIC always takes a
lower value than AIC.

12. Mallow’s Cp Criterion

Mallow model selection criteria (shortly Cp criterion) developed by Mallows
(1973,1995) is:

= (%%

C.,=—5~—(n-2p) O C,=2————(n-2p) (3.18)
G

34



Where (&2) is the zero order estimator of the groundmass variance. ESS is estimate

sum of square, y; is observed values of dependent variable, § calculated values of the

same dependent variable, n- is the number of the used data; p- is the number of

parameters.

If p explanatory variables are sufficient for an effective prediction, (ESS,)=(n—p)o’.

As a result,
n— 2
E(Cp)z(i—(n—Zp)zp (3.19)

When models are compared within the parsimony principle under p<k, the model which

gives the lowest Cp values is preferred (Gujarati 2003).

13. Cross-validation (Q., )

If square errors are going to be used, as a good left-one-outside-cross-validation
estimator can be considered as a good estimator. This method may be used based on

model performance (Saho 1993). The cross validation criterion has the following form:

ch =

(3.20)

Where PRESS is prediction error sum of square, while expression L(y;,§;) can be

explained by L(y,,9;)=(y,—¥,) (Banke and Drage 1984). Instead of coefficient,

which located in regression model is going to predict only one time, it is repeated many

times with left-outside-one.

L(y. ¥ ) = PR::SS can compare with s2 = ESS/(n — p)
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Where; N = number of observations, p = number of parameters including the constant
term, and ESS = estimate sum of square. But Qcv will always give greater value than s?,
while PRESS gives generally close results to s? (1 + p / n) (Hjorth 1994).

The sum of the squares of the difference between predicted and observed values gives
the PRESS value for that model. PRESS criterion shows how explanatory variable and

calculates as follows:
n 2
PRESS = [ v, ~ i, |

Where ¥, ;, represents the estimated value of yi.

14. Teta (6)

Reliability of a linear and/or curvilinear model may be evaluated by the criterion 0
which is calculated by (3.21).

6,=—1L-\n (3.21)

The @ is used to compare the different models for their performance and properness. A
greater value for 6 indicates a better performance of the model (Mirzadzhanzade and
Shirinzade 1986).

15. Fisher Criterion

Fisher (1949) developed a procedure for making pairwise comparisons among a set of t

population means. The procedure is called Fisher’s least significant difference (LSD).

The a -level of Fisher’s LSD is valid for a given comparison only if the LSD is used
for independent (orthogonal) comparisons or for preplanned comparisons. However,
since many people find Fisher’s LSD easy to compute and hence use it for making all

possible pairwise comparisons (particularly those that look *‘interesting’’ following the
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completion of the experiment), researchers recommend applying Fisher’s LSD only
after the F- test for treatments has been shown to be significant. This adjusted approach
is sometimes referred to as Fisher’s protected LSD. Carmer and Swanson (1973)
suggest that the error rate for the protected LSD is controlled on an experiment wise
basis at a level approximately equal to the « -level for the F test (Ott and Longnecker

2001). The corredponded F-value is calculated as follows.

R2

(n-2)«k=1
R n-k-1 _ al
F=" . _J1-R (3.22)
1-R k R? n-3
L
1-R? 2

Where n- is the number of the used data; k- is the number of variable coefficients of

model, R? is Coefficient of determination.

Several remarks should be made concerning the LSD method for pairwise comparisons.
First, there is a possibility that the overall F-test in our analysis of variance is significant

but that no pairwise differences are significant using the LSD procedure. Second,

Fisher’s LSD procedure can also be used to form a confidence interval for g u; (Ott

and Longnecker 2001).

Models should not be selected by only one criterion since inconsistencies can be
observed between the criteria. For example, when we look at AIC and BIC, we may
encounter with inconsistencies. In this case third or more selection criteria should be

referred.

3.2. Soil Heat and Soil Temperature
3.2.1. Soil heat

Soil temperature is the average kinetic energy per calorie (C) or joule (J) (1C = 4.18
Joule) arising from vibration of molecules/atoms in soil elements. The main source of

soil heat is the energy from the sun.
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Radiation from the sun propagates through atmosphere before it reaches to the earth's
surface (Fig. 3.3). Some of the incoming radiation is scattered while passing through the
atmosphere. The thermal radiation is emitted and absorbed in atmosphere principally by
water vapor and COz. The atmosphere acts almost like a blackbody in some wavebands,
while in some other wavebands the absorptive and emissivity are low (Campbell and
Norman 1998). Some of the radiation is reflected back from the atmosphere mainly by
clouds (Fig. 3.3).

Some of the incoming radiation is absorbed in soil surface, rising temperature. From
the heated soil surface, heat is transferred into soil due to the increased temperature
differences between soil surfaces and under surface, and is emitted to atmosphere.
Some of the heat stored in the soil is used in evaporation. Besides solar radiation, a
limited amount of heat is released during the decomposition of organic matter in soil
(Firat 1998).

Incoming Outgoing radiation
solar radiation

Short wave Long wave (IR)

 Pr—— S ———— |
100 232 6.7 117 49.6

/

. Clouds

Absorbed Clouds
By it heat flux
atmosphere Reflected greenhouse
22.9 by surface gases
104.4 T
I Sensible
heat flux
Absorbed Back
by surface radiation
EARTH'S 47.2 116.1 97.7 5.0 23.5
SURFACE

Figure 3.3 Distribution of incoming solar radiation
http://www.ametsoc.org/amsedu/ECS/extras/figure4-13.jpqg
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Altitude, time of the year, time of the day, weather conditions, and surface properties
are important determinants of partitioning solar radiation on a soil surface. Heat is
transferred into soil during the day and from soil to atmosphere during night. The rate of
transfer is controlled by soil thermal properties and temperature difference between soil

and soil surface (Campbell and Norman, 1998).

Temperature is an important factor controlling rates of physical, chemical and biological
processes. Effect of temperature on the rate of soil microbiological processes is
considerable, which in turn influence organic matter decomposition and nitrogen
mineralization. Accumulation of organic matter in the soil is higher at low temperatures
than high temperatures. In addition, soil temperature has a considerable influence on

seed germination (Saatg1 1975).

3.2.2. Soil temperature

Soil temperature is a measure of heat content of the soil and its unit is degree. In other
words, while heat expresses the total kinetic energy of all molecules of a substance;
temperature is a function of the heat density (Lowry 1970). For example, although heat
quantity of 3000 kg substance, which is at 10 © C is higher than a 100 kg stove which is
at 200 ° C, the stove is hotter (has a greater temperature). While heat is a capacity
factors such as water content; temperature is a density factor such as water potential
(Taylor and Ashcroft 1972). Soil temperature depends on irradiance as well as soil
thermal properties (radiation, heat capacity, thermal conductivity, etc.) (Yesilsoy and
Aydin 1995).

3.3. Radiation and soil heat balance

According to the second law of thermodynamics, if the temperature difference is
available between the two media, heat flows from a low temperature medium to a high-
temperature medium. The heat transfer depends on the difference in ambient
temperature as well as thermal properties of the media where transfer occurs (Kakag
1998, Halic1 2001).
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Heat transfer occurs via four modes: Conduction, Convection, Radiation, and Adiabatic.
When two substances with different temperatures are in contact, heat is transferred from
the hotter one to colder one by conduction. Heat transferred by a moving fluid is called
convection. In this mode of heat transfer the heat is transferred to a fluid by conduction
and moving fluid transport the heat, stored in the fluid. In contrast to convection and
conduction, radiative exchange does not require intervening molecules to transfer
energy from one substance to another. A substance radiates energy depending on its
temperature. Both the sun and earth emit radiation, but due to its far higher
temperature, the Sun emits for greater radiation than the Earth. Much of the energy we
receive from a hot stove is by radiation. Finally, to evaporate 1 g of water, 2450 joules
energy is required. Evaporation of water from a surface needs energy and this energy is
taken from the surface. The latent heat stored in the vapor is transferred away from the

substance by convection (Campbell and Norman 1998).

3.3.1. Heat absorption of soil

Solar radiation received by an object is classified in three main categories as direct
radiation, diffuse radiation, and reflected radiation. The direct radiation comes directly
from the Sun, the diffuse radiation is first scattered by the clouds and then reaches to the
object, and the reflected radiation first is reflected by terrestrial objects and the reaches
to the object (Campbell and Norman 1998).

Heat stored in a soil is proportional to albedo, defined as ratio of incoming radiation to
outgoing (reflected) radiation. Values of albedo Ratio between the reflected energy from
the soil surface and the incoming energy ratio is called as "albedo™ and in case of other
features are equal, while albedo decreases, soil temperature increases. Albedo values in

for different soil types and different vegetation are given in Table 3.3 and Figure 3.4.
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Albedo values
(% reflected)

Water bodies

10%—-60%
(varies with Sun altitude)

Earth's albedo
(average) 31%

Crops, grassl s ; ; &l Lnght roof
o sy » i 35%—50%

%‘mlm Brick, stone..

20%—40%

Figure 3.4 Some albedo values that the sun rays created on earth
http://regentsearth.com/ILLUSTRATED%20GLOSSARY/Glossary%20Pix/Albedo.jpg

Table 3.3 Values for albedo (o)) for various surfaces (Van Wijk and De Vries 1966,
Chudnovskii 1967)

Soils Albedo (o) Vegetation Albedo (a)
Soil 0.05-0.40 Aaricultural Crops 0.18-0.25
Drv Chernozem (Dark) 0.14 Grass (Dry- Green) 0.16-0.26
Humid Chernozem (Dark) 0.08 Cereal Field 0.10-0.25
Drv Serozem  (Gri) 0.25-0.30 Cotton 0.20-0.22
Humid Serozem (Gri) 0.10-0.12 Rice 0.12
Humid Clay 0.23 Potato 0.19
Dry damp clavy 0.16 Forest (Deciduous) 0.15-0.20
Dark damp clay 0.02-0.08 Forest (Coniferous) 0.05-0.15
Sand 0.15-0.45 Humid steppe 0.22
White and Yellow sand 0.34-0.40 Drv steppe 0.32
Quartz sand 0.35 Sawn area 0.15-0.17
Humid sand 0.09 Humid cultivated land 0.05-0.14
Lime 0.45 Water (Small Zenith Anale) 0.03-0.10
Dried salt 0.50 Water (Larae Zenith Anale) 0.10-1.00
Tundra 0.18-0.25 Snow 0.40-0.95
Clouds (Thick) 0.60-0.90 Ice (Sea) 0.30-0.45
Clouds (Thin) 0.30-0.50 Ice (Glacier) 0.20-0.40

https://wattsupwiththat.files.wordpress.com/2012/05/table 11.jpg

41


http://regentsearth.com/ILLUSTRATED%20GLOSSARY/Glossary%20Pix/Albedo.jpg
https://wattsupwiththat.files.wordpress.com/2012/05/table_11.jpg

The amount of solar radiation retained by the soil surface varies depending on location
(geographical position and relief of region), time (day, month and year on) and

atmosphere conditions (cloudiness).

The heat stored in soils during the day is released during night. The daily change of the
soil temperature is sinusoidal (Ozbek 1990). Average monthly change of soil

temperature measured below 10 cm of soil is shown in Figure 3.5 (Davis 1986).

Annual Graphic of Sinusodial Curve

Months

Annual Average Temperatiire
(°C)

Figure 3.5 Soil sinusoidal curve of the change over 12 months measured temperature
under 10 cm of soil (Davis 1986).

Heat resulting from chemical and biological processes in the soil may be concerned.
However, their contribution to soil temperature is too low in comparison with the

energy coming from the sun (Baver et al. 1972, Yesilsoy 1975, Ozkan 1985).
Spectral distribution of the radiation energy based on wavelength, which arrives in the

atmosphere, is shown in Figure 3.6. The Sun emits radiation at 6000 °K, which is

similar to the black body.
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Figure 3.6 Distribution of radiation energy of a black body at the solar heat based on
wave length (Rose 1979)

3.3.3 Soil Heat balance

The solar radiation and heat arising from chemical and biological reactions in soils are

the source of soil temperature. The soil heat balance may be defined by Eq. (3.23):
R=A+P+M+LE+LT (3.23)

Where R earth's radiation balance; A heat exchange between lower layers and the
surface; P the turbulent heat exchange (the warm air near the earth's surface); M the
part of the energy used in photosynthesis and transpiration; E energy used for
evaporation from the soil (g.H20 cm? day?); L specific heat of evaporation
(approximately 2257 joule/gram= 540 g cal H;0); LE is the portion used for

evaporation (525 cal cm day™); LT is the portion used for transportation.

Balance of heat flow at soil surface may be described as follows (Kurtener and
Chudnovskii 1979, Krarti et al. 1995):

Qhert 1w (1) = Qi (0 + Qe (0 |- QL (0 + QL () | (3.24)

incoming heat flow outgoing heat flow
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Where; thatﬂow is directed heat flow to the soil surface; QZ, is the solar radiation
absorbed by soil surface; Q. is convective heat flow in the soil-air boundary layer;

QLTR is the long-wave radiation emitted by the earth's surface; QIE is the portion of heat

which is used in vaporization.

Experimental values obtained for each component of heat flow function on the right
hand side showed that the soil surface temperature Tsyr found to be a function of time

f (t) and is generally illustrated as follows:
Qi (t) =0, (t)Tsur (0’ t) B fi (t) (325)
Where T, the soil surface temperature and i; SR, CE, LR, LE

All objects with above absolute zero emits heat by radiation, which is defined as
thermal radiation.

According to the law of conservation of energy; sum of absorbed(oQ), reflected
(aQ)and transmitted (4Q) radiation energy is equal to total heat energy of short

wavelength solar radiation (Qg ). According to the energy balance:

Q, =pQ+aQ+0Q (3.26)

Where p (absorptivity), a(reflectivity), and o (transmissivity) are constants. The Eq.
(3.26) shows that the heat energy which comes by radiation will be absorbed, reflected,

and transmitted. If incoming radiation energy is unity, it can be written as:

l=p+a+pf (3.27)
aQ

As ¢ =— | then
S
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PQ=(1-a)Q, (3.28)

Thus absorbed energy, (pQ)at per unit soil area, will be equal to the outgoing and

stored net energy from unit area. Thus the following equation can be written for the

earth's radiation balance:

PM=(1-2)Q=Q,+Q,+Q +E Cal.cm?sn? (3.29)

Where; Q is the shortwave radiant flux density from the sun and from hemisphere to
the earth; Q, is the long wavelength radiant flux density emitted by the surface; (The
difference between the emitted and absorbed long wavelength radiation); Q, is the heat

flow density that is used in heating the air near the ground surface; Q. is the density of

the heat transmitted to the soil; E is the amount of heat used to evaporate water.
Analytical solutions of the Eq. (3.29) were developed for various initial and boundary
conditions (Crank 1956, Carslaw and Jaeger 1959).

3.4. Heat Conduction Equations in Soil

The soil is assumed uniform in heat conductivity and thermal conditions in applying
mathematical definitions (Ozkan 1985). Heat transfer may occur via one of any of four
ways of conduction, convection, radiation, and adiabatic. These heat transfer forms can
be found simultaneously in the same environment. As soil is a three-phase system, all

four heat transfer modes can be found in soils (Kirda and Sariyev 2002).

3.4.1. The general equation of heat conduction in a cartesian coordinate system

The concept of conservation of energy can be applied in developing a differential
equation to define soil temperature change. In general, heat transfer in soil by
conduction is the most important heat exchange parameter. As stated previously, heat

transfer by convection of moving soil air and water may be important in some cases.
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Fourier's transient equation can be obtained via applying the steady state equation with

the principle of conservation of energy in a control volume as shown in Figure 3.7.

X x+Ax

Constant
q(x) 4,C,

» g(x + Ax)

pe

Ax ———

Figure 3.7 Schematic representation for the expression of differential equations of heat
transfer (Kakag 1998)

This control volume may be considered as heat flow with a perpendicular direction to
the homogenous sheet surface with area of A and thickness of Ax. According to the law
of conservation of energy, net heat flow at the exit of the control volume is a function of

heat entering into the volume and heat stored in the volume.

Conservation of energy equation;

—/IAﬂ (x) = —1A£(X+Ax) +CVAAxg (3.30)
OX OX OX
Dividing control volume by Ax;
oT oT oT
Al —(X+AX)——(X) |/ Ax=C, — 3.31
e m0-2 09| 1ax=c, ] (331)
When Axapproaches 0;
2
ﬁg=CV8—T (3.32)
OX ot
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Hence, Equation (3.33) is widely used to describe one dimensional heat conduction in a
homogenous soil where no heat is generated (Carslaw and Jaeger 1959, Kurtener and
Chudnovskii 1979, Yesilsoy and Aydin 1995).

T T |-t
o At v (3.33)

Where; « is coefficient of heat diffusivity and C, = p,C,, is volumetric heat capacity of

soil. This equation is valid when A and Cy is not dependent on space and time and soil
conditions are uniform (Van Wijk and De Vries 1966, Koorevaar et al. 1975, Koorevaar
et al. 1983).

Equations define heat conductivity in a three-dimensional homogenous-isotropic
environment. The Equation (3.34) is a parabolic partial differential equation and it's

called Fourier equation (Carslaw and Jaeger 1959):

pbcma—T:E(za—T}ﬁ PRl +3(18—Tj+q (3.34)
a ox\"oax) oyl ey) a2\ ez

Where; oT o1 T s show temperature changes in the direction of the ox, oy, 0z

ox oy ' oz
. oT . I . . . :
axis; Y is the temperature change per unit time; C_ is specific heat capacity; p, is

bulk density; A is heat conductivity of soil; and g is the heat, which is generated in soil

(if any).

Since soil heat exchange is different in the day and night, summer and winter,
temperature changes in the soil must be evaluated on a daily and annual basis. In both
cases the soil temperature generally shows a sinusoidal variation (Davis 1986,
Simarmaz 2010).
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3.5. Initial and Boundary Conditions of Heat Convection Model in Soils

To find a single solution of changes in the depth of a time-varying soil temperature as a
result of the influence of various factors, analytical or numerical solution of (3.33)

should be obtained. For this purpose initial and boundary conditions should be set.

3.5.1. Initial conditions

The initial conditions correspond to the state of the variable at the zero (initial) time
moment. For the theoretical description of the quasistationary regime problem (e.g., the
daily or annual variation of the soil temperature), the initial condition is available. Initial
conditions for Equation (3.33) are defined as follows:

T(x,t=0)= f(x) (3.35)

3.5.2. 1st, 2nd, 3rd and 4th boundary conditions in soil surface

First type boundary condition: On soil surface, at x=0 the temperature distribution

can be fixed or be variable as a function of time.

If the surface temperature does not change, then the first type boundary condition is
set as follows:

T(x=0,t) =T, (3.36)

Where; T, is temperature at the soil surface.

According to some authorities, the surface temperature may not be constant and they

suggest Equation (3.37) be used instead:

T(x=0,t) = (1) (3.37)
Where; ¢(t) is a function expressing the temporal change in temperature at the soil

surface.
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If temporal temperature change of the soil surface is sinusoidal (as analyzed by Fourier)
the analytical solution of ¢(t) can be stated as follows (Van Wijk and De Vries 1966,
Krarti et al. 1995, Verhoef 2004):

p(t)=T,+T,cos(wt+¢g) or  Pt)=T,+T,sin(wt+¢) (3.38)

WhereT, is average temperature at soil surface (daily, annual); T, is expresses the

maximum change of average temperature of the soil surface, wave amplitude;

o =2r 17, isangular frequency (@ is sometimes called as wave number or frequency).
7, s period or wave length; t is time (day, year); ¢ is phase difference, which adjusts

the delay axis according to the sinusoidal curve of the abscissa (Figure 3.8).
In some cases (3.38) may be stated as follows, which is more practical.

o(t) =T, + Acos at + Bsin wt (3.39)

Where, A=T,cos(¢), B=-T,sin(¢), &= arctan(— %) (3.40)

T(0.6)=To + Tacos (@ T+£)
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Figure 3.8 The curve for change of temperature on the soil surface (Simarmaz 2010)
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If soil surface temperature 7, = 27/ @ is a periodical function, the function ¢(t)can be

stated as a trigonometric polynomial (Carslaw and Jaeger 1959, Chudnovskii 1976,
Mikayilov and Shein 2010):

o(t) =T, +C,cos(wt+¢)+C,cos(2mt+¢,)+..=T, +§:Cn -cos(Not+¢,)  (3.41)

n=1

Or go(t):To+Zm:[A1 cos(net)+ anin(na)t)] (3.42)

n=1

Where

A =C,cos(e), B,=-Csin(e), C,=A?+B?, &, =arctan [—%} (3.43)

Second type boundary condition: Heat flow per unit area of soil surface is constant.

If heat flux density Q(0,t) is known, the second type boundary condition is applied:

Q,1) = —ﬂ% () (3.44)

Where; w(t) is the algebraic sum of radiant flux at the soil surface.

Third type boundary condition: Second type boundary condition described above,
cannot account for influence of changes in meteorological parameters on soil

temperature.

Third type boundary condition is applied to vertical heat exchange between the soil

surface and subsurface.

Q'(0.t)=-4 =h[T,, (©-T0,0]=Q*(0,) (3.45)

8T(0,t)
ox
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oT(O,t) ~ _h
or ~ =a[T(0,t)-T, (t)] , == (3.46)

Here; A is thermal conductivity coefficient; h is heat transfer coefficient by convection;

and « is heat exchange coefficient.

If we assume that heat flow towards soil surface as positive and heat flux from surface
to atmosphere is negative, third type boundary condition is stated as follows
(Kurtener and Chudnovskii 1979, Krarti et al. 1995):

oT(O,t)
A = Qu on (1) = Qi () + Qe () |- QL () +Q (0| (3.47)

incoming heat flow outgoing heat flow
{ LAt At 1 4 :
Where Qnz ions Qsrs Qce s Qs @and Q. were expressed in Section 3.2.

The boundary condition which is represented by the heat balance equation (3.47)
represents a typical summer day period. At night: sign of Qsin =0, QIE and QIR are

positive. Depending on a variety of meteorological and soil conditions, the right hand

side of the Equation (3.47) will take different values.

Experimental analysis showed that right hand side of Equation (3.47) was related to

time function f(t) and soil surface temperature (T, ), which may be defined as

sur

follows:

[Qe®+Q% M |- Q) +Ql () | = o) -NWT,, (O.1) (3.48)

incoming heat flow outgoing heat flow

As a result, if heat balance equation of the soil surface with (3.48) is written: the

following equation for heat flow through the soil surface is obtained:

A

T8 N [T 00T, 0) (3.49)
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(3.49) equation can be addressed as a generalized third type boundary condition.

Forth type boundary condition: The above-mentioned boundary conditions in practice
are the most commonly used boundary conditions. In addition, if heat can be transferred
by radiation from a border to its environment, in this case the boundary condition is

written as follows:

aT(0,) . .
A== o[ T0,0-T, (] (3.50)

Such a boundary condition, unlike the above, is not linear, because on the right side of
equation is determined by the fourth power of the temperature. This type of boundary

condition is called Stefan Banach boundary condition.

This boundary condition corresponds to the emission in accordance with the Stefan—
Boltzmann law from the soil surface into the environment with the temperature T*sur(t),
where ¢ is the Stefan—Boltzmann constant (5.67 x 108 W/(m? degree?) or 5.67 x 1078
JI(m? degree?)).

3.5.3. 1st, 2nd and 3rd type boundary conditions at a given soil depth

At a certain depth of soil similar to soil surface, 1, 2 and 3 boundary conditions can be
defined. Oscillation of soil temperature waves vanishes while depth increases and

temperature does not change after a certain depth.

This situation which is known as first type boundary condition is

T(x=L,t)=T, =const or T(x — oo,t) =T, = const (3.51)

Alternatively, it can be expressed with following equation which is known as second

type boundary condition:
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0T(x=L,t) ~0 or OT(X > o,t)

0 3.52
OX OX ( )

In practice, heat exchange may occur between a lower layer and an upper layer in a soil

such as atx = (. The may be constant (T, =const ) or variable (T (t) ) .This condition

is expressed with equation known as third type boundary condition:

oT(/,1)
OX

A

= hy [ T(4,1) =T, (1)] (3.53)

Where A heat conductivity coefficient; T, (t) temperature of soil at x=/; h, heat

convection coefficient.

3.5.4 Forth type boundary condition in a soil depth (interface of two soil layer)

When soil layers with different thermal properties are in contact, different boundary
conditions may be applied. This condition is called as interface or forth type boundary
condition as stated below:

and /ﬁ% = A T (3.54)

i+1
x=l; -0 aX x=l;+0

T(x,t)|X:|i_0 = T(x,t)

x=I;+0

where li denotes the layer boundaries (i = 1, 2, 3, ... n), and li + 0 and li — O are the
upper and lower faces of the soil layers, respectively. The forth type boundary
conditions should be used in modeling heat transfer in layered soils.

3.6. Analytical solutions of the thermal conductivity equation on the soil

A large proportion of the heat flow and the movement in soil occur by conduction.
Problem of convection of heat waves on the soil, for the first time being examined by
the French scientist Fourier is among the example of the mathematical theory of thermal
conductivity, which is developed to explain a variety of natural events (Mikayilov and
Shein 2010).
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The Equation (3.39) should be solved using appropriate initial and boundary conditions
to determine soil temperature in a specified soil depth and time. In practice, widely used
solution of Equation (3.39) in homogeneous environment with a boundary condition in

the soil surface defined as equation (3.38) with the cosine curve (Carslaw and Jaeger
1959):
T(x,t)=T,+T, -e_x‘/; (0 [a)t - X, /22 + SJ (3.55)
K

Where; T, is value of average temperature (daily or annual); d =+/2x /e is dumping

depth of heat wave. A dimensionless form of Equation (3.55) can be stated as follows:

T(y,7)=To+®, (yb)-cos[ @z +z-v(y,b)] (3.56)

Where; y=x/L, r=xt/l*, o=0l’lx, b=LJz/rx , w(y,b)=by
®,(y,b)=T,-e™ (3.57)

®a (y,b) is the amplitude of the temperature in the soil at a specified depth (x).

The solution of Eg. (3.39) in dimensionless form obtained without the initial conditions
and with initial conditions stated in Equations (3.38) and (3.53) is (Mikaiylov and Shein
2008):

T(y,7)=T,+®,(y.b)-cos[@r+&—w(y,b)] (3.58)

Where; y=x/L, r=xt/l*, @=0l’/x, b=LJr/7x; and ®,(y,b), w(y,b) are

defined through.
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N

(3.59)

sh (q)sin(by)+sh(by)sin(q)
ch(q)cos(by)+ch(by)cos(q)

;//(y,b):arctan{ ,q=b(2-y)

ch(z):%(eZ +e7) and sh(z):%(eZ —e*) are the hyperbolic cosine and hyperbolic
sine, respectively.

The study of the average soil temperature is also important as the average temperature
of a specific soil layer (e.g., the 0 to 20 or 0 to 40 cm layer) varies to a lesser extent
than the temperature at a specific depth (Mikayilov 2007, Mikayilov 2009).

Average integral solution of equation (3.39) has the form:

T(z,b)= jT(y,r)dy =T, +M, (b)-cos| @ +& -y (b)] (3.60)

0

Where; M,(b) and y(b) have the forms at boundary conditions (3.38) and (3.53):

Ma(b):Ta\/Ch(bL;eiOS(b) , y (b)=arctan {ZZZ E::EE;J:ESZEEH} (3.61)

and alternatively, they may be calculated using boundary conditions of (3.38) (3.53):

. sh?*(2b)+sin?(2b)

sin(2b)—sh(2b)
M (0)=T, J2b[ch(2b)+cos(2b)]

sin(2b)+sh(2b)

, y}(b)=arctan{ } (3.62)
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3.7. Determination of Soil Thermal Properties
3.7.1. Calculation of volumetric and specific heat capacity

Another important factor affecting soil temperature is "specific heat capacity”. Specific
heat capacity is defined as the amount of heat required to increase temperature of 1 g of

soil 1 °C and is indicated with C_ Its unit is expressed with Cal g*°C*orJgl°C* (U g

1OK-1).

The volumetric heat capacity (Cv) is heat required to increase temperature of a unit
soil volume by 1 °C. Its unit is Cal cm=3°C? or J m3°C?t (I m2°K™). If the specific heat
capacity of any substance with an m and V is known, the heat capacity (C) of a
substance is calculated as follows (Carslaw and Jaeger 1959, Yesilsoy 1975, Juri et al.
1991):

C=m-C,=V-C, (363)

The volumetric heat capacity of a soil is calculated as follows (Carslaw and Jaeger
1959, Yesilsoy 1975, Juri et al. 1991):

C.=p-C, (3.64)

To find the soil heat capacity per unit volume, elements of different soil (solid, water
and air phases) are required. To find the heat capacity per unit volume of humid soils,
volumetric heat capacity of the soil constituents is required (Carslaw and Jaeger 1959,
Yesilsoy 1975, Juri et al. 1991):

c,=f-C.+f,-C,+f -C, (3.65)

Where; f_, f,, f, are fractions of solid, water and air phase, respectively

S w a

(f,+f,+f,=1); C.,C,, ,C, are volumetric heat capacity of solid, water, and air

vs !

phase, respectively. Where;
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C, =0,48cal/(cm*-°C), C,, =1, and C,, =0,003 cal /(cm’- °C).

As the third term at the right side of the equation (3.65) is fairly small, it can be ignored.
Therefore the equation (3.65) can be stated as follows:

C,=f-C.+f,C, (3.66)

S min

Soil solid phase (f,) may be divided into mineral ( f_; )and organic (f ) phases

org

(fszfmin+f

org )

Studies showed that in general, soil volumetric heat capacity can be defined by
following equation (De Vries 1952, De Vries 1963, Hillel 1982, Juri et al. 1991, Shein
and Goncharov 2006):

C,=0,48-f . +0,60-f, +f, (3.67)

Where; f is the fraction of mineral part f,  is the fraction of the organic part. Soil
volumetric heat capacity is calculated with the following equation:

C:v = C:m,solid phase ) pb + 9 (368)

On the basis of research, mineral part in itself is divided into quartz, clay minerals,
limestone, etc. Heat capacity for dry soils is considered as specific heat capacity of

quartz and specific heat capacity of solid phase in unit volume of the soil is

numerically C =0.20cal / g-°C . The volumetric heat capacity of the soil in dry

m, solid phase

conditions is calculated using Equation (3.69):

C,=0.20p, +0 (3.69)

Here, p, is bulk density; & is the volumetric water content.

57



3.7.2. Determination of thermal diffusivity in soils

Heat diffusivity is the rate of heat conductivity of a material to its volumetric heat

capacity. Its unit is expressed with cm? s or m? s,

Soil heat diffusivity is determined in laboratory and field by monitoring the soil
temperature. Commonly used methods for finding this parameter is based on via
application of analytical and numerical solution of heat conduction equation to data
from field trials. Based on solution (3.55) of the Equation (3.39) following methods are

used to obtain thermal diffusivity (« ).

Amplitude Including Formula: This method is developed on the basis of Fourier's
first law, which expresses decrease (extinction) of soil temperature amplitude by depth.
In the case of equation (3.58) of the daily temperature change of the soil surface when

solution (3.58) of equation (3.39) is examined, it is seen that T, (X) = T, - exp (— x/ d).

3.7.2.1. ‘Layer’ methods

Many researchers Carslaw and Jaeger (1959), Gerayzade (1989), Horton (19829, Juri et
al. (1991) used this method differently.

Method-1: This method is based on Fourier's first law, which expresses the solution

of the heat diffusivity equation as follows.

7T(X2—x1)2
i 3.70
K T|n2|:q)maX(X1)_cDmin(X1):| (3.70)
O (DmaX(XZ)_cDmin(Xz)

Where; @nmin (X) and @max (X) minimum and maximum temperature x: and X, are depths

and 7, heat wave period (e.g., 24 hours of daily observation)
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Method-2 (Arctangent Containing Formula): Based on solution of the thermal
conductivity equation, following equation has been developed to calculate heat

diffusivity:

2
K = ! ! ”():2 - )f!l) ! ! " " (3.71)
(T1_T3)(T2 _T4)_(T2 _TA)(TI_TB)

(T3 =T ) (T7=T5) + (T3 = T ) (T3 - T2)

7, -arctan’

Where; Ti’ and T;" are temperatures at depths of x=x, and x=x, and at the times of

t=i-7,/4 (i =123, 4) (e.g, for 7, =24, t1=6, t2=12, t3=18 and t4=24 hours).

Method- 3 (Formula Containing Logarithms): Using the assumptions for method-2,

Seemann (1979) obtained the following equation:

47z(x2—x1)2
| (T T) +(T, T
0 2 2
(Ti-T2) +(T3-T7)

K=

] (3.72)

Where; Ti' and Ti"” are temperatures at the depths of x=xandx=x, at the time of

t=i-7,/4(i=1,234) (e.g, forz, =24, t1=6, =12, t3=18 and t,=24 hours).

Method-4 (Containing phase shift of the heat wave formula): Another approach may
be used to calculate the soil thermal diffusivity is based on measuring the required time

difference for monitoring the maximum temperature at two different soil depths.

If time interval between maximum soil temperature in x=x_and x =X, depth is At=tz-

t1, a new phase formula is obtained from the solution of heat release equation:

Ccos c()'r1+5—ﬁ = CO0S a)t2+g—ﬁ Or a)t1+g—ﬁ:a)t2+g—§
d d d d
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Therefore, k can be calculated as follows:
1(x%-%xY 7 (%-xY Ty [ X, — X ?
K=— 2—X1 —_0 2—X1 and K:_O 2 1 (373)
20\ At 4\ At A\ At

All of the above equations for determination of the soil thermal diffusivity coefficient
are based on analysis of soil temperature change in different depths and times, and all
means periodic temperature change, or actual change in a certain time period. To apply
calculation of thermal diffusivity coefficients, only soil temperature must be determined
experimentally. However, this equation gives the mean value of the thermal diffusivity
coefficient during considered duration and it is obtained with specified water content (6)
over the soil layer under the constant k value. A suitable time period should be chosen
to determine another k in the same layer with different soil water content. Based on the
obtained pair of k and 8 values, thermal diffusivity function (is the thermal diffusivity of

a particular soil layer as a function of soil water content) « (6) can be determined.

3.7.2.2. ‘Point’ methods

Some methods proposed for the determination of the k from the experimental data on
the soil temperature in separate soil layers, i.e. T(x,t). These methods can be referred

to as point (P) methods, because they determine the temperature of the soil at one depth,

i.e., at one point of the soil space. Using the solution (3.56) with (3.57):
T(y,7) =Ty +®(y,b)-cos(@r +a) (3.74)

Firstly, for an arbitrary dimensionless depth (y) and time t, =i-7,/4 the following equations

may be written:

T(y,ti):To+q)(y,b)-cos(%i+aj (i=14) (3.75)

As the following is the case,
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_ ol « 2r . 1, 21 . _ 2r . T . o T .
T, = —t=ot=—1—=—1l1andor,=—-1=—-1, 207, =—-I
Kk L o, 4 4 8 4 2

Rearranging equation results in (3.75) (Mikayilov 2007):
2
ST(yt)-T(y.t,)] =40%(y,b) (3.76)
i=1

Accounting for values of Equation (3.57) and (3.59) for the function CD(y,b) in the equation
(3.76), the following equations corresponding to the boundary conditions of (3.51) and (3.52),
i.e. T(o0,t)=T, and OT(L,t)/ox =0are obtained.

g[T(y,m—T(y,wT

—2by
=e 3.77
4T? 3.77)

Z[T(y,ti)_T(y,ti+4)]2 ch[2b(1-y)]+cos[20(1- )]

4T? ch(2b)+ cos(2b)

(3.78)

To determine the thermal diffusivity coefficient x (using the equations (3.77) and (3.78)), the

following should be known: T, the oscillation amplitude of soil active surface temperature;
the period (length) of a daily (yearly) wave expressed in days or years; T(y*,ti*),(i =1,_4); is
the temperature values of the soil layer [0, L] at an arbitrary depth y. =y = x./ L for eight time

points:t’ =i-z, /4 (i =1_4) For example, if 7, = 24 hours, then t” =6, 12,18, 24 hours.

Point method 1 (P1). Determination of k at T (oo, t) = 0. First we calculate the differences:

[T(y*,ti*)—T(y,k,ti*+4 )] for all i =1,4. Then from the equation (3.77) we obtain the value of

thermal diffusivity coefficient at the depth X. = X by the equations:

61



_Z. 2 (3.79)
b Z[T(x*,t:)—T(x*,th)]

Where;

— 2
y*:ﬁ, b:F:Jﬁ, a)zz—ﬂ, b=L ﬁ.l and 2by =2x 1-3
L 2 2K 7, T, K T, K

Point method 2 (P2). Determination of k at oT(L, t)/ox = 0. The determination of x using

the equation (3.78) is performed by fitting the values of b~ provided that the values of the left-

hand side coincide with the right-hand side calculated from the given data, i.e.

i[T(yﬂtf)—T(y*,th)]z/4T§.

From the relation b =+ @L?/2x we find the value of the thermal diffusivity coefficient x at

the depth X =X, , and it equals to

== [L) (3.80)

3.7.3. Determination of thermal conductivity

The amount of heat that moves from a point to a certain distance in a porous media
depends on the rate of conduction of the heat medium. Another important parameter for

thermal phenomenon is heat conductivity.
Heat conductivity (A) is the amount of heat passing a unit distance (e.g 1 cm) under a

unit temperature difference (e.g. 1 °C) in a unit time (e.g. 1 s). Its commonly used units

are Cal cmt°CtstorJcm?°Ctstor Cal cmt°C?day? orJcm?®eC?day?.
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When volumetric heat capacity and heat diffusivity are known, heat conductivity can be

calculated from soil water content () as follows:

A(6)=x-C,(6) (3.81)

3.7.4. Determination of air temperature at soil surface

A periodic temporal variation of air temperature at soil-air boundary is formulated by
T(x=0,t)=g(t). Using hourly (N= 24) measured values, T(0,t,), average temperature
at soil-air boundary layer (T,), heat waves amplitude (T, )and its phases & values are

found with the following formulae (Fadeev and Fadeeva 1963, Chapra and Canale
2010):

1 N
T, =ﬁ§T(0,ti) (3.82)
:%i“T(O, )cos(mt; ) %iT cos(i—jtij (3.83)
B:EiT(O t.)sin(a)t.)zgiT(O t,)sin 2y (3.84)
N= o YONG o 7, |

T, =+ A2+ B? (3.85)

g =arctan(—B/A) if A>0and e=n—arctan(B/A)if A<0 (3.86)

Where; 7, —is period of heat wave (24 hours), t, —is time of observation (t=0, 3, 6, 9,
15, 18, 21); N —is the number of observations (N=8); w=2mw1o is angular frequency

(also called the wave number or frequency) and its value is calculated by
®=2110=2X3.14/24 h or 2wt0=2x3.14/24 h 84600 s.
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3.7.5. Correlation between soil thermal properties and volumetric water content

Thermal diffusivity varies depending on the soil moisture content. Thermal diffusivity
increases with increasing ¢, and it then decreases with further increases with @

(Fragkogiannis et al. 2010).

De Vries (1975) described shape of mineral soil curve in terms of the microscopic
properties of the soils. Heat diffusion is facilitated in very dry soils with contacting very
small particles. Water is absorbed by soil particles in a higher moisture content and
therefore k increases. The increased water content results in a more contact with water
rings and particles, increasing transmission area. A little increase in @ results in a

considerable increase in «k (Clark 1983).

The thermal diffusivity of soils is k divided by C, both largely dependent on the
moisture content, the shape of the k versus moisture content curve may be discussed in
terms of these two parameters. Contradictory results have been found on the shape of
the curve representing k versus moisture content. Jackson and Kirkham (1958) found
this curve to be continually increasing while others (Baver et al. 1972). Found it to

decrease after a certain 6, the 6 which depends on soil type.
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Figure 3.9 Values of thermal diffusivity for the soils and Thermal conductivity in
relation to soil water content.

Curve 1: quartz sand with a porosity of 0.45. Curve 2: loam with a porosity of 0.5.
Curve 3. peat soil with a porosity of 0.8 (DeVries 1975)
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Numerous studies have been conducted on the relation between « and & (Chudnovsky
1948,1959,1967,1976 Dimo 1948, Rollins et al. 1954, Chichua 1965, Tikhonov and
Samarskiy 1966, Sirinov 1967, Gerayzade 1982, Chung and Horton 1987, Nabyev and
Gusemov 1990, Tikhoravova 1991, Nabyev 1992, Rycheva 1994, Tikhonravova and
Khitrov 2003, Arkhangel’skaya 2004, Shein et al. 2004, Shein 2005, 2007, Shein and
Goncharov 2006, , Arkhangel’skaya and Umarova 2011,). Corresponding equations are

given in Table 3.4.

Table 3.4 Regression models between volumetric soil moisture content and thermal
diffusion coefficient

Kind Number of Equation Source
characteristics Parameters g
power 4 K=K, +a(@-6,)" Chudnovsky 1967
: _ 2 5 Tikhonravov,
polynomial 4 K=K, +a60+a,0" +a0 Khitrov, 2003
'n(g] Arkhangelskaya
lognormal 4 K=K, +aexp| -0.5 b 2004 ’

Ko, Oo, @, b, a1, az, as- parameters

The main objective in the establishment of regression models for k = f (8) between the
volumetric moisture and heat radiation and between other thermal parameters of soil
and volumetric moisture A=y (0)=C,-x=C,f(d) is to determine analytical

expressions for the relations between k and corresponding soil properties. The equation

defined between the thermal conductivity of soil and volumetric moisture is as follows.

A=w(0)=C, x=C,T(0)=C,(a+bd+co) (3.87)

Where; A is the thermal conductivity (W/m-K); C, volumetric heat capacity
(Cal/lcm3.°C); « is thermal diffusivity (m?/s); @ is volumetric moisture content

(cm®cm?®); a,b,c are shows equation coefficient.
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4. MATERIALS AND METHODS

4.1. Materials

4.2. Site Description of the Study Area

4.2.1. Geographical location of the study area

The study area is in Cumra, which is located between 37° - 38° North latitudes and 33° -
34° East longitudes (Fig.4.1). The Cumra region is surrounded by Karaman (province)
and Karapinar (district) in the east, by Akoren and Bozkir in the west, by Gilineysinir
and Bozkir in the south and by Konya, Meram and Karatay in the north. Located at
1013 m above sea level, the Cumra region covers approximately 2,330 km? flat terrain
with varying topography (Anonymous 2014). Locations of the study plots are given in
Table 4.1 and Fig.4.2.

Konya, where Cumra region is located within, is one of the most important agricultural
areas in Turkey. Due to the favorable ecological aspect of the region, a wide variety of
crops can be grown. Most of the soils are level. Approximately 70% of the total area of

Cumra district is suitable for agriculture (Anonymous 2014).

Study Area

Figure 4.1 Location of study area in Cumra of Konya province in Central Anatolia of
Turkey (www.google.com.tr/maps).
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Table 4.1 Location of study plots at the experimental site

Crop Code Parcel Latitude Longitude  Altitude
Sugar beets S1 1. block 1.plot 37°33'52.07"N 32°45'48.08"E 1047.80
Control - 1.block 3.plot  37°33'51.79"N 32°45'48.42"E 1047.86
Corn C1 1.block 4.plot  37°33'51.63"N 32°45'48.60"E 1047.86
Corn C2 2.block 1.plot  37°33'51.90"N 32°45'47.85"E 1047.77
Sugar beets S2 2.block 2.plot  37°33'51.75"N  32°45'48.03"E 1047.76
Control Co 2.block 4.plot  37°33'51.46"N 32°45'48.38"E  1047.79
Control - 3.block 2.plot  37°33'51.58"N 32°45'47.82"E 1047.61
Corn C3 3.block 3.plot  37°33'51.44"N 32°45'4798"E 1047.57
Sugar beets S3 3.block 4.plot  37°33'51.28"N 32°45'48.18"E 1047.63
@B S1
_ o C2 » I
_ *Co
< *Co ¥ w C1
37°33'62" N : C(] -37°33'62"N

37°33'51" N

o

C3

T
32°454T"E

T
32°45'48"E

T
32°454B"E

F37°33°51"N

*The plot where measurements were not taken due to that the sensors malfunctioned

Figure 4.2 Location of the experimental plots in the study area
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4.2.2. Climate of study area

Winters are cold and snowy, summers are hot and dry, falls and springs are rainy in the
study area. Summer temperatures are favorable for growth of many crops (Akkus 2000).

While the average temperature increases in summer, humidity decreases.

The long term maximum temperature is 39.9 °C in July, minimum temperature is -
26.3°C in February, and average temperature is 11.4 °C. Long term average yearly total

precipitation is 318.9 mm. Total precipitation was 204.0 mm in 2013.

Avarege temperature (°C) graph for Cumra (1975-2012)

50
33.8 37.3 399 392 393
40 318
25
30 22.1
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[¢B}
— 7.1
2 10 3.9 4.8
E 1.2 -0.4
o O =5
o
£ 9.7
Iq—J -10 -18.6 18.2
0 =237 -263 \'21'8
-30
N Q X S S S S
F TP E T TS
NN U o SRS
> N XS
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—o—Mean lowest temperature (0C) -—Mean highest temperature (0C)

Figure 4.3 Long-term (1975-2012) climatic data for Cumra (Anonymous 2013)
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Table 4.2 Long term (1975-2012) and 2013 climate data for Cumra (Anonymous 2013)

B > > - o - oS & @
g : 5§ 8 T z z x 3 € 8 & % %
8 YEARS =) = < o S S =Y ) 2 ) @ >
5 s 8§ = < =2 5 5 2 &5 858 3z g Z
> ) L 3 ®) 3 A <
1975-2012 18.0 211 282 315 338 373 399 392 393 318 25.0 221 30.6
= g 2010 18.0 211 269 249 321 335 380 392 340 269 24.0 22.1 28.4
é © 3) 2011 13.0 15.1 229 240 261 322 367 364 311 270 15.8 154 24.6
§ qg-o" 2012 115 12.3 180 279 271 343 392 352 326 271 24.9 20.1 25.9
(<5}
= 2013 15.3 19.2 246 283 317 349 344 339 349 301 22.4 15.4 27.1
1975-2012 -23.7 -26.3 -186 9.7 -12 3.9 7.1 48 -04 -50 -182 -218 -9.1
c g 2010 -120 -13.2 -6.0 0.4 4.8 9.7 130 125 95 -10 -1.3 -4.6 1.0
g © 3) 2011 -6.0 -9.9 -8.7 -21 2.0 95 114 112 6.3 -23 -105 -9.1 -0.7
-§ aga_o\/ 2012 -203  -215 -7.8 0.6 4.9 9.2 107 119 7.2 5.4 -3.6 -6.5 -0.8
(<5}
= 2013 -13.5 -6.3 -6.2 3.0 7.2 9.0 106 125 48 -2.0 -25 -144 0.2
g 1975-2012 0.1 1.1 57 112 157 200 230 223 179 122 6.0 1.9 114
IS 2010 3.7 6.1 88 114 177 209 257 261 210 126 9.8 6.2 14.2
qg- 3) 2011 1.6 2.3 54 97 143 195 249 225 186 103 1.8 1.9 11.1
g% 2012 -1.3 -1.9 43 140 164 223 251 233 201 147 7.9 4.5 12.4
c
% 2013 2.3 5.3 78 121 185 210 225 225 180 101 8.1 -2.4 12.2
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(Table 4.2 continued)

2 | . 1 | .
2 oy Y s © z & 5 & 5 3
(1] - > [<B) >
= YEARS = 2 § § & 5 5 8 § g8 & E S
g s § 3 < 5 5 2 & § 5 § 2
g K L & Z a)
1975-2012 760 721 640 592 582 532 492 499 532 638 714 764 622
> 2010 660 574 470 532 408 456 390 323 406 605 537 697 505
319 2011 846 763 705 688 643 540 396 409 414 582 736 726 621
SE= 2012 831 818 615 417 542 405 361 435 378 624 782 786 583
<
2013 805 712 560 597 482 413 392 382 435 534 656 821 566
1975-2012 378 283 312 409 360 196 54 31 89 306 345 426 266
55 2010 436 333 121 674 124 479 00 - 16 626 42 1068 356
FEE 2011 529 40 442 480 525 395 - 10 38 321 292 249 335
53 E 2012 37.1 . . . . . . . . . . - 371
S 2
= 2013 134 264 148 612 128 130 46 02 02 194 206 174 170
3 1975-2012 09 11 12 12 09 10 11 08 07 05 07 08 09
=1 2010 03 04 03 01 01 01 01 01 01 00 00 01 01
2%, 2011 13 13 14 18 16 15 16 17 13 14 13 15 15
= E 2012 20 16 19 18 16 17 18 17 13 11 15 18 16
18]
£ 2013 18 14 18 15 13 15 18 15 12 14 07 09 14

70




=
E
E
=
o
S
[
=
=
}
=
o

(]

=

m

“

& S 4 <
> Q - & S
& QF’ ‘f\ {'t\ ¥ w??' s dgf-\ o e Aefs\ o

‘ m 2013 year Precipitation = Long-term Precipitation

Figure 4.4 Long term (1975-2012) mean yearly total and 2013 total precipitation in
Cumra (Anonymous 2013)

4.2.3. Soils

The soils of the experimental site are clay loam (CL) in texture. These soils are young
alluvial soils with low organic matter content. Horizon boundaries of the soils are faint

with slightly wavy structure.

The profile descriptions of the soils are given below.

A horizon: 0-24 cm; Dark yellowish brown (10 YR 4/4 moist), silty clay (SiC); weak
medium subangular blocky structure; slightly sticky and moderately plastic when moist;
common fine vesicular pores; very strongly effervescent with 0.1 M HCI; few, fine

roots; abrupt, smooth boundaries

Bw horizon: 24-83 cm; Dark yellowish brown (7.5 YR 4/3 moist), silty clay (SiC);
weak, coarse, subangular blocky structure; slightly sticky and slightly plastic when
moist; common, fine, tubuler pores; strongly effervescent with 0.1 M HCI; few, very

fine roots; very abrupt wavy boundary.
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BC horizon: 83- cm; Dark brown (7.5 YR 3/3 moist), silty clay (SiC); weak, fine,
subangular blocky structure; slightly sticky and slightly plastic when moist; common

fine vesicular pores; very strongly effervescent with 0.1 M HCI; few, very fine roots.

4.3 Methods

The field experiment was designed based on completely randomized block design
(Fig.4.5) at the experimental field of Cumra, Vocational School in Konya. Four
treatments were repeated in three blocks (12 plots in total). The treatments were sugar
beets (Beta vulgaris) and corn (Zea mays) and bare soil plots as control. A soil profile
was open at each of the experimental plots. Thermal sensors were placed at the depths
of 0, 5, 10, 20, 30, 40, 60 cm (Fig.4.6). In addition one sensor was placed above 1-2 m
of the soil surface to measure air temperature. Overall, 12 sensors were located above
the soil surface and 72 sensors in the soil profiles, summing to 84 in total. Disturbed
soil samples were taken from the points where the sensors were placed. Each plot was
5.0 m wide and 5.60 m long, making 28 m?.

5.60 m 2.00m 2.00m

5.00m Corn -C1 Control -Co Sugar Beet -S3
1.20m

* *

Control -1 Corn -C3

1.20m

* *

Sugar Beets -S2 Control -3
1.20m
*
Sugar Beet -S1 Corn -C2

*The plot where measurements were not taken due to that the sensors malfunctioned

Figure 4.5 The experimental design of the field trial
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- 1 60 cm
The distance Total Depth
between sensors

Figure 4.6 The locations of the sensors in a soil profile

Figure 4.7 Placing a sensor in a soil profile

During the experimentation, temperatures were recorded with three-hour interval at 0, 5,
10, 20, 30, 40 and 60 cm depths of each soil profile. The experiment; temperature
recordings were started on 1 May 2013 and ended on 26 October 2013. Readings were
stored in the memory of the inserted temperature sensors and removed from the profiles
and processed with the computer program ‘Termochron the iButton TMEX'

(http://www.maxim-ic.com/products/ibutton/software/1wire/onewireviewer.cfm).

Drip irrigation was applied to all plots. Irrigation frequency and total amount of
irrigation water applied to the plots are given in Table 4.1. Control and planted plots
were saturated during the irrigations. After 12 hours following irrigation was stopped,
disturbed soil samples were taken from the depths of 0-10, 10-20, 20-30, 30-40, 40-50,

50-60 cm from each plot to determine gravimetric water content.
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Table 4.3 Irrigation frequency and total amount of irrigation water applied to the plots

Plant Code Plot no Weekly (m?3) Total (m?)
Sugar beets S1 1. block 1.plot 4.6 69.0
Corn C1 1. block 4.plot 35 52.5
Corn C2 2. block 1.plot 4.0 60.0
Sugar beets S2 2. block 2.plot 5.0 75.0
Control Co 2. block 4.plot 4.1 61.5
Corn C3 3. block 3.plot 3.3 49.5
Sugar beets S3 3. block 4.plot 4.6 69.0

All plots were watered on a weekly basis between 3 June 2013 and 9 October 2013.

Irrigation was performed eight hours (from 17:00 to 24:00) on Monday of each week.
Fieldwork was started on 21 March 2013 and completed on 18 November 2013. The

following works were implemented throughout the fieldwork (table 4.3).

Table 4.4 Field research works and dates

Dates Processes
March 21 Weeds were cleaned, soil was tilled and 750 kg/da manure was applied.
April 1 Research field plots were tilled.
12 Apri The trial plots were prepared (Fig. 2.1). Herbicides were applied to sugar
pril b
eets plots.
19 April Sugar beets were seeded at 12 cm within row space and 45 cm between
rows space. 1000 g of DAP was applied to each plot.
Soil profiles were open at each plot and temperature sensors were placed
27 April at 0, 5, 10, 20, 30, 40, 60 cm depths. The sensors were start_ed to recor_d
temperature at 00:00 on May 01 2013. Disturbed and undisturbed soil
samples were taken from 10, 20, 30, 40, 50, 60 cm soil depths.
Corn plots were prepared. Twenty cm of within row and 45 cm of
between row spacing were applied at seeding (13 rows at each plot). Five
30 April  hundred g of DAP was applied at the seeding. Corn was seeded at 20 cm
in row spacing and 70 cm between the rows (9 rows at each plot). One
thousand g of DAP was applied at seeding.
6 May The sugar beets were germinated. All plots were sprinkler irrigated.
6 June All the plots, except sugar beet plots, cleaned of weeds.
18 June  Sugar beet plots cleaned of weeds.
19 ] 500 g of ammonium nitrate fertilizer was applied to all planted plots.
uly - )
Drip irrigation was applied for half an hour.
95 0 All the plants were harvested. Some visuals of crops at different stages
ctober A
are given in Fig.4.4.
18 Thermal sensors were removed from the soil profile and data were
November transferred to a computer.
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Figure 4.8 Visuals of different crop growth stages

75



4.3.1. Determination of soil thermal properties

Soil volumetric heat capacity (Cv) was calculated with the Equation (3.64), heat
diffusivity parameter of soil (k) with the Equation (3.33), and soil thermal conductivity
(A) with the Equation (3.81).

4.3.1.2. Calculation of temperature parameters at the soil-air interception

o(t) function, which is described in section 3, expresses diurnal change of surface

temperature as:

T(0,t)=p(t)=T,+T,cos(wt+&)=T,+ Acos(wt)+Bsin(wt) (4.1)

where; To; the average temperature of the soil surface, Ta; amplitude of temperature
wave and ¢ values of its phase. Temperature was measured att = 0, 3, 6, 9, 15, 18, 21
with thermal sensors (Thermochro the iButton DS1921G). The parameters in Eq. (4.1)
were approximated by equations (3.82-3.86) (Fadeev and Fadeeva 1963, Chapra and
Canale 2010,) and values of T(0,t) were calculated by eq. (4.2).

4.3.1.3 Calculating thermal diffusivity of soils

In the semi-homogenous soil environment, in which no heat source is found, the one-

dimensional equations describing heat change based on Fourier's law is:

C

v

2
aa_f:,czzT [[(:ij ,{0<x<Lveoo;t>0} (4.2)
X

A variety of formula have been developed for calculating heat diffusivity with different

boundary conditions (layer, point and average integral).

T(Y,7)=T,+®,(y,b)-cos| @z +z-y(y.,b)] (4.3)
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Where; y=5,r=£:,5)=a)£, b:\/EZL z
L L K 2 ToK

@4 (y,b) is amplitude of the temperature wave in a given soil depth, (x).

Heat diffusivity parameter (k) is calculated with below described method based on

equation (4.2) by numerical analysis.
4.3.1.3.1. ‘Layer’ methods

Method-1 (Containing heat wave amplitude formulae): The recommended method
for the presence of heat diffusivity parameters is developed based on Fourier's 1. law,
which expresses steadily decreasing soil temperature amplitude in by depth. In this

study « was calculated by Eq. (4.4).

K= 7%, ~%) (4.4)
r |n2{q)max(xl)_q)min (Xi) :|
’ CI)max(xz)_q)min (XZ)

Where; @, (X) and @ . (x)—are minimum and maximum temperature in depths Xxi

min

and xz; 7, —period of heat wave (e.g., 24 hours for daily observations).

4.3.1.3.2 ‘Point’ Methods

Point methods were proposed for the determination of x from the experimental soil
temperature data in different soil layers, i.e., T(xi, t). These methods can be referred to
as point (P) methods, because they determine the temperature of the soil at one point at

a particular soil depth.

To determine the thermal diffusivity coefficient k (using the equations (3.79) and (3.80),

the following should be known: T, the oscillation amplitude of soil active surface
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temperature; z, the period (length) of a daily or yearly wave expressed in days or years;
T(y*,ti*),(i =1,_4)—the temperature values of the soil layer [0, L]at an arbitrary depth
Y. =y =X/ Lfor eight time points:t =i-z, /4 (i =1,_4). For example, if 7, =24 hours,

then t* =6, 12,18, 24 hours.

Point method 1 (P1): Determination of x at T (o, t) = 0. Having this data: X , z,, T,,

T(y..t7) first we calculated the differences: [T(y*,tf)—T(y*,t;A)] for all i=14.

Then, the equation (3.79) is applied to calculate k"

o 4 (2x) (4.5)
7% ZE[T(X*,ti*)—T(X*,trM)T
2 412

Point method 2 (P2): Calculation of « at T (L, t)/0x = 0. The determination of «

using the equation (3.78) is performed by fitting the values of b” in Eq. (4.6)

K :1-[5] (4.6)

Where b* is defined in eq. (4.7)

2

Z[T(y*,tj)—T(y*,ti*+4)T/4T§ (4.7)

i=1

4.3.1.4 Evaluation of model performance

Correlation coefficient (r) was used to evaluate similarity between measured and
predicted values of modeled variables and coefficient of determination (R?) was used to

evaluate modeling success. Root mean squared error (RMSE) and mean absolute error
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(MAE) were used along with r and R? to evaluate the accuracy of modeling results.
Deal index (D) and confidence index (C) were calculated to evaluate accuracy of

modeling results.

Akaikie (AIC) and Bayesian Information Criterion (BIC) are used to evaluate model
appropriateness. As our number of observations is low, AICc, which is derived from
AIC was used. Criterion #was used for comparing success of two different models and

F was used for making pairwise comparisons of population means.

4.3.1.5. Assessment of relations between soil thermal properties and soil water

content

Numerous studies have been conducted on evaluation of relations between soil water
content and heat diffusivity, x= f (8). The parabolic pattern has been applied first time
by (Chudnovsky 1948) and then by (Gerayzade 1982, Nabyev 1992, Fragkogiannis et
al. 2010).

In this study, Equation (4.8) was used to describe « as function soil volumetric water

content.

K =a+bé+co? (4.8)

Where; xis predicted heat diffusivity, @is the volumetric soil water content, and a, b and

c are the coefficients.

Measurement of soil water content by gravimetric method

Soil water content was measured gravimetrically. Disturbed and undisturbed soil
samples were taken for bulk density and water content measurements. Disturbed and
undisturbed soil samples were taken from the depths where temperature sensors were
placed (Fig. 4.12). Soil samples from surface soils were taken with a shovel and from

deeper soils with an auger. The soil samples were placed in plastic bags, taken to nearby
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laboratory, and their gravimetric water contents were determined using standard
procedure. The volumetric water content (¢) of the samples were calculated by equation
4.9:

6= wpp ly (4.9)

Where; w is the gravimetric water content, py is the dry bulk density of the same soil

sample, and (y) is the specific weight of the water (1 g cm™®) (Hillel 1982).

4.3.2. Measurement of soil thermal properties

Soil temperature was measured with a water-proof portable thermal Sensor
(Thermochro the iButton DS1921G) (Fig. 4.9). The sensor measures temperature and
stores values in its memory. Recorded temperature values can be downloaded from the

memory after measurements are completed.

The portable thermal sensors have used widely for measuring temperature in food
science, ecological studies, and aquatic environments (Gasvoda et al. 2003, Robert and
Thompson 2003, Hubbart et al. 2005, Hartman and Oring 2006, Zangmeister et al.
2009, Lovegrove 2009, Roznik and Alford 2012).

g2 89mm
,10.51mm
-

17.35mm

Figure 4.9 Thermochron iButton DS1921G thermal sensors and schematic diagram of
Blue Dot™ receptor and USB adapter

A thermal sensor kit has four components (Fig 4.10):

1) A software and a personal computer 2) an iButton 3) a receptor 4) an adapter

80



e g . DSS490R=® e g DS1402D-DRs# PC OR LAPTOP

- & -

ADAPTER READER/PROBE iButton Windows-BASED

Blue Dot™ RECEPTOR

Y B W2 80A0CR 5 GG D (G PLUG IN USB ADAPTER

CHaC-Dns

oo e o

Figure 4.10 Components of a thermal sensor ( iButton, Blue Dot™ receptor, USB
adapter and personal computer) and the hardware diagram

Properties of Thermochron iButton Device used in this study (Maxim-Integrated
2013):

Digital Thermometer. Measures temperature in 0.5°C increments.

Accuracy +1°C from -30°C to +70°C.

Built-In Real-Time Clock (RTC) and Timer has accuracy of £2 minutes per
month from 0°C to +45°C.

Water Resistant or Waterproof (up to 3 atm) if placed inside DS9107 iButton
Capsule.

Functions automatically and measures temperature at user-programmable
intervals from 1 minute to 255 minutes.

Logs consecutive temperature measurements in 2KB of Data-Log Memory.
Records a long-term temperature histogram with 2.0°C resolution.

Has programmable temperature high and temperature low alarm trip points.
Records up to 24 timestamps and durations when temperature leaves the range
specified by the trip points.

512 bytes of general-purpose battery-backed SRAM.

Communicates to host with a single digital signal at 15.4kbps or 125 kbps using

1-wire protocol.

A kit is needed for installing thermal sensor and its software inside. Several versions of

this software can be downloaded from the internet address
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http://www.maximintegrated.com/en/products/ibutton/software/tmex/download drivers.

cfm according to the feature of computer used.

In our study, 8 temperature measurements were made in a day, making a sample range
of 3 hours. Measurements were performed during 7 months, therefore, 8 x 30 x 7 =
1680 records were obtained. Sampling rate of 180 minutes was recorded. Recording
was started on 1 May 2013 00:00 and ended on 26 October 2013 00:00.

Placing the thermal sensor in the profile, removing, and downloading the stored
data

The thermal sensors were placed in 12 out of 36 trial plots. A soil profile was opened at
the center of a plot (Fig.4.11a,b). To place a sensor, a horizontal hole was open on the
wall of the soil profile normal to the vertical (Fig.4.11c), and the sensors were placed at
0, 5, 10, 20, 30, 40 and 60 cm depths (Fig.4.11d,e) and then supported using the soil

taken out from the hole. After all the sensors were placed, the soil profile was filled

with its original soil and its surface was leveled to plot surface (Fig.4.11f).

S

Figure 4.11 Placing thermal sensors in a soil profile
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4.4 Laboratory Analysis

4.4.1 Soil physical properties

4.4.1.1 Soil texture

Particles size distribution was determined with a Laser Particle Sizer analysette 22. This
device was tested in numerous of studies (Mccave et al. 1986, Matthews 1991, Konert
and Vandenberghe 1997, Issmer 2000, Moerz and Wolf-Welling 2001, Vaasma 2010,
Antinoro et al. 2012).

The Laser Particle Sizer analysette 22 (Fig. 4.12) is an all-purpose measuring device
that can be used to determine the particle-size distribution of solids in either fluids or

gases (suspensions, aerosol) or in drops of liquid (emulsions) (Fritsch Gmbh 2004).

The analysette 22 is controlled using the MaScontrol software. The exact measurement
process is defined using SOPs (Standard Operating Procedures) which permit
standardized performance of measurements for frequently recurring sample systems

under identical analysis conditions (Fritsch Gmbh 2004).

Figure 4.12 The Laser Particle Device used to determine soil particle-size distribution
(FRITSCH in Analyset 22 Comfort)
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The analysis of the measurements as well as graphical display of the results can be
predefined using templates and allowing standardized reports containing the specific
values of interest to be generated as well. MaScontrol is a database-supported program.
In other words, all measurements SOPs, directories and results folders or reports are
saved in an SQL database that allows for simple, clear, and efficient access to all data
(Fritsch Gmbh 2004). The principles of laser diffraction can be found in (Fritsch Gmbh
2004).

Soil Particle-size Analysis with “laser analysette 22”

The instrument includes: a laser system with a movable measuring cell, a unit wet
dispersion comprising an ultrasonic bath (which is added directly to the sample) with a

stirrer and a unit manual settings, and a computer software.

Sample preparation and carrying out measurements on «Analysette 22 comfort».
1. Preparation of the soil sample:
e The soil sample was sieved through a screen of 0.25 mm.
» From 100 to 130 mg of sieved soil sample was used.
e The sample was placed in a 50 ml plastic cup and the cap was filled with
distilled water up to the mark indicating 50 ml.
e The suspension was treated with ultrasonic rod disperser BRANSON within 2
minutes at 60% power.
e The measurement was carried out following the procedure given in the

Instruction manual.

2. After the measurement, the screen was prompted automatically to save, the name of

the file was given and the results were saved.

4.4.1.2 Soil specific surface area

Soil thermal diffusivity is controlled by soil water content, particle size and specific
surface area. Heat conduction occurs via the contact points of soil particles. While the
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size of the soil particles gets smaller, specific surface area of particles increases.
Increased specific surface area result in a greater contact area among soil particles and
with soil water, affecting rate of the heat conduction. Specific surface area of the soils
varies widely depending on the clay content and clay mineral type (Filgueira 1999,
2006).

The specific surface area and the porosity of the soil were measured with a sorptometer
(Fig 4.13). Sorptometers are generally operated with helium or nitrogen gases. These

gases can easily enter the small pores and enable to obtain more reliable results.

g e At

< a-l’l-".

Figure 4.13 Sorptometer used in measurement of soil specific surface area

4.4.1.3 Soil bulk density

Oven dry bulk density was determined on undisturbed soil samples with a volume of
100 cm? taken with steel cylinders (Blake 1986).
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4.4.1.4 Porosity

Soil porosity was calculated by the following equation.

% = [1- (po / ps)]. 100 (4.10)

Where; f: Porosity (%), pp: oven dry bulk density (g / cm®), py: The particle density (g /

cm?d).

4.4.2 Soil chemical properties

4.4.2.1 Organic matter content

Soil organic matter content was measured using a modified Wakley-Black method
(Page 1982).

4.4.2.2 Soil reaction (pH)

Soil pH was measured with a glass electrode in 1:1 soil water suspension (Mc Lean
1982).

4.4.2.3 Calcium carbonate (CaCO3)

Soil CaCOs content was measured from the Scheibler Calcimeter (Page, 1982).

4.4.2.4 Electrical conductivity (EC)

Soil electrical conductivity was measured in soil: water suspension (1:1) with a
conductometer (Model 3200 Conductivity Instrument) (Rhoades, 1990).
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5. RESULTS

5.1 Soils

5.1.1 Physical properties of study soils

5.1.1.1 Soil texture

Soil textural components of sand, silt and clay were highly uniform by depth (Table 5.1-
5.4 and Figs 5.1 and 5.2). The overall soil texture across the treatments was clay loam
(Table 5.4).

Table 5.1 Sand, silt and clay contents at the different depths of sugar beet parcels

Size Class Clay % Silt % Sand %
Profile Depth, <2 2-5 5-10  10-50 | 50-250  250-2000

No cm pum um pm pum pm pm
10 4120 2145 16.01 15.02 3.92 2.40

20 4118 21.66 16.65 16.22 1.57 2.72

30 40.05 21.83 16.36 15.26 2.80 3.71

s1 40 4129 23.67 1720 1461 0.26 2.97
50 4556 22.62 1748 11.71 0.00 2.63

60 4178 22.08 16.69 14.03 1.46 3.97

0-60 4184 | 2222 16.73 14.47 1.67 3.06

Overall 41.84 53.42 4.73

10 36.28 18.82 1471 2155 5.25 3.40

20 4046 2129 1750 18.18 0.00 2.57

30 39.05 2052 1546 18.28 3.10 3.58

52 40 4050 2099 16.29 16.70 0.04 5.48
50 4148 21.89 1649 16.26 0.22 3.65

60 40.00 20.60 1595 17.39 0.00 6.05

0-60 39.63 | 20.69 16.07 18.06 1.43 4.12

Overall 39.63 54.82 5.55

10 40.00 20.82 1576 17.02 3.17 3.23

20 4033 21.16 16.30 17.71 0.84 3.66

30 4047 21.16 16.32 15.86 2.42 3.77

40 4159 2267 1727 15.01 0.57 2.89

53 50 4451 2266 17.91 11.86  0.00 3.05
60 4335 2277 1739 11.71 0.73 4.05

0-60 4171 | 21.87 16.82 14.86 1.29 3.44

Overall 41.71 53.55 4.73
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Table 5.2 Sand, silt, and clay contents at the different depths of corn plots

Size Class Clay % Silt % Sand %
Profile Depht <2 2-5 5-10  10-50 | 50-250 250-2000

No cm pm pm pm pm um um
10 38.80 20.18 15,51 19.03 2.42 4.05
20 39.48 20.66 1594 19.21 0.11 4.60
30 40.89 2048 16.27 16.47 2.05 3.84
40 4188 21.68 17.34 1542 0.87 2.81
C1 50 4347 2271 1835 1201 0.00 3.47
60 4492 2346 18.08 9.40 0.00 4.14
0-60 4157 | 2153 16.92 15.26 0.91 3.82

Overall 41.57 53.71 4.73
10 38.31 19.00 14.80 20.62 3.19 4.08
20 4140 2166 17.26 16.24 0.00 3.44
30 4045 2054 1582 17.02 2.06 4.12
C2 40 40.21 2044 1553 17.72 1.36 4,74
50 39.57 19.99 1545 18.05 0.55 6.38
60 4358 22,76 18.15 11.89 0.00 3.62
0-60 40.59 | 20.73 16.17 16.92 1.19 4.40

Overall 40.59 53.82 5.59
10 3729 1891 1476 21.08 4.22 3.74
20 4093 2148 1738 17.21 0.00 3.01
30 39.75 20.53 15.64 17.65 2.58 3.85
C3 40 4036 20.72 1591 17.21 0.70 5.11
50 40.53 2094 1597 17.16 0.39 5.02
60 4179 2168 17.05 14.64 0.00 4.84
0-60 40.11 | 20.71 16.12 17.49 1.31 4.26

Overall 40.11 54.32 5.57

Table 5.3 Sand, silt and clay contents at the different depths of control plots

Size Class  Clay % Silt % Sand %
Profile Depht <2 2-5 5-10  10-50 | 50-250 250-2000
No cm pm pm pum pm um um
10 38.98 1897 1500 20.00 3.82 3.24
20 39.88 20.13 16.36 18.84  0.10 4.69
30 41.50 21.74 1741 16.92 0.01 2.42
Co 40 4048 2118 1641 1819  0.05 3.69
50 42.04 2159 16.61 16.85 0.36 2.55
60 4064 2068 16.15 1548 1.64 5.40
0-60 4059 | 20.72 16.32 17.71 | 1.00 3.67
Overall 40.59 54.75 4.67
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Table 5.4 Average sand, silt and clay contents at the different depths of all plots

Size Class Clay Silt Sand
Depht
om <2pum 2-5pum 5-10 pum 10-50 pm 50-250 pm 250-2000 pm
10 38.69 19.74 15.22 19.19 3.71 3.45
20 4052 21.15 16.77 17.66 0.38 3.53
30 40.31 20.97 16.18 16.78 2.14 3.61
40 40.90 21.62 16.57 16.41 0.55 3.95
50 4245 2177 16.90 14.84 0.22 3.82
60 4229 22.00 17.07 13.51 0.55 4.58
0-60 40.86 21.21 16.45 16.40 1.26 3.82
Overall 40.86 54.06 5.08
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Figure 5.1 Cumulative and frequency distribution chart of sand, silt, and clay contents
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Figure 5.2 Particle size distribution (differential, g/g) of the study soils

5.1.1.2 Soil specific surface area

Soil specific surface area (SSA) was determined with sorbmeter and results obtained by

the BET method are given in Table (5.5). Similar to soil particle size distribution, SSA

was highly uniform with depth, which is expected since there is a close relationship

between soil particle size distribution and SSA.

Table 5.5 Specific surface area of the studied soils

. Depht (cm) 0-10 10-20 20-30 30-40 40-50 50-60
Vegetation .

Profile No m?/g

S1 79.109 78.167 65.455 72.827 77.758 56.972

S;S:[r S2 63.916 48.461 48.299 48.866 75.499 67.738

S3 73.551 71.159 67.894 71.396 76.346 64.358

C1 67.992 64.151 70.333 69.964 74.933 71.744

Corn C2 69.850 66.749 66.033 47.492 54976 52.802

C3 66.883 57.605 57.166 48.179 65.238 60.270

Control Co 70.963 71.931 62.256 65.023 69.011 61.625

Mean 70.366 65.892 62.475 60.834 70.435 62.176
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5.1.1.3 Soil particle density, bulk density, and porosity

The particle density (os: g/cm?®), bulk density (o: gr/cm®) and porosity (f: %) values are
given in Table (5.6). Mean value of particle density is 2.62 gr/cm?, bulk density is 1.33
gr/cm?®, and porosity is % 49.203 (Table 5.6). All three variables are highly uniform by
depth.

Table 5.6 Particle density, bulk density, and porosity of studied soils

Depth, Particle Density Bulk Density Porosity
cm gricm? gricm? %
10 2.636 1.201 54.427
20 2.632 1.299 50.646
30 2.619 1.362 47.995
40 2.612 1.392 46.708
50 2.608 1.349 48.275
60 2.602 1.378 47.041

Mean 2.618 1.330 49.203

5.1.2 Chemical properties of soils

Vertical change of soil pH, EC, CaCOs, and nitrogen values of soil samples at sugar
beet, corn, and control plots are given in Tables 5.7-5.10. In general, N content
decreased, while C/N ratio increased with depth. In some plots (e.g. 1.block, 1. plot in
Table 5.7) pH and EC are highly uniform, while at some other plots (e.g. Table 5.9
2.block, 4.plot) both variables somehow varied by depth.
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Table 5.7 Soil pH, EC, CaCOs, and nitrogen (N) contents at sugar beet plots

Profile Depth, pH EC CaCOs N CIN
No cm (1:1)  pS/em (1:1) % %

0-10 7.56 817 2.40 0.14 6.3

10-20 7.70 829 2.36 0.13 7.6

20-30 7.64 850 2.35 0.13 5.3

S1 30-40 7.70 844 2.43 0.10 5.1

40-50 7.80 652 2.49 0.07 6.0

50-60 7.67 840 2.46 0.05 8.4

0-60 Mean 7.68 805 2.42 0.10 6.5

0-10 7.67 881 2.21 0.12 7.4

10-20 7.61 928 2.22 0.12 5.7

20-30 7.67 824 2.28 0.09 53

S2 30-40 7.69 716 2.27 0.09 4.8

40-50 7.67 683 2.39 0.04 10.5

50-60 7.65 640 2.46 0.05 7.0

0-60 Mean 7.66 779 2.31 0.09 6.8

0-10 7.60 801 2.38 0.14 6.1

10-20 7.69 770 2.36 0.13 6.2

20-30 7.65 837 2.37 0.12 5.0

S3 30-40 7.71 825 2.43 0.09 55

40-50 1.74 731 2.45 0.06 7.2

50-60 7.69 781 2.46 0.05 8.3

0-60 Mean 7.68 791 2.40 0.10 6.4

Ph:Soil Reaction, EC: Elelctrical Conductivite, C: Carbon, N: Nitrogen

Except N, all other variables were highly uniform by depth.
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Table 5.8 Soil pH, EC, CaCOs, and nitrogen (N) contents values of corn plots

pH

EC

CaCOs

N

Profile No Depth, cm (1:1) (1-1) % % C/N
0-10 7.64 785 2.35 0.14 5.8

10-20 7.68 711 2.35 0.12 4.8

20-30 7.66 823 2.38 0.11 4.6

C1 30-40 7.71 805 2.42 0.08 5.8
40-50 7.68 810 2.40 0.05 8.4

50-60 7.70 722 2.45 0.05 8.2

0-60 Mean 7.68 776 2.39 0.09 6.3

0-10 7.64 997 2.34 0.15 5.8

10-20 7.65 890 2.42 0.12 6.0

20-30 7.63 814 2.41 0.11 4.1

C2 30-40 7.56 714 2.43 0.09 4.0
40-50 7.66 572 2.48 0.07 6.0

50-60 7.71 561 2.51 0.05 8.6

0-60 Mean 7.64 758 2.43 0.10 5.8

0-10 7.66 939 2.28 0.14 6.6

10-20 7.63 909 2.32 0.12 5.9

20-30 7.65 819 2.35 0.10 4.7

C3 30-40 7.63 715 2.35 0.09 4.4
40-50 7.67 628 2.44 0.06 8.3

50-60 7.68 601 2.49 0.05 7.8

0-60 Mean 7.65 768 2.37 0.09 6.3

Ph:Soil Reaction, EC: Electrical Conductivity, C: Carbon, N: Nitrogen

Table 5.9 Soil pH, EC, CaCOs, and nitrogen (N) contents values at control plots

pH

E.C

CaCOs

N

Profile No Depth, cm (1:1) (1:1) % % C/N
0-10 7.75 789 2.38 0.15 5.7

10-20 7.71 745 2.39 0.13 6.2

20-30 7.77 649 2.32 0.11 6.5

Co 30-40 7.75 649 2.32 0.08 7.7
40-50 7.69 673 2.32 0.08 5.6

50-60 7.91 726 2.39 0.03 15.0

0-60 Mean 7.76 705 2.35 0.10 7.8

pH: Soil Reaction, EC: Electrical conductivity, C: Carbon N: nitrogen
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Table 5.10 Mean values of soil pH, EC, CaCOs and nitrogen (N) contents in all parcel

pH

EC

CaCOQOs3

N

Depth, cm (1:1) (1-1) % % C/N
0-10 7.65 854 2.34 0.14 6.2
10-20 7.67 821 2.35 0.12 6.1
20-30 7.67 792 2.35 0.11 5.2
30-40 7.68 746 2.37 0.09 55
40-50 7.70 678 2.42 0.06 7.3
50-60 7.73 698 2.45 0.05 9.4
0-60 Mean 7.68 765 2.38 0.10 6.6

pM: Soil Reaction, EC: Electrical conductivity, C: Carbon N: Nitrogen

5.2 Description of Research Area Soils

Exploratory statistics of soil properties according to average and different depths values
were given in Table (5.11- 5.17).

Table 5.11 Exploratory statistics of soil properties at 0-10 cm

Parameters Min. Max. Mean ES:(rjor De\?it:t'ion Variance CO:/Z/

Clay, (%) 36.280 41.200 38.694 0.618  1.634 2671  4.224
Silt, (%) 52.480 55.080 54.146 0.336  0.889 0.791  1.643
Sand, (%) 6.320 8650 7.161 0.332  0.880 0.774  12.282
SSA, (m?g) 63916 79.109 70.323 1.868  4.942 24427  7.028
BD, (gr/em®) 1134 1250 1.201 0.018  0.047 0.002  3.928
f, (%) 52561 56.968 54.427 0.677  1.790 3.204  3.289
pH, (1:1) 7560 7.750  7.645 0.022  0.059 0.004  0.775
EC, (nS/em) 7850  997.0 8584 31.407 83.096 69049  9.680
C, (%) 2210 2400 2334 0025  0.067 0.005  2.883
N, (%) 0120 0.150 0.140 0.004  0.010 0.000  7.143

SSA: Specific surface area, BD: Bulk density, f: Porosity, EC: Electrical conductivity, C: Carbon N:
nitrogen, Min.: Minimum, Max.: Maximum, CV: Coefficient of variation
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Table 5.12 Exploratory statistics of soil properties at 10-20 cm depth

Std.

Std.

Parameters Min. Max. Mean Error Deviation Variance %

Clay, (%) 39.480 41.400 40523 0.263  0.696 0.485  1.718
Silt, (%) 54530 56.970 55577 0.298  0.789 0.622  1.420
Sand, (%) 2570 4790 3901 0.33  0.888 0.789  22.765
SSA, (m?/g) 48461 78167 65460 3.748  9.915 98.310  15.147
BD, (gr/cm3®)  1.268  1.357 1299 0.012  0.032 0.001  2.438
f, (%) 48.447 51.825 50.642 0.455  1.203 1.448  2.376
pH, (1:1) 7610 7.710 7.667 0.014  0.038 0.001  0.492
EC, (nS/cm)  711.0 928.0 8260 32484 85946  7386.7 10.405
C, (%) 2220 2420 2346 0.024  0.064 0.004 2717
N, (%) 0120 0130 0.124 0.002  0.005 0.000  4.301

SSA: Specific surface area, BD: Bulk density, f: Porosity, EC: Electrical conductivity, C: Carbon N:
nitrogen, Min.: Minimum, Max.: Maximum, CV: Coefficient of variation

Table 5.13 Exploratory statistics of soil properties at 20-30 cm

Parameters Min. Max. Mean Esrtrdo'r De\?itzgt.ion Variance Cg/:)/

Clay, (%) 39.050 41.500 40.309 0.299  0.792 0.628  1.966
Silt, (%) 53.220 56.070 53.934 0.381  1.007 1.014  1.867
Sand, (%) 2430 6.680 5759 0563  1.490 2.221  25.879
SSA, (m?/g)  48.299 70.333 62.491 2.853  7.548 56.974  12.079
BD, (gr/cm3) 1276 1439 1362 0021  0.055 0.003  4.023
f, (%) 45047 51.261 48.002 0791  2.092 4376  4.358
pH, (1:1) 7.630 7770  7.667 0.018  0.047 0.002  0.615
EC, (nS/cm)  649.0 850.0 8022 25940 68.631 47102  8.555
C, (%) 2280 2410 2351 0.016  0.042 0.002  1.795
N, (%) 0.090 0.130 0110 0.005  0.013 0.000  11.736

SSA: Specific surface area, BD: Bulk density, f: Porosity, EC: Electrical conductivity, C: Carbon N:
nitrogen, Min.: Minimum, Max.: Maximum, CV: Coefficient of variation

95



Table 5.14 Exploratory statistics of soil properties at 30-40 cm

Parameters Min. Max. Mean Esrtr(jdr De\?it:t.ion Variance ((:,/2/

Clay, (%) 40.210 41.880 40.901 0.253 0.670 0.449 1.638
Silt, (%) 53.690 55.780 54.594 0.313 0.827 0.684 1515
Sand, (%) 3230 6.100 4506 0.470 1.242 1.543 27.573
SSA, (m?/g) 47492 72827 60.535 4.464 11.811  139.510 19.512
BD, (gr/cmd) 1.368 1.468 1.392 0.013 0.035 0.001 2.542
f, (%) 43.811 47.615 46.696 0.512 1.355 1.835 2.901
pH, (1:1) 7560  7.750  7.677 0.024 0.064 0.004 0.829
EC, (uS/cm) 649.0 844.0 7525 27.275 72.164 5207.6  9.590
C, (%) 2270 2430 2379 0.025 0.065 0.004 2.751
N, (%) 0.080  0.100 0.089 0.003 0.007 0.000 7.791

SSA: Specific surface area, BD: Bulk density, f: Porosity, EC: Electrical conductivity, C: Carbon N:
nitrogen, Min.: Minimum, Max.: Maximum, CV: Coefficient of variation

Table 5.15 Exploratory statistics of soil properties at 40-50 cm

Parameters Min.  Max. Mean Std. Error De\?itactjt.ion Variance Cg/:)/

Clay, (%) 39.570 45560 42451 0.817 2.162 4.674 5.093
Silt, (%) 51.810 55.050 53.509 0.442 1.170 1.369 2.186
Sand, (%) 2630 6930 4.039 0.594 1.572 2.471 38.926
SSA, (m?/g) 54976 77.758 70.537 3.095 8.189  67.064 11.610
BD, (gr/cm?) 1.303 1406  1.349 0.014 0.038 0.001 2.830
f, (%) 46.093 50.041 48.287 0.553 1.463 2.142 3.031
pH, (1:1) 7660 7.800  7.701 0.019 0.051 0.003 0.667
EC, (uS/cm) 5720 8100 678.4 28.762  76.097  5790.7 11.218
C, (%) 2320 2490 2424 0.022 0.059 0.003 2.439
N, (%) 0.040 0.080  0.061 0.005 0.013 0.000 21.898

SSA: Specific surface area, BD: Bulk density, f: Porosity, EC: Electrical conductivity, C: Carbon N:
nitrogen, Min.: Minimum, Max.: Maximum, CV: Coefficient of variation
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Table 5.16 Exploratory statistics of soil properties at 50-60 cm

Parameters  Min. Max. Mean ESrtr(jdr De\?it:t.ion Variance ((:,/2/
Clay, (%) 40.000 44.920 42.294 0.658 1.741 3.030 4.116
Silt, (%) 50.940 53.940 52.576 0.373 0.986 0.973 1.876
Sand, (%) 3.620 7.040 5.129 0.438 1.158 1.342 22.587
SSA, (m?/g)  52.802 71.744 62.216 2421 6.405  41.020 10.294
BD, (gr/cm?) 1.304 1464 1.378 0.021 0.056 0.003 4.043
f, (%) 43.746 49.881 47.030 0.809 2.141 4586 4.553
pH, (1:1) 7650 7910 7.715 0.033 0.088 0.008 1.143
EC, (uS/cm) 561.0 840.0 695.8 37.802 100.015 10002.9 14.374
C, (%) 2390 2510 2.460 0.014 0.037 0.001 1.521
N, (%) 0.030 0.050 0.047 0.003 0.008 0.000 16.035

SSA: Specific surface area, BD: Bulk density, f: Porosity, EC: Electrical conductivity, C: Carbon N:
nitrogen, Min.: Minimum, Max.: Maximum, CV: Coefficient of variation

In majority of cases, the soil properties exhibited low variations as indicated by their

calculated CV values. However, in some cases sand content and content and SSA

showed a medium variation. Greater variation of N at deeper depths was attributed to

that N leached from upper soils accumulated to lower depths non uniformly depending

on the magnitude of leaching that controlled by variations in water flow rates

throughout the soil profile. Overall (0-60 cm depth), N was moderately variable and all

the other soil properties were slightly variable (Table 5.17) suggesting that the soils

could be deemed uniform to conduct a field trial.
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Table 5.17 Exploratory statistics of soil properties at 0-60 cm

Parameters Min. Max. Mean Esrtr(jdr De\?;[:fion Variance CO:/:/

Clay, (um) 38.690 42.450 40.860 0.569 1.393 1.940 3.409
Silt, (um) 53.120 57.860 55.310 0.703 1.722 2.964 3.113
Sand, (um) 3450 4580 3.820 0.170 0.416 0.173 10.874
SSA, (m?/g) 60.535 70.537 65.260 1.759 4.308 18.558 6.601
BD, (gr/cm?d) 1201 1392 1330 0.029 0.071 0.005 5.326
f, (%) 46.700 54.430 49.180 1.192 2.921 8.631 5.939
pH, (1:1) 7.650 7.720 7.680 0.010 0.025 0.001 0.330
EC, (uS/cm) 678.4 858.4 768.8 29.551 72.386 5239.7 9.414
C, (%) 2330 2460 2.380 0.020 0.050 0.002 2.091
N, (%) 0.050 0.140 0.100 0.015 0.036 0.001  38.050

SSA: Specific surface area, BD: Bulk density, f: Porosity, EC: Electrical conductivity, C: Carbon N:
nitrogen, Min.: Minimum, Max.: Maximum, CV: Coefficient of variation

5.3. Soil Thermal Properties
5.3.1. Volumetric heat capacity

Specific heat capacity of an oven dry soil is simply deemed equal to specific heat
capacity of quars as given in Eq. (5.1).

Cm, solid phase = 0.20 Cal / g OC (51)

Calculation of volumetric heat capacity (Cv) is exemplified, giving the all the
calculations for 0-5 cm depth at 2.block and 2. plot for sugar beet as: For 0-5 cm soil
depth »=1.2187 and 6=0.3774. Using these values with Egs. 3.64, 3.68, and 3.69; the

related values for C, was calculated as.

3
@ 121879 1@ 037729

g-°C cm® cm®-°C cm

C Cm solid phase pb + C 9 0.20

=0. 2436 +0. 3774 =0. 6211 =26- 106 J
C C C
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The variables 6, o, and Cy of studied soils are given in Table 5.18-5.20.

Table 5.18 Bulk density (o) gr/cm? of study soils

Crop ProfileNo  0-5 5-10 10-20 20-30 30-40 40-50 50-60

s1 1159 1.209 1.320 1.327 1375 1.406 1.368

+0.04 +0.05 =+0.03 =+0.04 =+0.00 =£0.05 =£0.02

Sugar beet 2 1218 1.268 1.279 1.276 1369 1.331 1.364

+0.04 +0.05 =+0.01 =+0.04 +0.00 =+0.02 =+0.01

3 1142 1.167 1.269 1.348 1.368 1.307 1.336

+0.04 +0.05 =+0.02 =+0.02 =+0.00 =+0.02 =+0.03

Mean 1173 1.215 1290 1.317 1371 1.348 1.356

c1 1223 1273 1301 1.348 1377 1303 1.304

+0.04 +0.03 +0.02 =+0.03 =+0.01 =+0.04 =0.07

Corn C2 1236 1.266 1.268 1.415 1404 1383 1.439

+0.03 +0.02 +£0.02 +0.02 +0.01 +0.02 =+0.04

c3 1169 1.219 1.299 1379 1386 1.351 1.372

+0.05 +0.05 +0.04 =+0.03 =+0.05 =+0.01 =+0.05

Mean 1209 1253 1.289 1381 1.389 1346 1.372

Control Co 1109 1.159 1.357 1439 1468 1360 1.464

Grand mean 1180 1223 1.299 1362 1.392 1.349 1378
Table 5.19 Volumetric water content @ (cm®/cm?3) of study soils

Crop Profile No  0-5 5-10 10-20 20-30 30-40 40-50 50-60

s1 0.372 0391 0422 0.410 0.405 0.415 0.399

+0.01 +0.01 +0.01 +0.02 +0.01 +0.01 =+0.01

Sugar beet 52 0.377 0401 0415 0.408 0.420 0.402 0.409

+0.00 +0.00 +0.01 +0.01 =+0.00 =+0.00 =+0.01

3 0.385 0.409 0.439 0429 0423 0.396 0.394

+0.01 +0.01 +0.01 +0.01 +0.01 +0.01 =+0.01

Mean 0.378 0400 0425 0416 0.416 0.404 0.401

c1 0.373 0.396 0.428 0.422 0.412 0.384 0.380

+0.02 +0.01 +0.00 +0.01 =+0.00 =+0.02 =+0.02

Corn C2 0.409 0422 0435 0.433 0.420 0.416 0.425

+0.01 +0.01 +0.00 +0.00 +0.00 +0.01 +0.01

C3 0.393 0412 0435 0422 0.417 0.401 0.402

+0.00 +0.00 +0.01 +0.01 +0.01 +0.01 +0.01

Mean 0.392 0410 0432 0426 0.416 0.401 0.402

Control Co 0386 0418 0446 0441 0441 0413 0.423

Grand mean 0.385 0407 0431 0.423 0420 0404 0.405
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Table 5.20 Volumetric heat capacity Cy (Cal/cm? °C) of study soils

Crop ProfileNo 05 5-10 10-20 20-30 30-40 40-50 50-60
o1 0.604 0633 0.686 0.675 0.680 0697 0.672

£0.01 $0.01 001 002 +0.01 +0.02 +0.01

Sugar beet - 0.621 0654 0.671 0.663 0.693 0.668 0.682
£0.00 £0.01 001 002 +0.01 +0.01 +0.01

o3 0.614 0.642 0.693 0.698 0.697 0.657 0.661

£0.00 +0.00 £0.00 +0.01 +0.00 +0.01 +0.02

Mean 0.613 0643 0.683 0.679 0.690 0674 0.672

o1 0.618 0.650 0.688 0.691 0.687 0.645 0.641

£0.02 +0.01 +0.00 +0.01 +0.01 +0.02 +0.04

Corn - 0.656 0.675 0.689 0.716 0700 0.693 0.713

£0.02 £0.01 000 +0.01 +0.00 +0.01 +0.02

3 0.627 0.656 0.694 0.697 0.694 0671 0.676

£0.01 +0.01 +0.01 +0.02 +0.02 +0.01 +0.02

Mean 0.634 0.660 0.690 0702 0.694 0.670 0.677

Control Co 0.608 0650 0.718 0.729 0.735 0.685 0.715
Grand mean 0.622 0652 0.690 0.695 0.697 0.673 0.679

The study plots were fairly uniform in py, 6, and Cy (Tables 5.18-5.20) by depth across

the treatments of corn, sugar beets and control.

5.3.2 Soil surface thermal properties

We predicted soil thermal properties at soil surface by Egs. (3.39-3.42). The

calculations were exemplified using the variables obtained at a sugar beet plot (S2) on

20.08.2013. Taking initial parameters ©1=3.1416 and 25 h, the value for w is calculates

as follows:

0]

27 2z 2-31416 6.283185

r, 24h  24.3600  86400s

=7.2722.10°

Taking the t;=0, wt =0-7,2722-10"° =0,00. Using these values with Egs. (3.39-3.42),

the related parameters are calculated as follows:
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T, cos(at;) =16*cos(0,00) =16 and T, sin(at;) =16*sin(0,00) = 0,00

8
T, = EZT(O,ti )= 16.0+12.5+12.5+17.5+30.5+38.0+28.5+17.5

=21.75
8 8

N
A= %zT(o,ti Jcos(wt,) = % (-31.8241) = ~7.9560
i=1
2 & . 2
B = D.T(0)sin(wt) = 2-(-33.3241) =-8.3310

i=1

T, =V A+ B? = /(-7.956)* + (-8.331)* =11.5197

:;j =z —arctan (1.047134 ) =

B
& = —arctan (Elj = —arctan (

=7 —0.808419 = 2.333174

T(0,t) =T, +T, cos(wt + &) = 21.75+11.5197 cos(0.00+ 2.3332 = 13.79

The calculations for this plot (sugar beet; S2) are given in Table 5.21. These

calculations were made all the studied plots once in a week during 16 weeks. The

results are given in Tables 5.22-5.24.

Table 5.21 Values for To, Ta, € on soil surface

Titrlne (;2 ot Ticos(oti) Tisin(oti) ;I'((:)
0 16.0 0.0000 16.0000 0.0000 13.794
3 135 0.7854 9.5459 9.5459 10.233
6 125 1.5708 0.0000 12.5000 13.419
9 17.5 2.3562 -12.3744 12.3744 21.485
12 30.5 3.1416 -30.5000 0.0000 29.706
15 38.0 3.9270 -26.8701 -26.8701 33.267
18 28.5 47124 0.0000 -28.5000 30.081
21 17.5 5.4978 12.3744 -12.3744 22.015

Tort 21.75 -31.8241 -33.3241 21.7500
£ 2.3332 A| -7.9560 | B | -8.3310

Ta 11.5972
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Table. 5.22 Measured (To and Ta) and calculated () parameters and corresponding goodness of fit parameters calculated for control plot
for 16 weeks of study period.

Parameters at the soil surface

Parameters for goodness of fit

Weeks Date To Ta g n R? RZadj D C=y¢D Ul HQC *F
1 06.06.2013 22.31 16.4732 2.9305 0.8542 0.7297 0.6216 0.9165 0.7830 0.1381 4.4661 6.75
2 21.06.2013 21.31 13.8764 2.4261 0.9677 0.9365 0.9111 0.9833 0.9516 0.0543 2.4256 36.85
3 24.06.2013 25.75 17.8594 2.5527 0.9767 0.9539 0.9355 0.9881 0.9650 0.0483 2.5913 51.72
4 02.07.2013 20.25 9.8583 2.5928 0.9497 0.9020 0.8627 0.9735 0.9246 0.0535 2.2135 23.00
5 09.07.2013 22.37 10.9298 2.2915 0.9767 0.9540 0.9356 0.9881 0.9651 0.0358 1.6067 51.86
6 15.07.2013 24.25 7.5238 2.6273 0.9261 0.8577 0.8008 0.9602 0.8892 0.0436 2.0958 15.07
7 23.01.2013 20.75 10.7584 2.2836 0.9623 0.9259 0.8963 0.9805 0.9435 0.0486 2.0813 31.26
8 14.08.2013 24.94 17.0271 2.3929 0.9581 0.9180 0.8853 0.9782 0.9373 0.0647 3.1095 28.00
9 20.08.2013 21.25 11.5972 2.4674 0.9690 0.9389 0.9144 0.9840 0.9534 0.0458 2.0256 38.40
10 27.08.2013 22.81 14.4219 2.5549 0.9658 0.9327 0.9058 0.9823 0.9487 0.0546 2.5641 34.66
11 04.09.2013 19.06 9.4036 2.7456 0.8849 0.7830 0.6962 0.9353 0.8276 0.0860 3.0547 9.02
12 10.09.2013 16.50 10.8255 2.3922 0.9707 0.9422 0.9191 0.9849 0.9561 0.0520 1.8277 40.78
13 25.09.2013 15.75 12.0459 2.4045 0.9252 0.8561 0.7985 0.9598 0.8881 0.0966 3.0503 14.87
14 01.10.2013 15.44 6.5578 2.3720 0.9167 0.8403 0.7764 0.9547 0.8751 0.0625 1.9570 13.15
15 08.10.2013 6.69 9.9864 2.3556 0.9292 0.8635 0.8089 0.9620 0.8939 0.1415 2.6137 15.81
16 22.10.2013 7.56 11.8192 2.3451 0.9179 0.8425 0.7795 0.9554 0.8769 0.1564 3.1183 13.37

To: Average Temperature at soil Surface, T.: Wave amplitude, e: Phase angle. #: Correlation coefficient, R Coefficient of determination, R%g: Adjusted R?, D:
Agreement index, c: The confidence index, Ul: Theil's Forecast accuracy coefficient, HQC; Hannan-Quinn criteria, F: Fisher criteria.
* for 0=0,01: Fan=13.27; for a=0,05: Ftani=5.79
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Table. 5.23 Mean measured (To, Ta) and calculated (@) parameters and corredponding goodnes of fit parameters calculated for plots
S1,S2,and S3 plots for 16 weeks of study period

Parameters at the soil surface

Parameters for goodness of fit

Weeks Date To Ta g n R? R2a4j D C=¢D Ul HQC *F
1 06.06.2013 20.54 13.3128 2.1892 09199 08481 07874 09560  0.8806 0.088 3174  18.06
2 21.06.2013 21.40 13.3258 2.6656 09507  0.9040  0.8656 09741  0.9262 0.064 2737  25.16
3 24.06.2013 29.02 19.2036 2.7388 09100  0.8319  0.7647 09498  0.8665 0.089 3.963  18.91
4 02.07.2013 21.33 12.6144 2.0266 09101  0.8289 07605 09509  0.8658 0.085 3.224 1355
5 09.07.2013 25.54 14.8419 2.1329 09353 08764  0.8270 09650  0.9035 0.069 3116  25.84
6 15.07.2013 22.48 7.3288 2.1334 0.9045  0.8214 07500 09455  0.8572 0.043 1.882 1585
7 23.07.2013 21.27 11.1859 2.1397 09351 08755  0.8257 09652  0.9032 0.065 2506 2177
8 14.08.2013 25.15 15.6729 2.1297 0.9077  0.8242  0.7539  0.9499  0.8624 0.092 3.788  12.07
9 20.08.2013 22.60 14.0112 2.1204 09062  0.8221 07509  0.9484  0.8600 0.093 3.543  12.78
10 27.08.2013 21.94 11.8937 2.0767 0.9419  0.8880  0.8432 09691  0.9132 0.063 2584  24.89
11 04.09.2013 17.40 10.4806 2.2470 0.9096  0.8283  0.7596  0.9505  0.8651 0.087 2.665  14.32
12 10.09.2013 18.10 12.1089 2.1744 09334 08732 08225 09639  0.9008 0.080 2559  29.28
13 25.09.2013 17.15 13.2037 2.2211 09286  0.8640  0.8097 09612  0.8935 0.091 2965  22.21
14 01.10.2013 14.33 7.4695 2.3989 0.8401 07096 05935  0.9066  0.7640 0.098 2.476 8.01
15 08.10.2013 9.77 12.1654 2.2762 09301  0.8654  0.8115 09626  0.8955 0.126 2924  16.80
16 22.10.2013 9.67 14.0050 2.3095 0.9280  0.8615  0.8060  0.9613  0.8923 0.138 3.147  16.86

To: Average Temperature at soil Surface, T.: Wave amplitude, e: Phase angle. #: Correlation coefficient, R% Coefficient of determination, R%g: Adjusted R?, D:
Agreement index, c: The confidence index, Ul: Theil's Forecast accuracy coefficient, HQC; Hannan-Quinn criteria, F: Fisher criteria.
* for 0=0,01: Ftan=13.27; for a=0,05: Ftani=5.79
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Table. 5.24 Mean measured (To, Ta) and calculated (@) parameters and corredponding goodnes of fit parameters calculated for plots
C1,C2,and C3 plots for 16 weeks of study period

Weeks

The parameters of the soil surface

Statistical parameters of approximation

Date To Ta P n R? R2aq D C=4D Ul HQC  *F
1 06.06.2013 20.54 11.9894 2.7940 0.8445 0.7163 0.6027 0.9083 0.7692 0.1144 3.7988 7.1133
2 21.06.2013 20.48 10.8145 2.4540 0.9272 0.8618 0.8065 0.9600 0.8913 0.0682 2.3946  42.8600
3 24.06.2013 24.75 15.0494 2.5052 0.9462 0.8962 0.8547 0.9712 0.9195 0.0657 2.8443  40.5833
4 02.07.2013 19.50 6.8066 2.4397 0.9115 0.8325 0.7655 0.9511 0.8679 0.0545 2.0028 14.8533
5 09.07.2013 22.73 8.2535 2.3893 0.9402 0.8843 0.8381 0.9681 0.9105 0.0455 1.9570 20.6300
6 15.07.2013 24.35 7.0898 2.7846 0.8467 0.7224 0.6113 0.9072 0.7720 0.0625 2.5893 8.2767
7 23.07.2013 19.89 7.5413 2.4043 0.9348 0.8769 0.8277 0.9638 0.9027 0.0468 15700 37.1533
8 14.08.2013 21.69 8.0738 2.4138 0.9601 0.9221 0.8909 0.9792 0.9402 0.0371 1.4831 33.7067
9 20.08.2013 19.87 6.8830 2.3566 0.9563 0.9149 0.8809 0.9770 0.9346 0.0369 1.1641 33.5733
10 27.08.2013 20.04 6.8730 2.3447 0.9754 0.9515 0.9320 0.9874 0.9631 0.0265 0.7047  50.8200
11 04.09.2013 17.56 4.6065 2.6994 0.8610 0.7422 0.6391 0.9194 0.7922 0.0532 1.8039 7.6133
12 10.09.2013 15.58 7.6210 2.3636 0.9679 0.9370 0.9118 0.9835 0.9520 0.0424 1.1990 38.1033
13 25.09.2013 15.58 8.6490 2.4183 0.9477 0.8982 0.8575 0.9724 0.9216 0.0606 1.9460 22.8500
14 01.10.2013 17.96 7.1712 2.5093 0.9256 0.8569 0.7997 0.9597 0.8885 0.0537 1.9310 15.6833
15 08.10.2013 7.46 7.4987 2.4180 0.9622 0.9260 0.8964 0.9804 0.9434 0.0798 1.3247  31.8467
16 22.10.2013 7.25 8.1754 2.4497 0.9488 0.9004 0.8606 0.9731 0.9233 0.1021 1.7867 23.8933

To: Average Temperature at soil Surface, T.: Wave amplitude, e: Phase angle. #: Correlation coefficient, R% Coefficient of determination, R%g: Adjusted R?, D:
Agreement index, c: The confidence index, Ul: Theil's Forecast accuracy coefficient, HQC; Hannan-Quinn criteria, F: Fisher criteria.
* for 0=0,01: Fan=13.27; for a=0,05: Ftani=5.79
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Tables 5.22-5.24 show that the thermal properties were predicted successfully as
indicated by corresponding parameters for goodness of fit. Values for correlation
coefficient were strong in majority of cases according to Cheddeka index (see Table
3.1). Similarly agreements index (D) were close to 1 in majority of the cases, indicating
a successful prediction of the values at soil surface. However, for couple of weeks
(weeks 11 and 14), the prediction successes was somehow poor as shown by Fisher
index slightly greater than calculated values. On the other hand, the degree of prediction
success was not consistent across the treatments (Sugar beet, corn, and control) as

indicated by the calculated goodness of fit parameters (Tables 5.22-5.24).

Figs. 5.3-5.8 compare daily change of measured (Tm) and predicted (Tp) values obtained
for one day in each week of 16-week study period. In the graph, each low-to-low
represents the temperature change on the particular day on which measurements and
predictions were made in that week. For example, the first low-to-low represents the
diurnal changes in temperature on soil surface on the second day (Tuesday), in second
week of June. The days of measurement were not consistent across the weeks.
Adjustments were made regarding with the irrigation made since we wait the soil to
reach field capacity after irrigation.
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Figure 5.3 Diurnal changes of measured (Tm) and predicted (Tp) values obtained for
control plot (Co) at selected dates during period. Each low to low represents diurnal
temperature changes at soil surface on the day.

Figure 5.4 Comparing measured (Tm) and predicted (Tp) values obtained for control plot
(Co) for 16 weeks of the study period (n= 16x8 = 128)
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Figure 5.5 Diurnal changes of measured (Tm) and predicted (Tp) values obtained for
sugar beet plots (S1, S2, S3) at selected dates during period. Each low to low represents
diurnal temperature changes at soil surface on the day.
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Figure 5.6 Comparing measured (Tm) and predicted (T,) values obtained for sugar beet
plots for 16 week of study period (n= 16x8 = 128). Each value is a mean of three plots

(S1, S2, S3)
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Figure 5.7 Diurnal changes of measured (Tm) and predicted (Tp) values obtained for corn
plot (C1, C2, C3) at selected dates during period. Each low to low represents diurnal
temperature changes at soil surface on the day

Figure 5.8 Coparing measured (Tm) and predicted (T,) values obtained for corn plots
(mean of C1, C2, and C3) for 16 weeks of study period (n=16x8 = 128)
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Diurnal changes in soil surface temperature were different across corn, sugar beets and
control plots (Figs. 5.3, 5.5. and 5.7). Most drastic differences occurred between corn
and the others. The soil surface temperature was predicted successfully in all the cases
as indicated by thigh coalesces around the 1:1 lines and corresponding correlation

coefficients given in the Figs of 3.4, 3.6 and 3.8.

The means of measured and predicted diurnal temperature changes once in every week
for 16 weeks of study period for corn (C1, C2, C3), sugar beets (S1, S2, S3) and control
(Co) plots are given in Fig. 5.9, 5.11, and 5.13; and corresponding 1:1-lines are given in
Figs. 5.10, 5.12, and 4.14. Please note that the values for corn and sugar beet are means
of three replicates (S1, S2, S3 for sugar beet; C1, C2, C3 for corn), while for control is a
single plot (there is is no replicates for control since two of control plots were removed
as the sensors placed at these plots did not function). These figs show that diurnal
changes of temperature on the soil surface were predicted successfully in all the cases

and the prediction success was highly uniform in correlation coefficient (R).
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Figure 5.9 Diurnal changes of measured (Tm) and predicted (Tp) temperature at soil
surface of control plot (Co). Each values represents mean of 16 data points obtained
once in every week
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Figure 5.10 Compariment of measured (Tm) and predicted (Tp) values at the control plot
(Co) during the study period. Each value represents mean of 16 values measured once
in every week during 16 weeks of study period

40

Sugar beet plot

35

30

25

s

Temperature °C
=
(0]

=
o
I

—o—Measured

6 9 12

== Predicted

15

18 21
t, hour

Figure 5.11 Diurnal changes of measured (Tm) and predicted (Tp) temperature at soil
surface of sugar beet plots (S1, S2, S3). Each datum point represents mean of 16 values
(as average of S1, S2, S3) obtained once in every week during 16 weeks of study period
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Figure 5.12 Comparisons of measured (Tm) and predicted (Tp) values at the sugar beet
plots (S1, S2, S3) during the study period. Each value represents mean of 16 values
(average of S1, S2, S3) measured once in every week during 16 weeks of study period
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Figure 5.13 Diurnal changes of measured (Tm) and predicted (Tp) temperature at soil
surface of corn plots (C1, C2, C3). Each values point represents mean of 16 values (as
average of C1, C2, C3) obtained once in every week during 16 weeks of study period
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Figure 5.14 Comparisons of measured (Tm) and predicted (T,) values at the corn plots
(S1, S2, S3) during the study period. Each value represents mean of 16 values (as
average of S1, S2, S3) measured once in every week during 16 weeks of study period

Figs 5.11, 5.13, and 5.15 show that the maximum temperature occurred at 15.00 at
sugar beet plots, while it occurred at 12.00 at control and corn plots. In addition, both
control and corn plots behaved similarly compared to sugar beet plots and this was
attributed to canopy structure of sugar beets. The temperature at sugar beet plots
behaved differently from those at control and corn plots as indicated by Figs 5.15 and
5.16. In majority of cases, temperature measured at sugar beet plots were greater than
those measures at control and corn plots. On the other hand, the wave amplitude (Ta)
behaved differently, the lowest wave amplitude occurred at corn plots, while those at

sugar beet and control plots behaved similarly (Fig 5.16).
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Figure 5.15 Diurnal soil surface air temperatures at the control, sugar beet, and corn
plots. Values for corn and sugar beet are means of three replicates
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Figure 5.16 Change of amplitude (Ta) at control, sugar beet, and corn plots. Values for
corn and sugar beet are mean of three replicates
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Changes of relative humidity and air temperature over different heights are shown in
Figs 5.17-5.22. Compared to control plot, maximum temperature occurred
approximately 3 h later in sugar beet and corn plots. In control plots RH was always
greater at 1 m above than 0 m of the soil surface (Table 5.25). The trend in RH was
similar over control and sugar beet plots compared to corn plots and this was attributed
to the canopy structure of corn. Interestingly, sugar beet plots behaved similar to

control plots in change of RH.
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Figure 5.17 Changes of temperature and relative humidity (RH) at 0 and 100 cm heights
over the control plot (Co) during study period
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Table 5.25 Mean of temperature measurements taken at 0 and 100 cm above control

plot (n=15)
Time Ocm 100 cm
ti T(y,ti) T,°C R.Humudity, %
0 12.00 13.75 65.09
3 10.37 10.98 75.12
6 9.17 9.10 80.81
9 17.87 15.92 63.44
12 29.93 26.98 33.56
15 32.63 32.00 23.78
18 24.77 30.60 23.95
21 15.10 18.67 43.41
80 ‘
Control plot
70
X 0 //
32 RH at 100 cm
S 50
% 40
T
(.)_ 30 TatO0cm /?_?
— 20 7/\\ &\
/ Tat 100 cm
10 i
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Figure 5.18 Diurnal changes of relative humidity (RH) and air temperature (T) at
different heights over control plot

The time of maximum RH gradually delayed in the order of control, sugar beet and

corn. The maximum RH occurred over control plot around 5 o'clock while it occurred

around 6 over the corn plots. This delay was attributed to the delay at the time of

minimum temperature, as maximum RH occurs at the minimum temperature (Campbell

and Norman, 1998).
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Figure 5.19 Changes of temperature and relative humidity (RH) at 0 and 100 cm heights
over the S1, S2, and S3 on the specified days during study period. The values are mean
of three replicates (S1, S2, S3)

Table 5.26 Mean of temperature measurements taken at 0 and 100 cm above S1, S2, S3
plots. The values are mean of S1, S2, S3 (n=15)

Time 0cm 100 cm
ti T(y,ti),°C T(y,ti), °C R. Humidity, %
0 14.38 14.34 59.98
3 11.57 11.44 69.39
6 10.26 9.53 75.39
9 14.44 16.61 57.87
12 24.08 26.25 32.40
15 35.16 29.05 26.35
18 30.28 28.65 24.57
21 18.68 19.05 40.54

Mean 19.86 19.37 48.31
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Figure 5.20 Diurnal changes of relative humidity (RH) and air temperature (T) at
different heights over S1, S2, S3 plots. The values are means of S1, S2, and S3

Air temperature behaved differently over sugar beet plots than over corn and control
plots. The maximum air temperature occurred O cm was greater than 100 cm over sugar
beet plots (Fig.5.20), while reverse was true over control and corn plots (Figs 5.18 and
5.22). This was attributed to the fact that the heavy and dense canopy at sugar beet

plots decreased latent heat loss by evaporation and convective heat loss by wind.
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Figure 5.21 Diurnal changes of relative humidity (RH) and air temperature at 0 and 100
cm over corn plots on specified dates. The values are means of C1, C2, and C3 plots
(replicates)

Table 5.27 Temperature measurements taken at 0, 100, and 300 cm above C1, C2, and
C3 plots. The values are mean of C1, C2, and C3 (n=15)

Time 0Ocm 100 cm 300 cm
ti T(y,ti) T,°C R.Humudity, % T,°C R.Humudity, %
0 14.94 15.10 57.49 14.75 62.67
3 12.17 12.07 66.37 11.87 72.36
6 10.87 10.30 72.71 9.93 78.96
9 16.78 16.27 59.11 16.35 62.68
12 25.56 25.91 32.85 27.13 34.91
15 26.78 28.34 25.98 33.59 26.09
18 24.20 26.74 26.38 28.19 28.85
21 18.64 20.04 37.27 19.56 42.55

Mean 18.74 19.35 47.27 20.17 51.13
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Figure 5.22 Diurnal changes of relative humidity (RH) and air temperature (T) over 0,
100, and 300 cm of the corn plots. The values are mean of C1, C2, and C3

5.3.3. Calculating heat diffusivity
5.3.3.1. According to the first type boundary conditions T(eo,t)=To ‘layer' method

Soil temperatures at 0, 5, 10, 20 and 30 cm depths were calculated, using first type
boundary conditions (T (o0, t) = To) with Egs. (4.2), (3.25), 4.4, and 4.5. The calculations
were exemplified using the data for S2 on the day 20.08.2013 and the results are given
in Table 5.28.

Table 5.28 Diurnal temperature (°C) change by depth in S2 on 20.08.2013

i Time Surface Depths, x (cm)
i 0 5 10 20 30

1 0 16.0 20.5 22.5 23.0 23.0
2 3 13.5 19.0 21.0 22.5 23.0
3 6 12.5 17.5 20.0 22.0 22.5
4 9 17.5 17.0 19.0 215 22.5
5 12 30.5 215 20.0 21.0 22.0
6 15 38.0 26.0 23.0 215 215
7 18 28.5 27.0 25.0 22.0 22.0
8 21 17.5 23.5 24.0 23.0 22.0
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Method-1 (Using the equation that includes amplitude of heat wave): The

temperature values in Table 5.28, which were calculated for S2 were used with Eq. 4.5

and values in Table 5.29 were calculated. Then heat diffusivity values were calculated
for the layers 0.0-0.05, 0.1-0.2, 0.2-0.3.

Table 5.29 Values for minimum temperature, maximum temperature, amplitude, and
heat diffusivity coefficient for different soil layers

I Xi -I(-)rzl)n -EQSX (()?) Xi+1-Xi Di/Di+1 In(Di/Di+1) Tnlz(/);

1 0.00 125 38.0 1275 0.05 2.5500 0.936093 1.0374
2 005 17.0 270 500 0.05 1.6667 0.510826 3.4836
3 010 19.0 250 3.00 0.10 3.0000 1.098612 3.0126
4 020 21.0 230 100 0.10 1.3333 0.287682 43.9350
5 030 215 23.0 0.75 K mean.107=  12.8672

Tmin: Minimum temperature, Tmax: Maximum temperature, ®:The amplitude of temperature

Using the minimum and maximum values for temperature and corresponding values for

@ in Table 5.29 the temperature wave was calculated as follows:

Om

qu2=005m)=%[T

ST

max

T )]:3&0_125=255=1275°c
2
27-17.0 10.0
xg;m4&ﬂ= = 2:50%

Using these calculated values for 0 and 0.05 m soil depths with Eq. (4.5) value for «

was calculated as follows:

T

2
Om

" 24n

0.05m —
In(12.75/5)

} =0.00003636 {

0.05
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It should be noted that values of 7 =3.141593, » = 24 h = 86400 s and a= A =
3.636x1077 were used in calculating the x. The mean value for S2 calculated for x was
12.8672x107" m? s,

5.3.3.2. Point methods

Method-2 (Mikayilov, 2009): Point method depending on the First type boundary
conditions (T(oo,t)=T,).

The calculations are exemplified for the plot S2. For calculating « for S2, Eq.(4.3) was
used with boundary conditions of (3.51) and (3.52) and then Eq. (3.77) was used. The
parameter T (y, ti) was calculated using the to = 24 h; 11=6, to=12, t3=18 and t4=24 h.
Then the parameter M (y,b) was calculated using T = 11.5197 and Eq.(3.76) as follows.

[26-19] +[235-17]°

=0.171905
4(11.5197)?

M(y;b)=

In the Table 5.31; t,=19,0 °C; t,=17 °C; t3=26 °C; ve t,=23,5 °C are temperature values
at 0.05 m soil depth.

The heat diffusivity values were calculated by Eq. (5.2) for all the layers (i = 1,2,3,4)
and mean value for heat diffusivity was calculated for 0-30 m.

M(y;b) =e» (5.2)

Using the calculated values of M(y,b) with Eq. (3.78), the values for bi was calculated

as follows:

b = —2—"_|n[|v| (y.b)] =—%|n[0.171905] =5.282447 . Finally k was calculated by

Eq. (3.79) as follows:

~3.141593 0.3

K = : > =1.172758-10" m?/s
86400 5.282447
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The calculated values of x for the plot S2 are given in Table 5.30.

Table 5.30 Values of « calculated by point2 method at S2 at 0.05, 0.1, 0.2 and 0.3 m
depths and for 0-0.3 m layer (Ta=11.5197, L= 0.3 m)

t Depths, y=x/L

T(y.t) ) - = . -
hour y2=0.05 y3=0.1 y4=0.2 y5=0.3
T(Y,.t,) t=3 19,0 21.0 225 23.0
T(y,t,) =9 170 19.0 215 225
T(yt) t=15 260 23.0 215 215
T(Y;.t,) t=21 235 24.0 23.0 22.0
Ta 115197  11.5197 115197  11.5197
M (yi.b) 0171905  0.054633  0.006123  0.004710
by 5282447 4360684  3.821823  2.679064
K.107 m¥s 1172758 1720954 2240462  4.559450
Kimean .107 m?/s 2.423406

Method-3 (Mikayilov, 2009): Point method with Second type boundary conditions
((eT(L,t)/ox=0)).

First, the parameter M (y,b) was calculated by Eq. (5.3) for all the soil depths and for 0-
0.3 m soil layer.

i[T(y,ti )-T(Vtu) ] _ch [2b(1-y)]+cos[ 2b(1-Y)]

M (y;b) ==
(yib) 4T’ ch(2b)+ cos(2b)

(5.3)

For example, using the values for S2 along with Ta= 11.5197 L=0.3 the value calculated
for M (y;b).

~ [26-19] +[23.5-17]"

M(y; =0.171905
(v:b) 4(11.5197)?
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Then b; was calculated as follows:

03 In[0.171905] =5.281764
0.05

=5 [M(v.0)]=—

Finally using these values, k was calculated as follows:

~3.141593 0.3

"7 86400 5.2817642

=1.173061-10" m?/s

The values calculated for « for S2 are given in Table 5.31. Values of « calculated by

point and layer methods are given in Tables 5.32-5.34.

Table 5.31 Values of « calculated by Method-4 at S2 at 0.05, 0.1, 0.2 and 0.3 m depths
and for 0-0.3 m layer (Ta= 11.5197, L= 0.3 m)

T(y.t) t, Depths, y=x/L
saat y2=0.05 y3=0.1 y4=0.2 y5=0.3

T(yit,) =3 190 21.0 225 23.0
T(yit,) h=9 170 19.0 215 225
T(y,.t,) t=15 26,0 23.0 215 215
T(yit,) =21 235 24.0 23.0 22.0

Ta 11.5197 11.5197 11.5197 11,5197
M (yi,b) 0.171905  0.054633  0.006123  0.004710

by 5281764  4.36897 3721109  3.371071
K107 mZs 1173061 1714433 2363382  2.879671

I('me.sm-lo_7 m2/s 2.032637.107
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Table 5.32 Volumetric water content (€) and calculated x-values at control plot (C)

Dates  6.6.13 21.6.13 24.6.13 2.7.13 9.7.13 15.7.13 23.1.13 14.8.13 20.8.13 27.8.13 4.9.13 10.9.13 25.9.13 1.10.13 8.10.13 22.10.13 Mean
Depth, m 0, cm3/cm?3
0.05 35.34 37.89 36.56 39.33 36.66 33.70 39.38 40.19 40.93 39.03 39.88 43.87 38.62 43.34 39.57 33.53 38.61
0.1 38.75 42.13 41.15 42.08 40.68 36.41 42.61 43.08 43.14 41.06 43.15 45.44 43.20 45.77 44.06 36.01 41.80
0.2 42.17 46.38 41.74 44.82 44.70 39.13 45.83 45.97 45.35 43.10 45.00 47.01 47.78 48.20 48.55 38.48 44.64
0.3 40.25 42.26 39.82 43.38 44.41 40.82 44.00 44.35 43.79 41.95 44.56 47.28 47.40 46.06 55.04 40.13 44.09
0-0.3 39.13 42.17 39.82 42.40 41.61 37.52 42.96 43.40 43.30 41.28 43.15 45.90 44.25 45.85 46.80 37.04 42.29
k.10 (m?/s) (calculated by layer method)
0.05 0.4568 0.9108 0.8764 0.9603 1.2856 1.0923 1.1034 0.8050 1.0760 1.2251 0.7383 1.2512 0.9972 1.4037 1.3224 1.0170 1.0326
0.1 7.1956 2.3452 3.0126 5.1729 8.8729 7.5134 1.7101 2.2923 6.3433 1.8668 5.8951 8.8557 2.3884 5.3947 4.4452 2.3983 4.7314
0.2 13.9345 3.7796  22.1171 9.3856 16.4601 13.9345 2.3169 3.7796  11.6106 25084 13.9345 16.4601 3.7796 9.3856 7.5681 3.7796  9.6709
0.3 3.0126 3.0126 8.6687  13.9345 4.3308 3.0126 7.5681 3.0126 7.5681 22.1171 3.0126 4.3308 3.0126 4.3308 7.5681 221171 7.5381
0-0.3 6.1499 2.5121 8.6687 7.3633 7.7374 6.3882 3.1746 24724 6.6495 6.9294 5.8951 7.7244 2.5445 5.1287 5.2259 7.3280 5.7433
k.10 (m?/s) (calculated by pointl method)
0.05 0.5024 0.9769 0.8473 0.8690 1.2722 0.5380 1.1025 0.7927 0.8810 1.1159 0.9105 1.2868 1.1376 1.0281 1.2128 1.1520 0.9766
0.1 1.5040 1.1934 1.2120 1.9530 1.6061 2.7016 1.8533 1.5385 1.9449 1.7040 1.7674 1.8203 1.4734 2.1387 1.9644 14929 1.7417
0.2 15772 1.4100 1.3958 2.1918 1.9400 2.8651 1.9626 1.6843 2.0163 1.8920 1.9351 2.3539 1.8092 2.2494 2.0746 1.8337 1.9495
0.3 1.8658 2.0286 1.5850 2.7136 2.4023 2.8236 2.8054 2.1799 2.5590 2.0976 2.0403 2.7263 2.6285 3.3979 2.4066 26571 2.4323
0-0.3 1.3623 1.4022 1.2600 1.9319 1.8052 2.2321 1.9309 1.5489 1.8503 1.7024 1.6633 2.0468 1.7622 2.2035 1.9146 1.7839 1.7750
k.10 (m?/s) (calculated by point2 method)
0.05 0.5024 0.9768 0.8474 0.8691 1.2706 0.5380 1.1020 0.7929 0.8811 1.1154 0.9106 1.2851 1.1369 1.0279 1.2117 1.1513 0.9762
0.1 1.5067 1.2127 1.2346 1.9590 1.6516 1.9863 1.9580 1.5712 1.9499 1.7473 1.4560 1.8862 1.5124 2.2293 1.9636 15331 1.7099
0.2 1.6316 1.4485 1.3299 2.3100 2.0325 2.0345 2.0574 1.7496 2.1167 1.9793 1.7385 2.4872 1.8879 2.4307 2.1810 19149 1.9581
0.3 1.8374 2.0762 1.4373 2.9569 2.4353 2.4920 2.4939 1.9687 2.3584 2.1044 2.0725 2.8448 2.8361 3.2907 2.7057 2.8531 2.4227
0-0.3 1.3695 1.4286 1.2123 2.0237 1.8475 1.7627 1.9028 1.5206 1.8265 1.7366 1.5444 2.1258 1.8433 2.2446 2.0155 1.8631 1.7667
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Table 5.33 Volumetric water content (¢) and calculated x-values at sugar beet plots (S1, S2, S3). The values are means of three replicates

(S1, S2, and S3)

Dates 6.6.13 21.6.13 24.6.13 27.13 9.7.13 15.7.13 23.1.13 14.8.13 20.8.13 27.8.13 4.9.13 10.9.13 25.9.13 1.10.13 8.10.13 22.10.13 Mean
Depth, m 0, cmé/cm?®
0.05 36.42 36.12 35.88 38.30 40.87 37.22 39.16 38.30 39.43 38.86 38.70 39.30 36.14 40.40 39.20 30.66 37.81
0.1 38.78 38.61 37.90 41.53 42.28 39.35 41.51 41.26 41.94 41.23 40.82 41.92 38.40 39.23 41.95 33.56 40.02
0.2 42.18 42.53 40.44 41.67 43.81 40.37 42.58 44.39 44.39 41.67 44.29 43.07 42.74 44.25 45.15 36.99 42.53
0.3 41.15 40.01 39.74 41.75 43.31 41.28 43.00 41.74 43.98 40.44 43.58 41.58 39.87 42.40 43.96 37.15 41.56
0-0.3 39.63 39.32 38.49  40.81 4257 39.56 41.56 41.42 42.44 40.55 41.85 41.47 39.29 41,57 42,57 3459  40.48
x.107 (m?/s) (calculated by layer method)
0.05 0.7739 1.1687 0.7883 0.9194 1.1951 1.8750 1.8232 0.5590 0.3462 1.4105 0.9972 1.3448 0.8670 2.6106 0.9672 0.8671 1.1571
0.1 2.8155 2.5617 3.1662  3.8525 2.6651 2.9606 2.5739 2.9062 4.7886 4.2338 3.2720 3.1477 3.9809 3.7564 3.7133 3.4482  3.3652
0.2 3.5998 3.4520 2.7201 4.1576 4.6702 5.0772 2.5488 49832 9.1326 49775 3.1517 3.6171 3.3462 6.6554 3.2181 10.8993  4.7629
0.3 5.1083 3.7753 3.8584 7.7982  13.4608 11.0103 6.0496 25073  14.8426 8.7489  11.8123 9.0106 43378 9.6862 7.0926 5.2019 7.7688
0-0.3 3.0744 2.7395 2.6333 4.1819 5.4978 5.2308 3.2489 2.7390 7.2775 4.8427 4.8083 4.2800 3.1330 5.6772 3.7478 5.1041 4.2635
x.107 (m?/s) (calculated by pointl method)
0.05 0.6076 1.3959 0.8326  1.2198 1.0786 0.9177 1.0234 0.6622 0.6283 0.8059 0.8120 1.1933 0.7201 1.3423 0.9650 0.9792  0.9490
0.1 1.7371 2.0697 1.7652  2.1951 1.9671 1.9983 1.9726 1.8401 1.6443 2.0912 1.8986 1.8316 1.7369 2.1890 1.8623 1.8201 1.9137
0.2 1.9200 2.2284 2.0205 2.3887 2.2389 2.1302 2.3799 2.2705 1.8926 2.5982 2.3594 2.2709 2.1272 2.4260 2.1461 23164 2.2321
0.3 2.2417 2.6524 24211 2.8110 2.6853 2.5946 2.6762 2.6994 2.2876 2.8922 2.7798 2.5210 2.7789 2.9655 2.7428 2.6849  2.6522
0-0.3 1.6266 2.0866 1.7599 2.1536 1.9925 1.9102 2.0130 1.8681 1.6132 2.0969 1.9624 1.9542 1.8408 2.2307 1.9291 1.9502 1.9367
k.107 (m?/s) (calculated by point2 method)
0.05 0.6077 1.3904 0.8327 1.2183 1.0775 0.6767 1.0143 0.6623 0.6284 0.7991 0.8068 1.1875 0.7202 1.3090 0.9650 0.9774  0.9296
0.1 1.5567 2.0765 19163  2.1457 2.0701 1.9281 2.0020 1.8167 1.8612 2.1208 1.9092 1.8338 1.7467 2.1553 1.9871 1.8124  1.9337
0.2 1.9716 2.3479 21294  2.4511 2.2967 2.1584 2.4506 24315 1.9781 2.7118 2.5674 2.3863 2.2773 2.3745 2.4176 21214  2.3170
0.3 2.3835 2.6843 26502 2.7578 2.8021 2.7109 2.7809 2.7433 2.2921 3.0175 2.9032 2.7188 2.9316 2.9991 2.9210 27201 2.7510
0-0.3 1.6299 2.1248 1.8822 2.1432 2.0616 1.8685 2.0619 1.9134 1.6899 2.1623 2.0467 2.0316 1.9189 2.2095 2.0726 1.9078 1.9828
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Table 5.34 Volumetric water content (¢) and calculated x-values at corn plots (C1, C2, C3). The values are means of three replicates (C1,

C2,and C3)
Dates 6.6.13 21.6.13 24.6.13 2.7.13 9.7.13 15.7.13 23.1.13 14.8.13 20.8.13 27.8.13 4.9.13 10.9.13 25.9.13 1.10.13 8.10.13 22.10.13 Mean
Depth, m 0, cmé/cm?
0.05 38.44 38.97 40.70 37.91 39.57 38.05 38.82 39.02 41.10 38.03 40.32 40.43 40.24 38.74 41.69 34.97 39.19
0.1 40.85 40.61 41.58 39.48 41.21 39.26 40.23 39.98 41.98 41.21 42.56 42.38 42.42 41.81 43.25 36.94 40.98
0.2 43.04 42.19 42.59 42.17 43.18 43.02 42.63 42.22 44.01 42.93 44.86 44.39 44.58 43.92 46.89 39.24 43.24
0.3 42.86 42.69 42.99 41.92 42.02 43.98 41.60 40.58 43.04 42.37 43.74 43.16 42.94 43.33 45.30 38.44 42.56
0-0.3 41.30 41.12 41.97 40.37 41.49 41.08 40.82 40.45 42.53 41.14 42.87 42.59 42.54 41.95 44.28 37.40 41.49
k.107 (m?/s) (calculated by layer method)
0.05 0.3311 0.4753 0.4278 0.5439  0.5561 0.5582 0.4494 0.4072 0.4971 0.6365 0.4758 0.5069 0.4206 0.3685 0.4783 0.3986  0.4707
0.1 3.2910 2.1066 2.7374 9.9176  2.6421 4.7950 9.1034 4.2556 4.3953 9.1635 5.8950 2.8935 2.7399 8.5957 5.2878 3.3333  5.0720
0.2 6.2509 3.7380 3.9955 18.5401 6.7830 9.8688 5.7864 5.7656 8.2935 5.7039 6.4644  18.9053 5.7656 7.3049  17.2675 5.7864 8.5137
0.3 6.0496 6.0496 5.9572  10.9784  4.3426 6.9257 9.1449 5.7640  10.8993 9.9929  11.6404 4.7862 5.7051 7.5681 6.2009 6.8088  7.4259
0-0.3 3.9806 3.0924 3.2795 9.9950 3.5809 5.5369 6.1210 4.0481 6.0213 6.3742 6.1189 6.7730 3.6578 5.9593 7.3086 4.0818 5.3706
x.107 (m?/s) (calculated by pointl method)
0.05 0.3014 0.5146 0.4552 0.5022  0.6180 0.3009 0.4179 0.4260 0.4083 0.6722 0.4419 0.5544 0.4660 0.3474 0.5110 0.3847  0.4576
0.1 1.2070 0.9559 0.9851 1.8666  1.4357 1.2329 1.1969 1.1820 1.4130 1.5150 1.1876 1.2668 0.9994 1.3571 1.2427 0.9822 1.2516
0.2 1.7607 1.3972 1.4574 2.3038 2.1022 1.5132 1.6794 15767 1.8548 2.1658 1.9333 1.7323 1.5243 2.6568 1.6673 17806 1.8191
0.3 2.2069 1.9301 1.7877 3.0498 2.1613 2.0402 2.2021 1.9760 2.3202 2.7933 2.4865 2.2510 2.3023 3.4816 2.2474 21137 2.3344
0-0.3 1.3690 1.1995 1.1713 19306 15793 1.2718 1.3741 1.2902 1.4991 1.7866 1.5123 1.4511 1.3230 1.9607 14171 1.3153  1.4657
k.107 (m?/s) (calculated by point2 method)
0.05 0.3014 0.5146 0.4552 0.5023  0.6180 0.3009 0.4180 0.4260 0.4083 0.6726 0.4419 0.5544 0.4660 0.3474 0.5110 0.3847  0.4577
0.1 1.1365 0.9756 1.0016 19660 1.3981 1.1866 1.2489 1.2053 1.2326 1.5756 1.2331 1.2921 1.0206 1.1735 1.2881 0.9986  1.2458
0.2 1.6403 1.4365 1.4916 2.3958 1.8665 1.5951 1.5935 1.5445 1.8569 2.2420 2.0244 1.7016 15116 2.3436 1.7999 17811 1.8016
0.3 2.2265 1.8944 1.8557 2.9005 2.1405 2.1591 1.8039 2.0061 2.2991 2.5834 2.3702 2.0278 1.9684 2.9462 2.0654 22138 2.2163
0-0.3 1.3262 1.2053 1.2010 19411 1.5058 1.3104 1.2661 1.2955 1.4492 1.7684 15174 1.3940 1.2416 1.7027 14161 1.3445 1.4303
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Compared to those calculated by layer method, point methods yielded greater values of
k (Tables 5.32-5.34). The values for x calculated by pointl and point 2 methods were

consistent. The values calculated by layer, point 1 and point 2 methods are shown in

Figs. 5.23-5.25.
Layer method
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Figure 5.23 Changes of k.10 values calculated by layer method on selected days
during the study. Values for corn and sugar beet are means of three replicates, while for

control is a single value
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Figure 5.24 Changes of .10 values calculated by pointl method on selected days
during the study. Values for corn and sugar beet are means of three replicates, while for

control is a single value
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Figure 5.25 Changes of .10 values calculated by point2 method on selected days
during the study. Values for corn and sugar beet are means of three replicates, while for

control is a single value
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The predictions of point 1 and point 2 methods showed that the corn plots yielded

lowest k-values in all the cases, while calculations by layer methods showed a highly

inconsistent behavior of the treatments during the study period. This suggested that

pointl and point 2 methods were more reliable than layer method.

Mean values calculated for « for 0-30 soil layer by pontl, point2, and layer methods are

given in Table 5.35.

Table 5.35 Mean values calculated for « for 0-30 soil layers of corn, sugar beet and
control plots by point 1, point 2, and layer method

Treatments| Co | SI  S2  S3 S%hseih)% c1 c2 3 Cl('m%ihfS
Depth,m 6, cmé/cm?
0.05 38.61| 37.17 37.74 3851 37.81| 37.33 4091  39.32 39.19
0.1 41.80| 39.07  40.07 40.91 40.02| 39.57 4215  41.23 40.98
0.2 4464| 4224 4148 43.88 4253| 42,76 4351 4345 43.24
0.3 44.09| 40.99  40.81 42.88 4156| 4218 4334 4217 42.56
Mean 42.29| 39.87 4003 4154 40.48| 4046 4248 4154 41.49
Layer Method x.10"" m?/s
0.05 1.0326 | 0.7368  1.1522 1.6255 1.1715| 0.2609 0.4478  0.7034 0.4707
0.1 4.7314| 27773  3.9722 3.2644 3.3380 | 2.7412 4.3911 8.0838 5.0720
0.2 9.6709 | 55570 3.3208 5.0284 4.6354|5.1035 9.3351 11.1026 8.5137
0.3 7.5381 | 8.1179 10.9526 6.0543 8.3749| 6.0769 7.7515  8.4491 7.4259
Mean | 5.7433| 42973 4.8495 3.9932 4.3800| 3.5457 5.4814 7.0847 5.3706
Pointl method x.10"" m?/s
0.05 0.9766 | 0.4087 1.0779 1.3604 0.9490 | 0.2748 0.4331  0.6650 0.4576
0.1 1.7417 | 1.7588  1.9316 2.0507 1.9137| 0.9988 1.3265 1.4295 1.2516
0.2 1.9495 | 2.0678  2.2405 2.3881 2.2321| 1.5807 1.8388  2.0379 1.8191
0.3 2.4323| 24741 2.7258 2.7565 2.6522 | 2.1374 2.3773 2.4884 2.3344
Mean | 1.7750| 1.6773 1.9940 2.1389 1.9367 | 1.2479 1.4939  1.6552 1.4657
Point2 method x.107 m?/s
0.05 0.9762| 0.4036  1.0732 1.3119 0.9296 | 0.2749 0.4331  0.6650 0.4577
0.1 1.7099 | 1.7827  2.0248 1.9935 1.9337| 1.0287 1.3508 1.3579 1.2458
0.2 1.9581| 2.0779 2.3639 2.3768 2.2729| 1.6416 1.8605 1.9026 1.8016
0.3 2.4227| 25968 2.7836 2.8726 2.7510 | 2.0866 2.2343  2.3280 2.2163
Mean | 1.7667| 17153 2.0614 2.1387 1.9718| 1.2579 1.4697 1.5634 1.4303
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Vertical change of 6 and « calculated by layer, point 1 and point 2 methods are given in
Figs 5.26-2.28. Values of « calculated by layer method followed similar pattern as 6 did
for control and corn plots, but sugar beet plots. On the other hand, k-values calculated
by point 1 and point 2 methods followed different patterns than 6 did (Figs 5.27 and
5.28).

22C 0,46
- 0,45 Control plot heat
10,0 0.44 diffusivity
80 0’43 w = Sugar beet plot heat
N ’ = diffusivity
o042 S
.iE 6,0 0,42 "’E Corn plot heat
9 - 041 & diffusivity
¥ 4,0 040 @ —e--. Control plot water
- 039 content
Y _ 038 o Sugar beet plot water
' content
0,0 . . . 0,37
0 01 02 03 04 Corn plot water
' ' ' ' content
Depth; m

Figure 5.26 Vertical change of 6 and « calculated by layer method. Values for corn and
sugar beet are mean of three replicates, while those for control are single values
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- 0.45 Control plot heat
diffusivit
- 0.44 Y
= Sugar beetl plot heat
(32)
bz g diffusivity
- 042 =
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040 © .. Control plot water
. 0.39 content
- 038  —---- Sugar beet plot
water content
0.0 T T T 0.37
0 0.1 0.2 0.3 04 i) U ELT
content
Depth; m

Figure 5.27 Vertical change of 6 and « calculated by pointl method. Values for corn
and sugar beet are mean of three replicates, while those for control are single values
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Figure 5.28 Vertical change of 6 and « calculated by point2 method. Values for corn
and sugar beet are mean of three replicates, while those for control are single values

5.4 Heat conductivity

Heat conductivity (1) was calculated by Eq. (4.2). For example, for S2, heat

conductivity was calculated as follows:

cal
s-cm-°C

2
A=x-C,=4207310" ™ 06405 _ 28745107
S cm®-°C

Calculated values of A by layer, pointl, and point2 methods and calculated values of

volumetric heat capacity (Cy) are given in Table 5.36.
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Table 5.36. Calculated values of A by layer, pointl, and point2 methods and calculated
values of volumetric heat capacity (Cy)

Treatments | Co | SI  S2  S3 Stnséi'n )33 ci 2 c3 c1(,mc;§h)cs
Depth,m Cy, cal cm=2°Ct
005 | 0.6080] 0.6036 06211 0.6136| 06127 | 0.6179 06562 06270] 0.6337
0.1 0.6498 | 0.6326 0.6544 06425 06431 | 0.6504 0.6746 0.6562| 0.6604
0.2 0.7178 | 0.6864 0.6706 06927| 0.6832 | 0.6879 0.6887 0.6943| 0.6903
0.3 0.7288 | 0.6753 0.6634 06984| 0.6790 | 0.6914 0.7164 0.6975| 0.7017

Mean 0.6761| 0.6495 0.6524 0.6618| 0.6545 0.6619 0.6840 0.6687| 0.6715

A, Layer method cal cm °C! s?

0.05 0.6278 | 0.4447 0.7156 0.9974| 0.7192 0.1612 0.2938 0.4411 0.2987

0.1 3.0745| 1.7569 2.5993 2.0973| 2.1512 1.7828 2.9620 5.3044 3.3497
0.2 6.9414 | 3.8143 2.2271 3.4830| 3.1748 3.5107 6.4290 7.7085 5.8827
0.3 5.4936 | 5.4822 7.2655 4.2282| 5.6586 4.2015 5.5532 5.8929 5.2158

Mean 4.0344 | 2.8745 3.2019 2.7015| 2.9260 2.4140 3.8095 4.8367 3.6867

A, Point 1 method cal cm?2C1s?

0.05 0.5938| 0.2467 0.6695 0.8347| 0.5836 0.1698 0.2842 0.4169| 0.2903

0.1 1.1318 | 1.1126 1.2640 1.3176| 1.2314 0.6496 0.8948 0.9380 0.8275
0.2 1.3992 | 1.4193 15026 1.6541| 1.5253 1.0873 1.2664 1.4149 1.2562
0.3 1.7726 | 1.6708 1.8082 1.9251| 1.8014 1.4778 1.7031 1.7355 1.6388

Mean 1.2244| 11123 1.3111 1.4329| 1.2854 0.8461 1.0371 1.1263 1.0032

A, Point 2 method cal cm?12C1s1

0.05 0.5935| 0.2436 0.6665 0.8050| 0.5717 0.1699 0.2842 0.4170| 0.2904

0.1 1.1111| 1.1277 1.3250 1.2808| 1.2445 0.6690 0.9112 0.8910 0.8237
0.2 1.4055| 1.4263 1.5854 1.6464| 1.5527 1.1292 1.2813 1.3210 1.2438
0.3 1.7656 | 1.7537 1.8466 2.0062| 1.8688 1.4427 1.6007 1.6236 1.5557

Mean 1.2189| 1.1378 1.3559 1.4346| 1.3094 0.8527 1.0194 1.0631 0.9784

The damping depth (d) was calculated as follows:

2
d= / Comean _ \/846005 42973107 Y™ ~10.76cm
j 3.14 s
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The calculated values of d are given in Table 5.37.

Table 5. 37 Dumping depth (d )-values of treatment plots (cm)

Plants Grown Plot Plots code Damping Depth d (cm)

Control Co 12.44
Sugar beet S1 10.76
Sugar beet S2 11.43
Sugar beet S3 10.37
Sugar beet Mean 10.86
Corn C1 9.77

Corn C2 12.15

Corn C3 13.82

Corn Mean 12.03

Dumping depth (d) was more variable at corn than sugar beet plots. On the other hand,
the value of d calculated for corn was more similar to one calculated for Co. The d is a
function of amplitude of temperature soil surface and soil water content. We believe that
this difference between corn and others would be attributed to differences in water

content and in temperature amplitudes on the soil surface under corn canopy.

5.5. Comparing Modeling Successes

Pointl and point2 methods out performed layer method as depicted by Figs 5.16-5.26.
This success was attributed to that the point methods consider soil surface temperature

parameters in calculating the values of «;, the value used in calculating soil temperature.
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Figure 5.29 Measured and calculated temperature (T) values at 0.05 m depth of sugar
beet plots (S1, S2, S3) on the selected days during the study period. The values are

means of three replicates (S1, S2, and S3)
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Figure 5.30 Measured and calculated temperature (T) values at 0.05 m depth of corn
plots (C1, C2, C3) on the selected days during the study period. The values are means of

three replicates (C1, C2, and C3)

134



0

40.0
Control plot; 0.10 m depth; T, and T,

35.0

(5 30.0

- WV WY

tu

44

-
(5]
o 15.
5 v
= 10.0 \\/
>0 VA
0.0 bgghthh&:
§ 5§ £ & 5% £ 2 £ 3 § & £ 2 S =
:::::.'::QDGDGOSEEQOS
S T TN SeY g << EF§f 23 838
Yo
S & « S~ I I B E & o o ©
> S N o o o o &
N N N 9 »n «»vn N
S W
~ &N

—— Measured T
——Predicted T by layer method .
Time

——Predicted T by point 1 method
Predicted T by point 2 method

Figure 5.31 Measured and calculated temperature (T) values at 0.1 m depth of control
plot (Co) on the selected days during the study period
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Figure 5.32 Measured and calculated temperature (T) values at 0.1 m depth of sugar
beet plots (S1, S2, S3) on the selected days during the study period. The values are

means of three replicates (S1, S2, and S3)
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40.0

0.0

Figure 5.33 Measured and calculated temperature (T) values at 0.1 m depth of corn plots
(C1, C2, C3) on the selected days during the study period. The values are means of
three replicates (C1, C2, and C3)

Figure 5.34 Measured and calculated temperature (T) values at 0.2 m depth of control
plot (Co) on the selected days during the study period
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Figure 5.35 Measured and calculated temperature (T) values at 0.2 m depth of sugar
beet plots (S1, S2, S3) on the selected days during the study period. The values are
means of three replicates (S1, S2, and S3)

Figure 5.36 Measured and calculated temperature (T) values at 0.2 m depth of corn plots
(C1, C2, C3) on the selected days during the study period. The values are means of
three replicates (C1, C2, and C3)
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40.0

Figure 5.37 Measured and calculated temperature (T) values at 0.3 m depth of control
plot (Co) on the selected days during the study period

Figure 5.38 Measured and calculated temperature (T) values at 0.2 m depth of sugar
beet plots (S1, S2, S3) on the selected days during the study period. The values are
means of three replicates (S1, S2, and S3)
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Figure 5.39 Measued and calculated temperature (T) values at 0.2 m depth of corn plots
(C1, C2, C3) on the selected days during the study period. The values are means of

three replicates (C1, C2, and C3)

Linear correlation analysis conducted between measured and calculated values of
temperature at different depths are given in Table 5.38. Table 5.38 shows that all the

methods predicted the temperature successfully at 0.05, 0.1, 0.2, and 0.3 cm depths of

all the plots. However, the statistical parameters for goodness of fit show that the

models were less successful at deeper depths (especially at 0.2 and 0.3 m) in predicting
soil temperature, indicating that correlation analysis may not be used solely to evaluate
the model performance. The correlation analysis measures if greater values matches
with greater values, or vice versa. Some other measures should be used along with

correlation analysis for a better evaluation of model performance.
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Table 5.38 Linear correlation analysis conducted between measured and calculated
values of temperature at different depths

Depth Control plot Sugar beet plot Corn plot

layer Pointl Point2 layer Pointl Point2 layer Pointl Pointl

0.05 - - - 0.8584 0.8589 0.8564 0.791 0.8499 0.8526
0.10 0.8247 0.9279 0.9320 0.8631 0.8609 0.8562 0.7968 0.8423 0.8415
0.20 0.8437 0.896 0.8945 0.8433 0.8399 0.8378 0.8083 0.8208 0.8204
0.30 0.8231 0.8503 0.8506 0.817 0.8144 0.8136 0.7911 0.7953 0.7952

Mean 0.8305 0.8914 0.8924 0.8455 0.8435 0.8410 0.7968 0.8271 0.8274

The predicted and measured values of temperature at 0.05, 0.1, 0.2, and 0.3 m depths of
control, sugar beet and corn plots are given in tables 5.39, 5.41, 5.43, 5.45, 5.47, 5.49,
5.51, 5.43, and 5.55 and their corresponding statististical parameters for goodness of fit
are given in 5.40, 5.42, 5.44, 5.46, 5.48, 5.50, 5.52, 5.54 and 5.56. In addition,
measured and calculated temperature values at 0.05, 0.1, 0.2, and 0.3 m depths of
control, sugar beet and corn plots are compared in the Figs. 5.40 thorough 5.47. These
listed tables and figures show that the layer method generally poorly predicted the
temperature in majority of the cases, while pointl and point2 methods successfully
predicted the temperature at given depths. For example, Table 5.40 shows that the
calculated F-values for layer method were lower than the corresponding standard table
value, indicating that the layer method was not adequately predict the temperature at 0.1
m, while Table 5.42 and 5.44 show that the calculated F-values were greater than
corresponding table value, suggesting that the pointl and point2 methods successfully
predicted temperature at 0.1 m depth of control plot. Similarly, Fig. 5.40 shows that the
line representing layer method-predicted temperature behaves differently from
measured one, while those representing pointl and point2 predicted temperature values
behave more consistently. In addition, behavior of lines for pointl and point2 methods
are highly resemble.

140



Table 5.39 Measured and layer method-predicted values of temperature at different
depths of control plot (n=16).

[ Time 0.10 0.20 0.3
ti Tm Tp Tm Tp Tm Tp

1 0 20.5 18.5 211 20.1 21.0 19.9
2 3 19.5 15.2 20.7 18.5 21.2 19.3
3 6 18.7 14.3 20.3 17.3 21.1 18.6
4 9 17.8 16.2 19.8 17.2 21.1 18.3
5 12 18.2 19.9 194 18.2 20.8 18.5
6 15 19.7 23.2 19.6 19.8 20.7 19.1
7 18 21.2 24.1 20.1 21.1 20.5 19.7
8 21 21.2 22.1 20.6 21.2 20.6 20.1

Tm: Measured temperature °C; Ty: Predicted temperature °C

Table 5.40 Statistical parameters for comparing measured and layer method-predicted
values of temperature at different depths of control plot (n=16).

Fr (1, 6)

X, M R2 R2adj fo ESS RSS TSS Fc
a=0,01 o=0,05

040 0392 0291 11009 4.6890 7.2710 11.9600 3.87< 1375  5.99
020 0105 0000 05984 0.2514 2.1486 24000 0.7< 1375 5099
030 0221 0091 02483 0.1051 03699 04750 1.7< 1375 5099

x: depts, R?: Coefficient of determination, R%g;: Adjusted R?, o Root Mean Squared Error, ESS: Estimate
sum of square, RSS: Residual sum of squares, TSS: Total sum of square, F: Fisher Criteria, Fr: F- table,
Fc: F-calculated

Table 5.41 Measured and pointl method-predicted values of temperature at different
depths of control plot (n = 16)

i Time 0.10 0.20 0.3
ti Tm Tp Tm Tp Tm Tp

1 0 20.6 20.5 21.1 19.9 20.8 19.2
2 3 19.7 18.3 20.7 19.8 21.0 19.3
3 6 18.8 16.6 20.3 194 21.0 194
4 9 18.0 16.4 19.8 18.8 20.9 19.3
5 12 18.3 17.9 19.5 18.5 20.7 19.2
6 15 19.7 20.1 19.7 18.6 20.5 19.1
7 18 21.1 21.8 20.1 19.0 20.4 19.0
8 21 21.2 21.9 20.6 19.5 20.5 19.1

Tm: Measured temperature °C; Tp: Predicted temperature °C
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Table 5.42 Statistical parameters for comparing measured and point 1 method-predicted
values of temperature at different depths of control plot (N =16)

F table (1,6)

x,m R? R%j o ESS RSS  TSS
0=0,01 @=0,05

010 0.990 0.883 0.4468 10.7620 1.1980 11.9600 53.92> 1375  5.99
020 0967 0.962 0.1147 2.3211 0.0789 2.4000 176.47> 1375 599
030 0.849 0.824 0.1093 0.4033 00717 04750 33.77> 1375  5.99

x: Depth, R% Determination coefficient, R%q: Adjusted R?, o Root mean squared Error, ESS: Estimate
sum of square, RSS: Residual sum of squares, TSS: Total sum of square, F: Fisher Criteria

Table 5.43 Measured and point 2 method-predicted values of temperature at different
depths of control plot (Nn=16)

i Time 0.10 0.20 0.3
ti Tm Tp Tm Tp Tm Tp

1 0 20.8 20.6 21.4 19.7 21.3 19.1
2 3 19.9 18.7 21.1 19.7 21.5 19.3
3 6 19.1 17.0 20.7 194 21.5 194
4 9 18.2 16.6 20.1 19.0 21.4 194
5 12 18.6 17.7 19.7 18.7 21.2 19.3
6 15 20.1 19.7 20.0 18.7 21.0 19.1
7 18 21.6 21.3 20.5 18.9 20.9 18.9
8 21 21.5 21.7 21.0 19.3 20.9 19.0

Tm: Measured temperature °C; Ty: Predicted temperature °C

Table 5.44 Statistical parameters for comparing measured and point 2 method-predicted
values of temperature at different depths of control plot (n =16)

F tale (1,6
x,m R! RL; o [ESS RSS TSS able (1,6)

a=0,01 a=0,05

0.10 0948 0.939 0.3230 11.334 0.6260 11.9600 108.63> 13.75 5.99
020 0.874 0.853 0.2244 2.0978 0.3022 2.4000 41.65> 13.75 5.99
030 0.700 0.649 0.1542 0.3323 0.1427 0.4750 13.97> 13.75 5.99

x: Depth, R?: Determination coefficient, R%gqj: Adjusted R?, o: Root Mean Squared Error, ESS: Estimate
sum of square, RSS: Residual sum of squares, TSS: Total sum of square, F: Fisher Criteria

Point2 method shows adequate for control plot soils due to values of R? ve R%gj are

very high in x=10, 20, 30 cm depths and Fres> Fran!.
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Figure 5.40 Measured vs calculated temperature values at 0.1 m depth of control plot
(N=16)

Figure 5.41 Measured vs calculated temperature values at 0.2 m depth of control plot
(n=16)

Figure 5.42 Measured vs calculated temperature values at 0.3 m depth of control plot
(n=16)
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Table 5.45 Measured and layer method-predicted values of temperature at different
depths of sugar beet plots (n = 16). Values are means of three replicates (S1, S2, S3)

Time 0.05 0.1 0.2 0.3

ti Tm Tp Tm Tp Tm Tp Tm Tp

174 19.2 19.1 21.3 196 212 194 20.3
159 150 17.9 18.4 191 206 194 20.4
146  13.6 16.9 16.3 18.6 195 193 20.2
146 159 16.2 16.4 18.1 18.7 19.1 19.8
12 184 205 17.2 18.4 17.8 185 188 194
15 223 247 19.7 21.3 18.1 19.2 187 19.4
18 225 261 212 23.4 189 20.2 1838 19.6
21 194 238 20.3 23.3 194 210 190 19.9

W N O g A ON -~

Tm: Measured temperature °C; Ty: Predicted temperature °C

Table 5.46 Statistical parameters for comparing measured and layer method-predicted
values of temperature at different depths of sugar beet plots (N =16)

F table (1,6)

x,m RZ Ry o ESS RSS  TSS F
2=0,01 a=0,05

0.05 0928 0.916 0.9094 63.6370 4.9620 68.5990 76.95> 13.75 5.99
0.10 0.949 0.940 0.4355 21.0610 1.1380 22.1990 111.03> 13.75 5.99
020 0975 0.970 0.1136 2.9630 0.0770 3.0400 231.02> 13.75 5.99
0.30 0.950 0.942 0.0681 0.5309 0.0278 0.5587 114.66> 13.75 5.99

x: Depth, R? Determination coefficient, R%q: Adjusted R?, o Root mean squared Error, ESS: Estimate
sum of square, RSS: Residual sum of squares, TSS: Total sum of square, F: Fisher Criteria
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Table 5.47 Measured and pointl method-predicted values of temperature at different
depths of sugar beet plots (n = 16). Values are means of three replicates (S1, S2, and

S3)

i Time 0.05 0.1 0.2 0.3

ti Tm Tp Tm Tp Tm Tp Tm Tp
1 174 204 191 217 196 203 194 198
2 159 167 179 199 191 204 194 199
3 146 148 169 182 186 202 193 200
4 146 159 162 174 181 198 191 200
5 12 184 193 172 181 178 194 188 199
6 15 223 230 197 198 181 193 187 1938
7 18 225 249 212 216 189 195 188 197
8 21 194 238 203 223 194 199 190 197

Tm: Measured temperature °C; Ty: Predicted temperature °C

Table 5.48 Statistical parameters for comparing measured and pointl method-predicted
values of temperature at different depths of sugar beet plots (n =16)

x,cm R? Ry o ESS RSS TSS F F tabie (1,6)
0=0,01 0=0,05
5 0874 0853 1.1991 59.9720 8.6260 685990 41.71> 1375  5.99
10 0795 0760 0.8718 17.6390 4.5600 22.1990 2321> 1375 599
20 0455 0364 05255 1.3829 16571 3.0400 5.01< 1375  5.99
30 0162 0022 02794 00903 0.4685 05588 1,16< 13.75  5.99

x: Depth, R? Determination coefficient, R%g: Adjusted R?, o: Root Mean squared error, ESS: Estimate
sum of square, RSS: Residual sum of squares, TSS: Total sum of square, F: Fisher Criteria

Table 5.49 Measured and and point2 method-predicted values of temperature at
different depths of sugar beet plots (N = 16). Values are means of three replicates (S1,

S2, $3)

i Time 0.05 0.1 0.2 0.3

ti Tm Tp Tm Tp Tm Tp Tm Tp
1 0 17.4 20.6 19.1 21.6 19.6 202 194 19.7
2 3 15.9 17.0 17.9 20.1 19.1 203 194 19.9
3 6 14.6 15.0 16.9 18.4 18.6 202 193 20.0
4 9 14.6 15.9 16.2 17.6 18.1 199 191 20.1
5 12 18.4 19.1 17.2 18.1 17.8 195 188 20.0
6 15 22.3 22.7 19.7 19.6 18.1 194 187 19.8
7 18 22.5 24.7 21.2 21.3 18.9 195 188 19.7
8 21 19.4 23.8 20.3 22.1 19.4 198 19.0 19.6

Tm: Measured temperature, °C; T,: Predicted temperature, °C
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Table 5.50 Statistical parameters for comparing measured and point2 method-predicted
values of temperature at different depths of sugar beet plots (n=16)

x,cm R2 Ry o ESS RSS  TSS F a:g.g;'e 2;6305
5 0.852 0.828 1.3000 58.4590 10.1400 68.5990 34.59> 13.75  5.99
10 0736 0.692 0.9886 16.3350 5.8640 22.1990 16.71> 13.75 5.9
20 0303 0.186 0.5944 0.9201 21199 3.0400 2.60< 13.75  5.99
30 0.016 0.000 0.3026 0.0092 05496 05588 0,10< 13.75  5.99

x: Depth, R% Determination coefficient, R%q: Adjusted R?, o Root mean squared Error, ESS: Estimate
sum of square, RSS: Residual sum of squares, TSS: Total sum of square, F: Fisher Criteria

25.0

|
/ﬁ* Sugar beet plot, 0.05 m

15.0

20.0 ™
N

10.0

e \easured T

—Predicted T by layer

5.0

Predicted T by point 1
== Predicted T by point 2

Temperature °C

0.0

6 9 12

15 18 21 GLhour

Figure 5.43 Mean measured vs predicted hourly temperature values at 0.05 m depth of
sugar beet plots during the study period (n =16)
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Figure 5.44 Mean measured vs predicted hourly temperature values at 0.1 m depth of
sugar beet plots during the study period (n =16)
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Figure 5.45 Mean measured vs predicted hourly temperature values at 0.2 m depth of
sugar beet plots during the study period (n = 16)
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Figure 5.46 Mean measured vs predicted hourly temperature values at 0.3 m depth of
sugar beet plots during the study period (n =16)

Table 5.51 Measured and layer method-predicted values of temperature at different
depths of corn plots (n = 16). Values are means of three replicates (C1, C2, C3)

i Time 0.05 0.1 0.2 0.3
ti Tm Tp Tm Tp Tm Tp Tm Tp

1 0 17.7 17.0 18.3 19.1 18.3 19.8 18.0 194
2 3 16.7 14.4 17.7 17.0 18.2 19.1 18.1 19.2
3 6 15.8 14.5 17.1 16.1 18.0 18.3 18.1 19.0
4 9 154 17.2 16.7 16.8 17.7 17.9 18.0 18.7
5 12 17.2 20.9 16.9 18.8 17.5 18.2 17.9 18.6
6 15 195 23.5 18.0 20.9 17.6 18.9 17.8 18.7
7 18 19.9 23.5 18.6 21.9 18.0 19.6 17.9 19.0
8 21 18.9 20.8 18.6 21.2 18.2 20.0 18.0 19.2

Tm: Measured temperature °C; T,: Predicted temperature °C
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Table 5.52 Statistical parameters for comparing measured and layer method-predicted
values of temperature at different depths of corn plots (n =16)

F table (1,6)
o=0,01 o=0,05

X,cm R?  R%gj o ESS RSS TSS F

5 0706 0.657 0.9806 13.8690 5.7700 19.6390 14.42> 13.75 5.99
10 0.628 0.566 0.5019 2.5473 15115 4.0587 10.11 13.75 5.99
20 0.533 0455 0.2230 0.3404 0.2984 0.6388 6.84 13.75 5.99
30 0307 0.191 0.0931 0.0230 0.0520 0.0750 2.65< 13.75 5.99

x: Depth, R% Determination coefficient, R%q;: Adjusted R?, o: Root Mean Squared Error, ESS: Estimate
sum of square, RSS: Residual sum of squares, TSS: Total sum of square, F: Fisher Criteria

Table 5.53 Measured and point 1 method-predicted values of temperature at different
depths of corn plots (n = 16). Values are means of three replicates (C1, C2, C3).

i Time 0.05 0.1 0.2 0.3
ti Tm Tp Tm Tp Tm Tp Tm Tp

1 0 17.7 19.1 18.3 20.0 18.3 19.0 18.0 18.9
2 3 16.7 16.8 17.7 19.2 182 19.1 18.1 19.0
3 6 158 15.8 171 183 180 19.1 18.1 19.0
4 9 154 16.7 16.7 178 17.7 19.1 18.0 19.0
5 12 172 18.9 16.9 18.0 175 189 17.9 19.0
6 15 195 211 18.0 18.7 176 188 17.8 19.0
7 18 199 221 18.6 19.7 18.0 18.8 17.9 19.0
8 21 189 21.3 18.6 20.2 18.2 18.9 18.0 19.0

Tm: Measured temperature °C; Ty: Predicted temperature °C

Table 5.54 Statistical parameters for comparing measured and pointl method-predicted
values of temperature at different depths of corn plots (n =16)

F table (1,6)

X,cm R? RZ%g o ESS RSS TSS F
a=0,01 a=0,05

5 0933 0922 0.4687 18.3210 1.3180 19.6390 83,41> 13.75 5.99
10 0.887 0.868 0.2763 3.6008 0.4579 4.0587 47,18> 13.75 5.99
o0 0.087 0.000 0.3118 0.0556 0.5832 0.6388 0,57< 13.75 5.99
30 0.001 0.000 0.1113 0.0007 0.0743 0.0750 0,06< 13.75 5.99

x: Depth, R% Determination coefficient, R%q;: Adjusted R?, o2 Root Mean Squared Error, ESS: Estimate
sum of square, RSS: Residual sum of squares, TSS: Total sum of square, F: Fisher Criteria
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Table 5.55 Measured and point 2 method-predicted values of temperature at different
depths of corn plots (N=16). Values are means of three replicates (C1, C2, C3)

i Time 0.05 0.1 0.2 0.3
ti Tm Tp Tm Tp Tm Tp Tm Tp

1 0 17.7 19.3 18.3 19.9 18.3 19.0 18.0 18.9
2 3 16.7 171 17.7 19.3 18.2 191 18.1 18.9
3 6 15.8 16.0 171 18.5 18.0 191 18.1 19.0
4 9 154 16.7 16.7 17.9 17.7 191 18.0 19.0
5 12 17.2 18.7 16.9 18.0 17.5 19.0 17.9 19.0
6 15 195 20.9 18.0 18.6 17.6 18.9 17.8 19.0
7 18 19.9 21.9 18.6 19.5 18.0 18.8 17.9 19.0
8 21 18.9 21.3 18.6 20.0 18.2 18.9 18.0 19.0

Tm: Measured temperature °C; T,: Predicted temperature °C

Table 5.56 Statistical parameters for comparing measured and point 2 method-predicted
values of temperature at different depths of corn plots (N =16)

Ftable (1,6)
X, cm  R? R o ESS RSS TSS F
o=0,01 a=0,05
5 0.943 0.933 0.4338 18.5100 1.1290 19.6390 98.38> 13.75 5.99
10 0821 0.791 0.3483 3.3308 0.7280 4.0587 27,45> 13.75 5.99
o0 0.000 0.000 0.3263 0.0002 0.6386 0.6387 0O< 13.75 5.99
30 0.020 0.067 0.1000 0.01500 0.0600 0.0750 1,50< 13.75 5.99

x: Depth R% Determination coefficient, R%gj: Adjusted R?, o: Root Mean Squared Error, ESS: Estimate
sum of square, RSS: Residual sum of squares, TSS: Total sum of square, F: Fisher Criteria
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Figure 5.47 Mean measured vs predicted hourly temperature values at 0.05 m depth of
corn plots during the study period (n =16)
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Figure 5.48 Mean measured vs predicted hourly temperature values at 0.1 m depth of
corn plots during the study period (n =16)

Figure 5.49 Mean measured vs predicted hourly temperature values at 0.2 m depth of
corn plots during the study period (n =16)

Figure 5.50 Mean measured vs predicted hourly temperature values at 0.3 m depth of
corn plots during the study period (n =16)
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6. DISCUSSION AND CONCLUSIONS

Soil thermal properties directly affect soil productivity. Soil thermal properties are
influenced by soil texture, soil bulk density, soil organic matter content, and soil water
content. Time of planting and harvesting are directly controlled to soil thermal
properties. Soil thermal properties differ under different plant covers. In this study, soil
thermal properties were modeled under different plant covers using three different
models and the results were compared with measured values. In this regard, the specific
targets were: 1. Determining aerodynamics of soil surface temperature differences under
different crop canopies and discuss the likely reasons behind those differences, 2.
Modeling the soil temperature and heat flow diffusivity at different soil depths under
different plant canopies, and 3) Comparing the performance of different methods to
model heat diffusivity and soil temperature at different depths under different crop

canopies.

Plants are expected to influence the soil thermal properties by two major means: 1. they
control the partitioning of the solar radiation reaching to earth surface, 2. they affect
dynamics of heat flow from surface to soil, and 3. they control heat flow in soils
indirectly, altering the soil structure, affecting soil water content, and altering the soil
water flow. Most of the models developed for predicting soil thermal properties have
been based on bare soil conditions as predicting soil thermal properties under plant
cover requires accounting to additional factors that complicates the modeling process. In
this study, we modeled heat flow under sugar beet and corn canopies and compared the

results to those found under bare soil conditions.

The soils of the experimental site are clay loam (CL). These soils are young alluvial
soils with low organic matter content. Horizon boundaries of the soils are faint with
slightly wavy structure. Mean value of particle density is 2.62 gr/cm?, bulk density is
1.33 gr/cm?, and porosity is % 49.203. The specific surface area of the soils is 65.4 m2g°
! which is typical for a loam. Soil specific area differs depending on clay mineralogy

and soil texture (Filgueira et al. 2006).
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In this study, greatest soil surface air temperature occurred under sugar beet canopy,
followed by bare soil and corn canopy. This was attributed to heavy and dense canopy
of sugar beet that worked as an insulator for temperature on the soil surface, decreasing
convective heat loss by wind and latent heat loss by evaporation. On the other hand,
relatively light corn canopy and bare soil surface allowed wind flow that resulted in heat
loss by convection and by evaporation from the soil surface. In addition, vertical
distribution of light in corn canopy resulted in less light reaches to the soil surface,
resulted in slightly cooler air at soil-air interface. Our results were consistent with those
found by others (Grupta et al. 1982, Kowsar et al. 1966, Baver 1966 ve Streck et al.
1996). These researchers evaluated soil thermal properties under different mulches.

Soils under plant cover heat slower and cool slower. The soil thermal diffusivity is
highly different under different plant covers. One of the main aims of this study was
determine these differences under corn and sugar beet crops by modeling heat
diffusivity and soil temperature at predetermined depths. The methodology of
monitoring soil temperature and water content and modeling approach used in this study
made it possible to evaluate effect of these crops on soil thermal properties during an
entire growing season and compare the results with those found in bare soil conditions.

Measured and predicted values of air temperature at soil surface of control, sugar beet,
and corn plots were highly similar as indicated by strong correlation coefficients ( =
0.96, 0.89, and 0.91 for control, sugar beet and corn plots, respectively). Amplitudes of
temperature on the soil surface were 12.7 for sugar beet, 11.94 for control and 8.32 °C
for corn, suggesting that corn plots warmed and cooled more slowly than control and
sugar beet plots. Our results were consistent with those reported by Streck (1996) and
Giilser and Ekberli (2004). This difference between corn and sugar beet plots was
attributed to differences in plant canopies that controlled the vertical distribution of light

in the canopy and heat loss from the soil during heating and cooling times.
Greatest coefficient of heat diffusivity (x) calculated by point2 method (as point2

method outperformed pointl and layer methods we considered its predictions in
comparison) occurred in sugar beet (1.9718.107 m?/s) followed by control (1.7667.10”
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m?/s) and corn (1.4303.107 m?/s) plots, respectively. Interestingly this rank of x was
identical to the rank of temperature amplitude for sugar beet, control, and corn plots.
This difference in x would be attributed to differences in soil water content, soil water
flow, and soil structure caused by plant root system and differences in soil bulk density
resulted from growth of plant roots and tubers. Our calculated « values for control plot
agreed to those calculated by Gao et al. (2008), who calculated « at 0.05, 0.1, 0.2, and
0.4 m depths of a bare loam and a clay and to those calculated by Otunla and Oladiran
(2006), who calculated « at 0.05 and 0.1 m soil depths between 3 and 12 June, 2005.

In this study, we modeled soil temperature and « using three different methods, namely
layer method, pointl method, and point2 method. The layer method poorly described
soil temperature and even some cases it failed. Contrary to layer method, the pointl and
point2 methods successfully predicted the temperature in studied soil depths. The on the

other hand, the point2 method outperformed pointl method in majority of the cases.

Performance of all the methods used in this study decreased in depth. Beyond 10 cm,
the model's performance decreased sharply, which was attributed to the dumping depth.
The damping depth (d) is an important factor determining the depth where temperature
amplitude is effective. Beyond d the amplitude may not help to predict temperature
change. In our soils, the d occurred at 12.44 cm for control, 12.03 cm corn, and 10.86
cm for sugar beet plots (Table 5.37). This explains why the modeling success decreased
sharply at 0.2 and 0.3 m soil depths irrespective to soil surface conditions. Similar
conclusions were made elsewhere (Andrade and Abreu 2002). Our results are consistent
with those reported by Yilmaz (2008) and Simarmaz (2010). In addition, our values for
d agreed to those reported by De vries (1963) and Giilser and Ekberli (2004).

Several models have been developed to model soil thermal properties. Each of these
models has their unique assumptions set by model developers. Therefore, the model
structure and assumptions made should be considered carefully before employing these
models for predicting the thermal properties (Yesilsoy 1975, Hadas 1977, De Vries and
Philip 1986, Nassar et al. 1992). Most of the models developed for predicting soil

thermal properties are based the solutions derived from Cartesian and cylindrical
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coordinate system. All these models are layer models, which use the initial conditions of
T(o0,t)=To. In this study, we used three models to predict x. All three models have been

developed based on Cartesian coordinate system.

Soil water content may have a decisive effect on heat flow and storage in soils. Lipiec et
al. (2007) reported that the soil heat conductivity (1) was generally greater under
cultivated soils compared to grasslands in moist soils, while reverse was true in drier
soils. Plants may affect soil heat flow, partitioning of solar radiation on the soil surface
and water status of soils. Al-Kayssi et al. (1990) reported that increased 6 resulted in
decreased soil temperature differences between day-time and night-time. They further

reported that increased 0 resulted in an increased absorbed solar energy.

Plant covers have highly complicated effects on soil thermal properties due to multiple
interactions among soil properties, plants, and soil thermal properties. Usowicz et al.
(1996) studied spatial variability of soil thermal properties by classical statistics and
geostatistics. Their results indicated a clear spatial relation between soil water content,
bulk density, and spatial variability of soil thermal properties. The spatial relation was
different for different soil properties depending on 6. For individual crops, spatial
autocorrelation of soil thermal properties was related to soil water content. At water
contents close to or higher than field capacity, this range decreased considerably,
becoming more similar to the spatial autocorrelation range of soil bulk density
(Usowicz et al. 1996)

Plant cover type and its spatial orientation can affect soil thermal properties. Usowicz et
al. (2001) reported that soil moisture on particular cultivated fields showed that type
and growth stage of vegetation and meteorological conditions (mainly frequency and
amount of rainfall, as well as sunshine duration over a given period) were key factors
affecting soil thermal properties in the studied fields. In addition, they also reported that
difference in soil moisture between examined fields were influenced by variation in
intercepted amount of precipitation and in amount of evaporation from soil surface and

transpiration by plants.
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Soil physical properties such as bulk density may have a control on soil thermal
properties. Usowicz et al. (2001) found that the soil compaction had both direct and
indirect effect on soil heat flow, increasing the contact points of particles in the former

and influencing vigor of plant cover on soil surface in the later.

The soil tillage and cropping systems may influence soil thermal properties, while this
effect may be different over the different periods in the growing season. Dalmago et al.
(2004) compared soil temperature in corn-cropped no-tillage and conventional tillage
systems. They reported that at the beginning of plant growth, the highest soil
temperatures occurred in the conventional system in all soil layers. However, after 30
days from emergence, the highest temperatures occurred in the no-tillage system, and
variations between the cropping systems decreased after the plants covered the soil
surface. Rahimi et al. (2013) modeled « in soil with different texture and 6. Their
results showed initially increased then decreased behavior of k against increasing 6,

which were consistent with our findings.

Conclusions

We modeled soil temperature and thermal diffusivity (x) in a clay loam during a
growing season under sugar beet, corn, and bare soil conditions by three modeling
approaches, namely layer, point 1 and point 2 methods. The following principal points

were derived from the study.

1. Mean air temperature at soil surface was greatest under sugar beet and lowest under
corn crop during entire of growing season. This was attributed to dense cover of the
sugar beet that worked as insulator for temperature on the soil surface. On the other
hand, relatively light corn canopy allowed wind flow that resulted in heat loss from the
soil surface by convection. In addition, vertical distribution light in the corn canopy

resulted in lower amount of solar radiation to reach on the soil surface.
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2. Difference between measured and predicted temperature is greatest in sugar beet and
lowest in corn plots. This variation in difference decreased by depth and by soil surface

coverage of plants.

3. The point methods (point 1 and point 2 methods) outperformed the layer method in
all the cases. The layer method over predicted the soil temperature in all depths under
all the soil surface conditions. Point 1 and point 2 methods made more reasonable
predications and their predications were consistent in majority of the cases. This success
of the point methods were attributed to the initial conditions on soil surface that they

employ. The layer method uses the initial conditions T(oo, t)=0, while the point methods
use initial conditions 6T(L,t)/dx=0. In addition, the analytical solutions used in point

methods better account to the heat flow dynamics in soils.

4. The sugar beet plot always had lower @ than control and corn plots during the entire

experimentation. This resulted in a greater x in sugar beet plot soils.

5. Irrespective to soil surface conditions, at all the plots, the model success decreased by
depth. After dumping depth, the predication success of the models decreased sharply.
The predications made by layer method were even worsened.

6. The instruments (Maxim iButton sensors) used in this study made it possible to
collect multiple measurements of temperature at multiple soil depths during the entire
growing season. However, some sensors became inactive after they are installed in soil.
This resulted in that we had to drop some of the plots and evaluated the rest of them.
This should be considered in further studies. Some advanced types of these and other
sensors may be used to ensure their functionality during the study. For example, some
of these sensors that can communicate to computers and/or cellular phones can be

installed in the soil and their functionality can be checked from time to time.
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Appendix 1. Measured (To, Ta) and calculated (w) parameters and corresponding goodness of fit parameters calculated for plot S1 for 16

weeks of study period

The parameters of the soil surface

Statistical parameters for goodness of fit

Weeks Date To Ta g n R? RZadj D c=nD Ul HQC *F
1 06.06.2013 20.75 12,6459 1.9733 09532 09086  0.8721 09755 09298  0.0625  2.6336  24.86
2 21.06.2013 22.62 12.2044 1.7283 09327 08699  0.8179 009643  0.8994 00686  2.9593  16.72
3 24.06.2013 32.06 17.2312 1.8631 08240 06790 05506  0.8984 07403  0.1204  4.8003  5.29
4 02.07.2013 25.06 17.8302 1.8931 08877 07880  0.7033 09382  0.8328  0.1150  4.3046  9.29
5 09.07.2013 27.69 16.2120 1.8700 08815 07770  0.6879 09344 08237 01014 41789 871
6 15.07.2013 19.62 2.8481 1.6770 08233 06778 05489  0.8945 07364 00352  1.2058  5.26
7 23.01.2013 24.56 15.8482 1.9899 08895 07912 07077 09392  0.8355  0.1054  4.0496  9.48
8 14.08.2013 26.44 155161 1.9658 08862 07853  0.6995 09374  0.8307 00992  4.0426 9.5
9 20.08.2013 23.00 14.1604 1.9078 09213 08487 07882 09575  0.8821  0.0837 34320  14.03
10 27.08.2013 24.25 15.7263 1.8933 09040 08172  0.7441 009476 08567 00976  3.8688  11.18
11 04.09.2013 18.81 18.1871 1.9364 08774 07699  0.6779 09322 08179  0.1507  4.4495 837
12 10.09.2013 21.75 18.1347 1.9479 08753 07661  0.6726 09310 08149  0.1376  4.4649  8.19
13 25.09.2013 18.50 13.7865 1.9835 08724 07610  0.6654 09285  0.8100  0.1285  3.9450  7.96
14 01.10.2013 6.19 3.2064 2.1055 07987 06379 04930 08811 07037 01275  1.6200  4.40
15 08.10.2013 11.94 13.7095 2.0237 09091  0.8264 07570  0.9506  0.8642  0.1416  3.5317  11.90
16 22.10.2013 12.19 17.6229 2.2070 09063  0.8213  0.7499  0.9490  0.8600  0.1623  4.0688  11.49

To: Average Temperature of Soil Surface, T.: Wave Amplitude, e: Phase Angle. #: Correlation coefficient, R% Determination coefficient, R%g: Adjusted R?, D:
Agreement index, c: The confidence index, Ul: Theil's Forecast Accuracy Coefficient, HQC; Hannan-Quinn Criteria, F: Fisher Criteri.
*0=0,01 for Ftam=13.27 0=0,05 for Ftani=5.79
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Appendix 2. Measured (To, Ta) and calculated (w) parameters and corresponding goodness of fit parameters calculated for plot S2 for 16

weeks of study period

The parameters of the soil surface

Statistical parameters for goodness of fit

Weeks Date To Ta g n R? RZadj D c=nD Ul HQC *F
1 06.06.2013 20.812 15.9842 2.8337 08581  0.7363  0.6308 09199 07893  0.1400  4.3722  6.98
2 21.06.2013 19.56 11.4479 2.3285 09630 09275  0.8984 009809 09446 00533  2.1833  31.96
3 24.06.2013 27.94 22.3624 2.3967 09443 08917  0.8484 09706 09166  0.0852  3.9623  20.59
4 02.07.2013 19.50 10.6443 2.4684 09455  0.8939  0.8515 09713 09183  0.0618 24548  21.06
5 09.07.2013 25.25 14,6289 2.5638 09734 09474 09264 009863 09601  0.0446  2.3300  45.07
6 15.07.2013 25.19 11.0311 27818 09395  0.8826  0.8357 09678 09093  0.0538  2.6398  18.80
7 23.01.2013 20.50 11.1995 2.3233 09599 09214  0.8900 09792 09399 00525  2.2257  29.32
8 14.08.2013 23.50 13.4111 2.2782 09230 08519 07927 009586  0.8848  0.0775  3.2985  14.38
9 20.08.2013 21.75 11,5197 2.3332 09336 08716  0.8203 009646 09005  0.0670  2.8287  16.97
10 27.08.2013 20.62 10.2932 2.2213 09695 09399 09159 009843 09543 00420  1.7682  39.13
11 04.09.2013 17.94 7.3458 2.6479 08996  0.8093  0.7330  0.9444  0.8495  0.0672  2.3990  10.61
12 10.09.2013 16.62 10.4235 2.4261 09458  0.8945  0.8522 09714 09187  0.0693 24069  21.19
13 25.09.2013 18.50 16.4513 2.4949 09451  0.8932  0.8505 09711 09178  0.0913  3.3327  20.91
14 01.10.2013 20.75 14.4821 2.6037 09274 08600  0.8040 009610  0.8912  0.0886  3.3865  15.36
15 08.10.2013 9.62 14.1862 2.5462 09429  0.8891  0.8448 09699 09146  0.1254  3.0786  20.05
16 22.10.2013 9.62 16.6522 2.5642 09257  0.8569  0.7997  0.9602  0.8888  0.1544  3.6911  14.97

To: Mean temperature at soil surface, T.: Wave amplitude, : Phase angle. #: Correlation coefficient, R? Coefficient of determination, R?,;: Adjusted R? D: Agreement
index, c: The confidence index, Ul: Theil's forecast accuracy coefficient, HQC; Hannan-Quinn criteria, F: Fisher criteria
*0=0,01 for Ftanle=13.27 0=0,05 for Ftane=5.79
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Appendix 3. Measured (To, Ta) and calculated (w) parameters and corresponding goodness of fit parameters calculated for plot S3 for 16

weeks of study period

The parameters of the soil surface

Statistical parameters for goodness of fit

Weeks Date To Ta g n R? RZadj D c=nD Ul HQC *F
1 06.06.2013 20.06 11.3082 1.7606 09484  0.8994  0.8592 09728 09226 00617 25164  22.35
2 21.06.2013 22.00 16.3251 3.9401 09564 09147  0.8805 09772 09346 00706  3.0695  26.79
3 24.06.2013 27.06 18.0173 3.9568 09618 09250  0.8951  0.9802  0.9427 00604  3.1257  30.85
4 02.07.2013 19.44 9.3685 1.7184 08971  0.8048  0.7267 09433  0.8463 00789 29139  10.31
5 09.07.2013 23.69 13.6847 1.9649 09512  0.9047  0.8666 09743 09268 00611  2.8376  23.74
6 15.07.2013 22.62 8.1072 1.9413 09507 09038  0.8654 09741 09261  0.0400  1.8008  23.50
7 23.07.2013 18.75 6.5098 2.1059 09559 09138  0.8793 09772 09342 00366  1.2415 2651
8 14.08.2013 25.50 18.0916 2.1450 09141 08355 07697 009537  0.8717  0.0985  4.0217  12.70
9 20.08.2013 23.06 16.3535 2.1203 08636  0.7459  0.6442 09232 07973 01286  4.3681  7.34
10 27.08.2013 20.94 9.6616 2.1154 09523  0.9069  0.8697 09752 09287 00496 21159  24.35
11 04.09.2013 15.44 5.9089 2.1568 09516  0.9056  0.8678 09749 09277 00421  1.1478  23.98
12 10.09.2013 15.94 7.7685 2.1491 09793 09590  0.9426 009895 09690  0.0337  0.8040  58.46
13 25.09.2013 14.44 9.3735 2.1850 09684 09379 09131 09838 09528 00535  1.6169  37.75
14 01.10.2013 16.06 4.7201 2.4877 07944 06311 04835 08777 06972 00773 24228  4.28
15 08.10.2013 7.75 8.6005 2.2586 09384  0.8806  0.8328 09674 09078 01122  2.1616  18.44
16 22.10.2013 7.19 7.7401 2.1572 09519 09061  0.8685  0.9748 09279  0.0966  1.6818  24.13

To: Mean temperature at soil surface, T.: Wave amplitude, : Phase angle. #: Correlation coefficient, R? Coefficient of determination, R?,: Adjusted R? D: Agreement
index, c: The confidence index, Ul: Theil's forecast accuracy coefficient, HQC; Hannan-Quinn criteria, F: Fisher criteria
*0=0,01 for Ftanle=13.27 0=0,05 for Ftane=5.79
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Appendix 4. Measured (To, Ta) and calculated (@) parameters and corresponding goodness of fit parameters calculated for plot C1 for 16

weeks of study period

The parameters of the soil surface

Statistical parameters for goodness of fit

Weeks Date To Ta & n R? RZadj D C=y¢D U1 HQC *F
1 06.06.2013 20.19 10.4670 2.6027 08874 07875 07025 009368  0.8314 00887  3.2423  9.27
2 21.06.2013 21.44 12.7880 2.5951 08792 07730  0.6822 09325 08198 01042 37276 851
3 24.06.2013 25.25 17.3447 2.6084 09400 08835  0.8369 009681 09100 0.0788  3.5363  18.96
4 02.07.2013 18.56 6.4167 2.3999 09417 08868  0.8415 009692 09127 00423 15153 1958
5 09.07.2013 23.50 10.7962 2.4217 09161  0.8393  0.7750 09545  0.8745  0.0673  2.9613  13.06
6 15.07.2013 24.62 8.4437 3.0105 07453 05555 03777  0.8350 06223 01042  3.8998  3.12
7 23.07.2013 20.37 8.5280 2.5862 08578  0.7358  0.6301 09188 07881  0.0844  3.1185  6.96
8 14.08.2013 22.31 9.4249 25170 09431 08895  0.8452 09699 09147 00503 22574  20.12
9 20.08.2013 20.87 9.5523 2.4527 09279 08611  0.8055 009614 08922 00616 25453  15.49
10 27.08.2013 20.00 7.1025 2.3541 09688 09385 09139 009839 09532 00311  1.0512  38.16
11 04.09.2013 18.12 5.7801 2.7303 08572  0.7348  0.6287 09175 07865  0.0658  2.3458  6.93
12 10.09.2013 15.75 8.6029 2.3665 09618 09251  0.8952  0.9802 09428 00511  1.6460  30.89
13 25.09.2013 16.19 10.7815 2.4539 09511  0.9047  0.8665 009743 09267 00688  2.3616  23.72
14 01.10.2013 18.62 8.9434 25517 09326  0.8697  0.8176 09639  0.8989 00620  2.3396  16.68
15 08.10.2013 7.19 9.1890 2.4863 09686 09383 09136 09838 09530 00854 15706  38.00
16 22.10.2013 7.06 10.2881 25418 09351  0.8744  0.8241  0.9654 09027  0.1336 25778  17.40

To: Mean temperature at soil surface, T.: Wave amplitude, : Phase angle. #: Correlation coefficient, R? Coefficient of determination, R?,;: Adjusted R? D: Agreement
index, c: The confidence index, Ul: Theil's forecast accuracy coefficient, HQC; Hannan-Quinn criteria, F: Fisher criteria
*0=0,01 for Ftanle=13.27 0=0,05 for Ftane=5.79
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Appendix 5. Measured (To, Ta) and calculated (@) parameters and corresponding goodness of fit parameters calculated for plot C2 for 16

weeks of study period

The parameters of the soil surface

Statistical parameters for goodness of fit

Weeks Date To Ta g n R? R2adj D C=y¢D U1 HQC *F
1 06.06.2013 19.37 9.2299 2.8571 07672 05887  0.4241 08555  0.6564  0.1311  3.9424 358
2 21.06.2013 20.19 10.6564 2.4893 09138  0.8350 07691 09533  0.8711 00772  2.9664  12.66
3 24.06.2013 25.69 16.1893 2.5554 09122 08321 07649 09523  0.8687  0.0907  3.8243  12.39
4 02.07.2013 18.94 7.6529 2.4992 08553  0.7316 06242 09172  0.7845 00826 29234  6.81
5 09.07.2013 21.25 7.7060 2.3582 09549 09118 08766 09764 09324 00386  1.6037  25.86
6 15.07.2013 21.81 3.6936 2.8982 08769 07689 06765 09310  0.8164 00326  1.2668  8.32
7 23.07.2013 18.62 7.4200 2.2649 09831 09664 09530 09914 09746 00252 05041  71.98
8 14.08.2013 21.56 8.1580 2.4347 09611 09236  0.8931 09798 09416 00371 15611  30.24
9 20.08.2013 18.75 5.4210 2.3168 09640 09292 09009 09813  0.9460 00276  0.6613  32.83
10 27.08.2013 19.44 5.8436 2.3536 09800  0.9604 09446 09898 09700 00211  0.1973  60.68
11 04.09.2013 16.94 4.1837 2.7213 08985  0.8074 07303  0.9437  0.8479 00419  1.2854  10.48
12 10.09.2013 15.31 7.1957 2.4308 09681 09373 09122 09836 09522 00407  1.0982  37.37
13 25.09.2013 14.94 7.0895 2.3811 09577 09171  0.8839 09779 09365 00477  1.3696  27.66
14 01.10.2013 16.56 5.0435 2.4688 09032 08158 07421 09467  0.8551  0.0499  1.6040  11.07
15 08.10.2013 7.69 6.2928 2.4042 09569 09157  0.8820 09775 09355 00755  1.1488  27.17
16 22.10.2013 7.56 6.0942 2.3707 09629 09272  0.8981  0.9808  0.9444  0.0690  0.9258  31.85

To: Mean temperature at soil surface, T.: Wave amplitude, : Phase angle. #: Correlation coefficient, R? Coefficient of determination, R?,;: Adjusted R? D: Agreement
index, c: The confidence index, Ul: Theil's forecast accuracy coefficient, HQC; Hannan-Quinn criteria, F: Fisher criteria
*0=0,01 for Ftanle=13.27 0=0,05 for Ftane=5.79
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Appendix 6. Measured (To, Ta) and calculated (@) parameters and corresponding goodness of fit parameters calculated for plot C3 for 16

weeks of study period

The parameters of the soil surface

Statistical parameters for goodness of fit

Weeks Date To Ta g n R? RZadj D C=y¢D U1 HQC *F
1 06.06.2013 22.06 16.2713 2.9223 08790 07726  0.6816 09326  0.8198 01235  4.2117 8.49
2 21.06.2013 19.81 8.9990 2.2775 09886 09773 009682  0.9942 09829 00233 04898  107.41
3 24.06.2013 23.31 11.6141 2.3517 09865 09731 09623 09931 09797 00276 11724  90.40
4 02.07.2013 21.00 6.3503 2.4201 09376  0.8790  0.8307  0.9669 09065  0.0387 15696  18.17
5 09.07.2013 23.44 6.2583 2.3879 09497 09018  0.8626 09735 09245  0.0306 13059  22.97
6 15.07.2013 26.62 9.1322 2.4451 09180  0.8427 07797  0.9557 08773  0.0508 26013  13.39
7 23.07.2013 20.69 6.6758 2.3617 09636 09286 09001  0.9811 09455  0.0308 10873 3252
8 14.08.2013 21.19 6.6386 2.2896 09762 09531 009343 09879 09644 00240 06309  50.76
9 20.08.2013 20.00 5.6757 2.3003 09770 09545 09363 09882 09655 00215  0.2856  52.40
10 27.08.2013 20.69 7.6728 2.3264 09775 09555 009376  0.9885 09662  0.0274  0.8657  53.62
11 04.09.2013 17.62 3.8558 2.6465 08274 06845 05584  0.8971 07422  0.0518 17804 5.43
12 10.09.2013 15.69 7.0645 2.2936 09739 09485 09279 09866 09609 00353  0.8527  46.05
13 25.09.2013 15.62 8.0760 2.4200 09343 08729 08221  0.9649 09015 00652 21068  17.17
14 01.10.2013 18.69 7.5268 25074 09409  0.8853  0.8394 09686 09114 00492  1.8493  19.30
15 08.10.2013 7.50 7.0143 2.3636 09612 09239  0.8935 09798 09418 00786 12546  30.37
16 22.10.2013 7.12 8.1440 2.4367 09485  0.8997  0.8596  0.9730  0.9229  0.1038 18565  22.43

To: Mean temperature at soil surface, T.: Wave amplitude, : Phase angle. #: Correlation coefficient, R? Coefficient of determination, R?,;: Adjusted R? D: Agreement
index, c: The confidence index, Ul: Theil's forecast accuracy coefficient, HQC; Hannan-Quinn criteria, F: Fisher criteria
*0=0,01 for Ftanle=13.27 0=0,05 for Ftane=5.79
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Appendix 7. Diurnal changes of measured (Tm) and predicted (Tp) values obtained for

sugar beet plots (S1, S2, S3) on selected days in growing season
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Appendix 8. Diurnal changes of measured (Tm) and predicted (Tp) values obtained for

corn plots (C1, C2, C3) on selected days in growing season
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Appendix 9. Volumetric water content () and calculated k-values at sugar beet plot (S1)

Dates  6.6.13 21.6.13 24.6.13 2.7.13 9.7.13 15.7.13 23.1.13 14.8.13 20.8.13 27.8.13 4.9.13 10.9.13 25.9.13 1.10.13 8.10.13 22.10.13 Mean
Depth, m 0, cm3/cm?3
0.05 34.60 36.81 37.73 35.81 39.73 39.73 39.30 36.17 39.40 37.26 39.91 36.20 33.60 42.47 38.19 27.83 37.17
0.1 37.10 40.14 40.23 38.74 40.56 40.16 41.86 40.02 41.10 39.56 40.14 38.90 36.00 39.65 41.67 29.33 39.07
0.2 39.60 43.47 42.73 41.67 41.39 40.59 44.41 43.86 45.44 43.00 42.18 43.02 42.40 44.41 45.14 32.52 42.24
0.3 39.81 40.55 41.30 39.83 40.81 41.61 42.95 42.88 42.71 40.63 43.65 39.50 38.83 41.88 43.82 35.12 40.99
0-0.3 37.78 40.24 40.50 39.01 40.62 40.52 42.13 40.73 42.16 40.11 41.47 39.40 37.71 42.10 42.21 31.20 39.87
k.10 (m?/s) (calculated by layer method)
0.05 0.4228 0.5540 0.3562 0.2309 0.3390 1.1546 0.2575 0.3207 0.3359 0.3073  0.2280 0.3789 0.5054 5.5293 0.4730 0.3946 0.7368
0.1 2.7438 1.7833 1.9547 1.6218 1.6758 4.3613 1.2872 2.6928 5.4622 5.5293 24742 2.2474 2.2474 3.4836 2.1263 2.7459 2.7773
0.2 5.0648 3.0126 3.5532 3.0126 3.0126 7.5681 2.3169 5.0648 13.9345 7.5681  3.0126 5.5293 5.5293 9.3856 3.7796 7.5681 5.5570
0.3 3.0126 3.0126 1.8920 75681 221171 22.1171 7.5681 3.0126 22.1171 7.5681  7.5681 7.5681 1.8920 4.3308 3.0126 5.5293 8.1179
0-0.3 2.8110 2.0907 1.9390 3.1083 6.7861 8.8003 2.8574 2.7727 10.4624 5.2432 3.3207 3.9309 2.5435 5.6823 2.3479 4.0595 4.2973
k.10 (m?/s) (calculated by point 1 method)
0.05 0.3137 0.6726 0.4835 0.2555 0.4023 0.3429 0.3019 0.3252 0.2829 0.3381  0.2308 0.4112 0.5713 0.6982 0.5335 0.3753 0.4087
0.1 1.6312 1.6326 1.7742 1.9826 1.7209 1.8468 1.9030 1.9250 1.6272 1.8615 1.9365 1.4855 1.6365 1.6784 1.7248 1.7734 1.7588
0.2 1.7488 1.7927 1.8714 2.3963 1.7419 1.9884 2.5041 2.5248 1.7469 2.5116 2.3793 1.6143 1.9551 1.7670 1.9631 2.5787 2.0678
0.3 2.1257 2.1647 2.1666 3.1290 2.7039 2.3436 2.9007 2.9203 2.1328 2.7518 2.7806 1.7031 2.4384 2.4726 2.4459 2.4065 24741
0-0.3 1.4549 1.5657 1.5739 1.9408 1.6422 1.6304 1.9024 1.9238 1.4475 1.8658 1.8318 1.3035 1.6503 1.6540 1.6668 1.7835 1.6773
k.10 (m?/s) (calculated by point 2 method)
0.05 0.3137 0.6726 0.4835 0.2555 0.4023 0.3429 0.3019 0.3252 0.2829 0.3381  0.2308 0.4112 0.5713 0.6169 0.5335 0.3753 0.4036
0.1 1.6674 1.6271 1.8220 1.8446 1.7708 1.9364 1.9267 1.9497 1.6273 1.8616 1.9537 1.4855 1.6359 1.6839 1.9575 1.7735 1.7827
0.2 1.8210 1.8695 1.9565 2.4337 1.8133 1.9943 2.5515 2.5742 1.8189 2.5597 2.4152 1.6726 2.0491 1.8521 2.0580 1.8073 2.0779
0.3 2.3584 2.3560 2.5607 2.9375 2.8801 2.4070 2.9626 2.9409 2.1240 2.9080 2.8320 1.8797 2.7246 2.5030 2.7288 2.4447 2.5968
0-0.3 1.5401 1.6313 1.7057 1.8678 1.7166 1.6701 1.9357 1.9475 1.4633 1.9169 1.8579 1.3622 1.7452 1.6640 1.8195 1.6002 1.3965
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Appendix 10. Volumetric water content (¢) and calculated k-values at sugar beet plot (S2)

Dates 6.6.13 21.6.13 24.6.13 2.7.13 9.7.13 15.7.13 23.1.13 14.8.13 20.8.13 27.8.13 4.9.13 10.9.13 259.13 1.10.13 8.10.13 22.10.13 Mean
Depth, m 0, cm3/cm?3
0.05 36.28 37.96 33.52 38.94 40.96 35.89 39.58 36.50 37.29 42.63 38.50 39.36 37.63 38.11 40.71 30.03 37.74
0.1 37.78 40.79 34.72 44.64 42.76 37.29 41.48 38.73 39.95 43.21 40.34 43.62 39.63 39.91 42.67 33.68 40.07
0.2 42.04 44.04 36.63 40.64 43.18 38.02 40.37 42.95 42.32 43.43 43.41 40.52 42.11 44.70 44.27 35.03 41.48
0.3 39.09 43.25 36.83 43.15 44.00 39.00 43.25 38.50 41.29 39.96 42.50 41.12 40.04 42.35 43.71 34.87 40.81
0-0.3 38.80 41.51 35.43 41.84 42.73 37.55 41.17 39.17 40.22 42.31 41.19 41.16 39.85 41.26 42.84 33.40 40.03
k.10 (m?/s) (calculated by layer method)
0.05 0.4054 2.0073 0.8381  1.4447 1.2479 0.9868 1.8920 0.8212 1.0374 2.1602 15775 15775 0.5928 0.4105 0.8287 0.6070  0.4054
0.1 3.2285 3.4836 43572  4.3047 3.6885 2.3464 3.6885 4.4497 3.4836 3.6885 4.4497 4.4497 4.8985 4.6565 4.8985 3.4836  3.2285
0.2 4.3308 3.0126 3.6468  1.8920 3.4299 6.2599 2.3169 2.3169 3.0126 3.4299 3.4299 3.4299 2.6174 3.0126 3.9826 3.0126  4.3308
0.3 7.5681 4.3308 5.0648 1.8920 13.9345 5.0648 7.5681 1.8920 43.9350 13.9345 13.9345 13.9345 75681 13.1171  13.9345 7.5681 7.5681
0-0.3 3.8832 3.2086 3.4767 2.3834 5.5752 3.6645 3.8664 2.3699  12.8672 5.8033 5.8479 5.8479 3.9192 5.2992 5.9111 3.6678  3.8832
k.10 (m?/s) (calculated by point 1 method)
0.05 0.4060 2.5616 0.8295 1.6187 1.0278 0.4964 1.2887 1.1362 1.1728 1.1610 1.4964 1.4964 0.6328 0.3991 0.9032 0.6202 1.0779
0.1 1.6480 3.0128 15393 25193 1.7079 1.9120 1.8306 1.9997 1.7210 2.4573 1.8282 1.8282 1.7266 1.5782 1.9878 1.6095 1.9316
0.2 1.7591 3.0186 2.0723 2.1515 2.0669 2.0673 2.5557 2.5830 2.2405 2.9514 24273 24273 1.9352 1.7200 2.1625 1.7101  2.2405
0.3 2.3261 3.5896 2.7431  2.6505 2.3763 2.5662 2.8557 3.0635 2.8559 3.1770 2.7249 2.7249 2.6813 2.3882 2.9240 1.9663 2.7258
0-0.3 1.5348 3.0456 1.7961 2.2350 1.7947 1.7605 2.1327 2.1956 1.9975 2.4367 2.1192 2.1192 1.7440 1.5214 1.9944 1.4765 1.9940
k.10 (m?/s) (calculated by point 2 method)
0.05 0.4060 2.5450 0.8295 1.6174 1.0280 0.4964 1.2767 1.1365 11731 1.1458 1.4808 1.4808 0.6328 0.3991 0.9033 0.6202 1.0732
0.1 1.6848 3.0433 19535 25177 1.9701 1.9119 1.8456 1.9910 22714 2.5460 1.8431 1.8431 1.7643 1.4782 2.1375 15948 2.0248
0.2 1.8324 3.1945 2.1785  2.2656 2.1726 2.2447 2.7057 2.7349 2.3634 3.1246 2.5669 2.5669 2.0271 1.7892 2.2778 17782 2.3639
0.3 2.3928 3.3749 29030 2.5254 2.3763 2.7662 2.9264 3.1497 2.8797 3.4851 2.9624 2.9624 2.6724 2.2986 3.0065 1.8565 2.7836
0-0.3 1.5790 3.0394 19661 2.2315 1.8867 1.8548 2.1886 2.2530 2.1719 2.5754 2.2133 2.2133 1.7741 1.4913 2.0813 1.4624  1.3965
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Appendix 11. Volumetric water content (#) and calculated k-values at sugar beet plot (S3)

Dates 6.6.13 21.6.13 24.6.13 2.7.13 9.7.13 157.13 23.1.13 14.8.13 20.8.13 27.8.13 4.9.13 10.9.13 259.13 1.10.13 8.10.13 22.10.13 Mean
Depth, m 0, cm3/cm?
0.05 38.37 33.60 36.39 40.15 4191 36.04 38.60 42.23 4158 36.68 37.68 42.35 37.19 40.64 38.69 3412 3851
0.1 41.45 34.92 38.74 41.21 43.52 40.59 41.20 45.04 44.76 40.92 41.98 43.24 39.59 38.14 41.52 37.68 40.91
0.2 44.88 40.07 41.95 42.71 46.87 42.50 42.97 46.35 45.41 38.58 47.27 45.66 43.73 43.64 46.04 43.42 43.88
0.3 44.54 36.24 41.09 42.26 45.12 43.25 42.79 43.84 47.94 40.72 44.60 44.13 40.74 42.98 44.35 41.45 42.88
0-0.3 42.31 36.21 39.54 41.58 44.35 40.60 41.39 44.36 44.93 39.22 42.88 43.84 40.31 41.35 42.65 39.17 41.54
x.107 (m?/s) (calculated by layer method)
0.05 1.4935 0.9449 1.1707 1.0827  1.9983 3.4836 3.3202 0.5351 0.3565 1.7641 1.1860 2.0780 1.5030 1.8920 1.5999 15999 1.6255
0.1 24742 2.4183 3.1868 5.6311 2.6311 2.1740 2.7459 1.5762 4.1150 3.4836 2.8920 2.7459 4.7969 3.1290 41150 41150 3.2644
0.2 1.4037 4.3308 0.9603 7.5681  7.5681 1.4037 3.0126 7.5681 4.3308 3.9345 3.0126 1.8920 1.8920 7.5681 1.8920 221171 5.0284
0.3 4.7441 3.9826 4.6184  13.9345 4.3308 5.8490 3.0126 2.6174 7.5681 4.7441  13.9345 5.5293 3.5532  11.6106 4.3308 25084 6.0543
0-0.3 2.5289 2.9191 2.4840 7.0541 41321 3.2276 3.0228 3.0742 4.0926 3.4816 5.2563 3.0613 2.9363 6.0499 2.9844 7.5851  3.9932
%.107 (m?/s) (calculated by point 1 method)
0.05 1.1032 0.9535 1.1849 1.7851  1.8059 1.9139 1.4796 0.5252 0.4293 0.9186 0.7087 1.6723 0.9562 2.9296 1.4583 1.9422 1.3604
0.1 1.9320 1.5638 1.9822 2.0835 24724 2.2361 2.1843 1.5956 1.5848 1.9549 1.9312 2.1812 1.8476 3.3105 1.8741 2.0775 2.0507
0.2 2.2522 1.8738 21177 2.6182  2.9080 2.3351 2.0800 1.7037 1.6905 2.3317 2.2715 2.7713 2.4915 3.7909 2.3127 2.6603 2.3881
0.3 2.2734 2.2028 2.3536 2.6536 2.9757 2.8740 2.2721 2.1146 1.8742 2.7478 2.8339 3.1351 3.2169 4.0357 2.8586 3.6819 2.7565
0-0.3 1.8902 1.6485 1.9096 2.2851  2.5405 2.3398 2.0040 1.4848 1.3947 1.9882 1.9363 2.4400 2.1281 3.5167 2.1259 25905 2.1389
k.10 (m?/s) (calculated by point 2 method)
0.05 1.1034 0.9537 1.1852 17819 1.8024 1.1909 1.4643 0.5252 0.4293 0.9134 0.7087 1.6704 0.9563 29112 1.4580 1.9367 1.3119
0.1 1.3179 1.5591 1.9735 2.0747  2.4694 1.9358 2.2336 1.5095 1.6848 1.9548 1.9310 2.1728 1.8398 3.3036 1.8661 2.0687 1.9935
0.2 2.2613 1.9798 2.2531 2.6541  2.9043 2.2363 2.0947 1.9853 1.7519 2.4509 2.7201 2.9193 2.7557 3.4824 2.9169 2.7787  2.5090
0.3 2.3994 2.3221 2.4869 2.8105 3.1500 2.9595 2.4536 2.1392 1.8725 2.6593 29151 3.3143 3.3978 4.1955 3.0276 3.8591 2.8726
0-0.3 1.7705 1.7036 1.9747 2.3303  2.5815 2.0806 2.0615 1.5398 1.4346 1.9946 2.0687 2.5192 2.2374 3.4732 2.3172 2.6608 2.1718
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Appendix 12. Volumetric water content (¢) and calculated k-values at corn plot (C1)

Dates  6.6.13 21.6.13 24.6.13 2.7.13 9.7.13 15.7.13 23.1.13 14.8.13 20.8.13 27.8.13 4.9.13 10.9.13 25.9.13 1.10.13 8.10.13 22.10.13 Mean
Depth, m 0, cm3/cm?3
0.05 34.65 36.12 37.98 38.87 38.91 36.20 39.35 39.11 39.23 36.89 36.63 38.24 36.35 35.36 40.78 32.65 37.33
0.1 37.13 38.72 39.19 41.12 40.25 38.24 41.69 40.02 41.01 39.64 39.44 41.66 38.95 39.13 42.46 34.55 39.57
0.2 38.91 41.17 40.25 43.75 43.91 45.17 44.56 43.85 44.12 41.68 42.40 45.48 43.05 44.43 44,50 36.99 42.76
0.3 39.30 40.40 43.25 45.22 41.30 42.30 43.38 41.29 43.33 42.97 42.15 43.94 40.63 43.07 46.58 35.74 42.18
0-0.3 37.50 39.10 40.17 42.24 41.09 40.48 42.24 41.07 41.92 40.29 40.15 42.33 39.74 40.50 43.58 34.98 40.46
x.107 (m?/s) (calculated by layer method)
0.05 0.2832 0.2134 0.2022 0.3344 0.2352 0.1658 0.2290 0.2909 0.2007 0.4499 0.2316 0.3176 0.2564 0.2526 0.2832 0.2290 0.2609
0.1 1.9498 2.2352 3.6164 3.3526 2.7240 1.6621 3.5037 1.2258 49725 2.8314 2.2443 2.7653 1.2085 3.5155 2.5484 3.5037 2.7412
0.2 3.6164 4.2570 4.6430 41171 5.2129 3.1584 6.7784 2.1606 9.7443 5.2129 4.2570 5.2129 2.1606 6.7784 7.5681 6.7784 5.1035
0.3 7.5681 7.5681 6.5240 3.2500 4.0560 5.6410 7.5681 4.2560 7.5681 7.5681 5.2360 7.5681 4.2568 7.5681 3.4665 7.5681 6.0769
0-0.3 3.3544 3.5684 3.7464 2.7635 3.0570 2.6568 4.5198 1.9833 5.6214 4.0156 2.9923 3.9660 1.9706 4.5286 3.4665 4.5198 3.5457
k.10 (m?/s) (calculated by point 1 method)
0.05 0.3568 0.2860 0.2385 0.2977 0.2621 0.1816 0.2516 0.2852 0.1834 0.4028 0.2059 0.3768 0.2872 0.2395 0.2935 0.2487 0.2748
0.1 1.0256 0.7078 0.9597 2.2332 0.7532 0.6778 0.8436 0.8173 0.9274 1.2341 0.8402 1.1615 0.7663 0.9941 1.1196 0.9195 0.9988
0.2 1.6944 1.1296 1.5081 2.4945 1.2443 1.1740 1.4355 1.3494 1.6714 2.0655 1.4745 1.9463 1.2453 1.7486 1.5190 1.5903 1.5807
0.3 2.3464 1.6114 1.7980 2.7650 1.8308 1.6416 2.6267 2.0361 2.0114 2.9217 1.9150 2.2122 2.3097 2.5574 1.9311 1.6840 2.1374
0-0.3 1.3558 0.9337 1.1261 1.9476 1.0226 0.9188 1.2894 1.1220 1.1984 1.6560 1.1089 1.4242 1.1521 1.3849 1.2158 1.1106 1.2479
k.10 (m?/s) (calculated by point 2 method)
0.05 0.3568 0.2860 0.2385 0.2977 0.2622 0.1816 0.2517 0.2852 0.1834 0.4039 0.2059 0.3768 0.2872 0.2395 0.2935 0.2487 0.2749
0.1 1.0588 0.7162 0.9679 2.3553 0.7655 0.6878 0.8640 0.8339 0.959%4 1.2874 0.8625 1.2080 0.7786 1.0302 1.1357 0.9474 1.0287
0.2 1.7608 1.1463 1.5281 2.5337 1.2689 1.1940 1.4764 1.3826 1.7355 2.1710 15191 2.0393 1.2700 1.8208 1.7720 1.6462 1.6416
0.3 2.3669 1.5281 1.8650 2.8440 1.6463 1.8442 1.8351 2.0699 2.0561 3.0053 2.0053 2.1684 1.6477 2.6420 2.0671 1.7945 2.0866
0-0.3 1.3858 0.9192 1.1499 2.0077 0.9857 0.9769 1.1068 1.1429 1.2336 1.7169 1.1482 1.4481 0.9959 1.4331 1.3171 1.1592 1.2579
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Appendix 13. Volumetric water content (#) and calculated k-values at corn plot (C2)

Dates  6.6.13 21.6.13 24.6.13 2.7.13 9.7.13 157.13 23.1.13 14.8.13 20.8.13 27.8.13 4.9.13 10.9.13 259.13 1.10.13 8.10.13 22.10.13 Mean
Depth, m 0, cm3/cm?
0.05 39.51 41.26 41.79 37.96 42.18 45.09 42.51 39.24 42.37 38.34 43.69 39.69 42.80 40.25 41.43 36.45 40.91
0.1 42.29 41.45 42.07 39.70 43.63 42.81 43.89 40.19 42.52 41.23 45.11 40.25 44.39 44.17 43.15 37.47 42.15
0.2 45.06 41.63 42.36 41.45 45.09 40.54 45.27 41.14 43.78 44.11 46.52 41.69 45.97 42.68 48.89 39.97 43,51
0.3 44.39 45.08 42.27 40.06 45.25 47.07 44.38 40.39 42.66 41.94 45.76 41.19 44.65 43.75 45.56 38.98 43.34
0-0.3 42.81 42.36 42.12 39.79 44.04 43.88 44.02 40.24 42.83 41.41 45.27 40.71 44.45 42.71 44.76 38.22 42.48
k.10 (m?/s) (calculated by layer method)
0.05 0.2832 0.4592 0.2960 0.2595 0.4730 0.9449 0.3662 0.3781 0.4141 0.7532 0.5101 0.4499 0.4292 0.3903 0.4228 0.3344  0.4478
0.1 3.9256 2.7620 2.0378 3.9138 0.9384 2.6379 1.6894 3.9731 3.9911 25420  11.3136 2.9027 3.9986  18.2561 1.8920 3.4836  4.3911
0.2 7.5681 5.0648 3.0126 75681 7.5681 4.3308 3.0126 7.5681 7.5681 4.3308 7.5681  43.9350 7.5681 75681 221171 3.0126 9.3351
0.3 3.0126 3.0126 3.7796  7.5681  1.4037 7.5681 5.0240 7.5681 221171 75681 221171 3.0126 7.5681 7.5681 7.5681 7.5681 7.7515
0-0.3 3.6974 2.8247 22815 4.8273 2.5958 3.8704 2.5231 4.8718 8.5226 3.7985  10.3772 12.5751 4.8910 8.4456 8.0000 3.5997 5.4814
%.107 (m?/s) (calculated by point 1 method)
0.05 0.2274 0.4834 0.3953 0.3713  0.6240 0.2550 0.4110 0.3989 0.3647 0.9097 0.4827 0.4285 0.4374 0.2647 0.4765 0.3987 0.4331
0.1 1.4969 1.0786 0.8395 1.7163  1.9307 1.4485 1.3990 1.3761 1.2951 1.7752 1.4325 1.3361 1.0276 1.0589 1.1845 0.8284  1.3265
0.2 1.7110 1.6739 1.2838 1.9540 2.7843 1.6419 1.5698 1.4764 1.5366 2.6406 2.3822 1.6019 1.6178 2.7227 1.3978 14260 1.8388
0.3 2.0751 2.3241 1.8814 24613 2.2375 1.9513 1.7890 1.6940 2.4573 3.2946 2.8122 2.6043 2.6401 3.6327 2.1451 20372 2.3773
0-0.3 1.3776 1.3900 1.1000 1.6257 1.8941 1.3242 1.2922 1.2363 1.4134 2.1550 1.7774 1.4927 1.4308 1.9197 1.3010 1.1726  1.4939
k.107 (m?/s) (calculated by point 2 method)
0.05 0.2274 0.4834 0.3953 0.3713  0.6240 0.2550 0.4110 0.3989 0.3647 0.9098 0.4827 0.4285 0.4374 0.2647 0.4765 0.3987 0.4331
0.1 1.5003 1.1108 0.8534 18210 1.7428 1.5266 1.5017 1.3960 1.2759 1.8532 1.5004 1.3364 1.0569 1.0586 1.2508 0.8286  1.3508
0.2 1.7793 1.7382 13115 2.0480 1.9265 1.7982 1.6234 1.5210 15871 2.7966 2.5181 1.6589 1.6764 2.8841 1.4352 14661  1.8605
0.3 2.0918 2.3656 1.8335 23052 2.2616 1.8560 1.8520 1.8744 2.3032 2.8139 2.6564 2.3827 2.4020 2.9163 17131 21213  2.2343
0-0.3 1.3997 1.4245 1.0984 1.6364 1.6387 1.3589 1.3470 1.2976 1.3828 2.0934 1.7894 1.4516 1.3932 1.7809 1.2189 1.2037  1.4697
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Appendix 14. Volumetric water content (¢) and calculated k-values at corn plot (C3)

Dates 6.6.13 21.6.13 24.6.13 2.7.13 9.7.13 157.13 23.1.13 14.8.13 20.8.13 27.8.13 4.9.13 10.9.13 25.9.13 1.10.13 8.10.13 22.10.13 Mean
Depth, m 0, cm3/cm?
0.05 41.14 39.53 42.35 36.91 37.62 32.86 34.59 38.72 41.71 38.85 40.63 43.37 41.57 40.61 42.86 35.82 39.32
0.1 43.15 41.65 43.49 37.60 39.75 36.71 35.10 39.72 42.42 42.78 43.15 45.24 43.92 42.14 44.13 38.80 41.23
0.2 45.15 43.77 45.16 41.30 40.53 43.37 38.06 41.68 44.13 43.01 45.68 46.00 44.72 44.67 47.27 40.75 43.45
0.3 44.90 42.59 43.44 40.47 39.51 42.56 37.03 40.08 43.14 42.21 43.32 44.34 43.53 43.16 43.76 40.62 42.17
0-0.3 43.59 41.89 43.61 39.07 39.35 38.88 36.19 40.05 42.85 41.71 43.19 44,74 43.44 42.64 44.51 39.00 41.54
x.107 (m?/s) (calculated by layer method)
0.05 0.4271 0.7532 0.7853 1.0378  0.9600 0.5641 0.7532 0.5527 0.8764 0.7065 0.6858 0.7532 0.5761 0.4627 0.7288 0.6324 0.7034
0.1 3.9976 1.3226 25581 224864 4.2640 10.0850 22.1171 7.5681 42222 221171 4.1269 3.0126 3.0126 40154  11.4230 3.0126 8.0838
0.2 7.5681 1.8920 43308 43.9350 7.5680 22.1171 7.5681 7.5681 7.5681 7.5681 7.5681 7.5681 7.5681 7.5681 22.1171 7.5681  11.1026
0.3 7.5681 7.5681 75681 22.1171 7.5680 7.5681  14.8426 5.4680 3.0126 14.8426  7.5681 3.7780 5.2904 7.5681 7.5681 5.2904 8.4491
0-0.3 4.8902 2.8840 3.8106 22.3941 5.0900 10.0836  11.3202 5.2892 3.9198 11.3086 4.9872 3.7780 4.1118 4.9035 10.4593 4.1259 7.0847
%.107 (m?/s) (calculated by point 1 method)
0.05 0.3200 0.7745 0.7318 0.8376  0.9680 0.4660 0.5912 0.5938 0.6769 0.7040 0.6369 0.8578 0.6733 0.5379 0.7630 0.5067 0.6650
0.1 1.0984 1.0813 1.1560 1.6503 1.6230 15724 1.3480 1.3526 2.0166 15358 1.2900 1.3027 1.2043 2.0185 1.4241 1.1985 1.4295
0.2 1.8768 1.3882 1.5802 2.4630 2.2780 1.7235 2.0329 1.9043 2.3564 1.7914 1.9431 1.6487 1.7097 3.4991 2.0851 2.3254 2.0379
0.3 2.1992 1.8549 1.6838 3.9230 2.4156 2.5277 2.1905 2.1979 2.4917 21636 2.7324 1.9364 1.9570 4.2547 2.6662 2.6197 2.4884
0-0.3 1.3736 1.2747 1.2880 22185 1.8212 15724 1.5406 15122 1.8854 1.5487  1.6506 1.4364 1.3861 2.5775 1.7346 1.6626 1.6552
k.10 (m?/s) (calculated by point 2 method)
0.05 0.3200 0.7746 0.7319 0.8377  0.9680 0.4660 0.5912 0.5939 0.6769 0.7040 0.6370 0.8579 0.6734 0.5379 0.7631 0.5067 0.6650
0.1 0.8505 1.0998 1.1835 1.7217  1.6860 1.3454 1.3810 1.3860 1.4624 15861 1.3364 1.3320 1.2261 1.4318 1.4778 1.2199 1.3579
0.2 1.3810 1.4250 1.6351 2.6056  2.4040 1.7931 1.6806 1.7300 2.2480 1.7585  2.0359 1.4067 1.5883 2.3257 2.1925 2.2311 1.9026
0.3 2.2206 1.7896 1.8685 3.5523 25137 2.7770 1.7245 2.0740 2.5378 1.9309 2.4490 1.5322 1.8555 3.2802 2.4160 2.7255 2.3280
0-0.3 1.1930 1.2722 1.3547 2.1793 1.8929 1.5954 1.3443 1.4460 1.7313 1.4949 1.6146 1.2822 1.3358 1.8939 1.7124 1.6708 1.5634
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Appendix 15. Comparing values of measured (Tm) and predicted (Tp) by layer, point 1
and point 2 methods for sugar beet plots for 16 week of study period (n= 16x8 = 128)
for 0.05 m depth. Each value is a mean of three plots (S1, S2, S3).
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Appendix 16. Comparing values of measured (Tm) and predicted (Tp) by layer, point 1
and point 2 methods for corn plots for 16 week of study period (n= 16x8 = 128) for 0.05
m depth. Each value is a mean of three plots (C1, C2, C3).
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Appendix 17. Comparing values of measured (Tm) and predicted (Tp) by layer, point 1
and point 2 methods for control plot for 16 week of study period (n= 16x8 = 128) for
0.10 m depth.
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Appendix 18. Comparing values of measured (Tm) and predicted (Tp) by layer, point 1
and point 2 methods for sugar beet plots for 16 week of study period (n= 16x8 = 128)
for 0.1 m depth. Each value is a mean of three plots (S1, S2, S3)
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Appendix 19. Comparing values of measured (Tm) and predicted (Tp) by layer, point 1
and point 2 methods for corn plot for 16 week of study period (n= 16x8 = 128) for 0.1
m depth. Each value is a mean of three plots (C1, C2, C3)

188



Appendix 20. Comparing values of measured (Tm) and predicted (Tp) by layer, point 1
and point 2 methods for control plot for 16 week of study period (n= 16x8 = 128) for
0.20 m depth.
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Appendix 21. Comparing values of measured (Tm) and predicted (T,) by layer, point 1
and point 2 methods for sugar beet plots for 16 week of study period (n= 16x8 = 128)
for 0.2 m depth. Each value is a mean of three plots (S1, S2, S3)
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Appendix 22. Comparing values of measured (Tm) and predicted (T,) by layer, point 1
and point 2 methods for sugar beet plots for 16 week of study period (n= 16x8 = 128)
for 0.2 m depth. Each value is a mean of three plots (C1, C2, C3)
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Appendix 23. Comparing values of measured (Tm) and predicted (T,) by layer, point 1
and point 2 methods for control plot (Co) for 16 week of study period (n= 16x8 = 128)
for 0.3 m depth.
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Appendix 24. Comparing values of measured (Tm) and predicted (T,) by layer, point 1
and point 2 methods for sugar beet plots for 16 week of study period (n= 16x8 = 128)
for 0.3 m depth. Each value is a mean of three plots (S1, S2, S3)
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Appendix 25. Comparing values of measured (Tm) and predicted (T,) by layer, point 1
and point 2 methods for sugar beet plots for 16 week of study period (n= 16x8 = 128)
for 0.3 m depth. Each value is a mean of three plots (C1, C2, and C3)
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