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ABSTRACT

AUTOMATED CLASSIFICATION OF GAME PLAYERS AMONG THE
PARTICIPANT PROFILES IN MASSIVE OPEN ONLINE COURSES

AL-TAEI Ali
M.Sc., Department of Computer Engineering
Supervisor: Assist. Prof. Dr. Murat YILMAZ

January 2015, 68 pages

In recent years, there has been an increasing interest in Massive Open Online
Courses (MOOCs). This interest highlights the importance of understanding
behavior, traits, and preferences of individuals. Developing such an understanding
requires ways for improving the process of MOOC design by adapting innovative
techniques such as personality profiling, which have been frequently employed in the
field of game development. This study suggests a mechanism to classify MOOC
participants into their correspondent Bartle's Massively Multiplayer Online Game
(MMOG) player type by using Myers-Briggs Types Indicator (MBTI) as a
personality reference. The goal is to explore the profiles of MOOC attendees by
using both MBTI and Bartle's MMOG player types for the sake of delivering a
distinctive view about the audience of MOOCs. To this end, an online questionnaire
which is composed of three dimensions was administered: (i) demographics, (ii)
MBTI personality assessment, and (iii) Bartle's player types. Respondent (N=75)

replies showed a relationship between a group of personality types and MMOG
v



playing styles. Furthermore, a machine-learning model was proposed to instantly
classify the player types. Ultimately, results (N=67) showed that using Back
Propagation (BP) neural network is acceptable for both the training process
(performance=100%) and the testing process (performance=91.6%). The results
suggest that our approach provides a novel way to asses participants of MOOCSs in
terms of Bartle's player types. Moreover, our approach of applying BP method
provides a novel way to accurately classify participants of MOOCs in terms of

Bartle's player types.

Keywords: Personality Assessments, Managing Participant Profiles, Player Types,
Automated Classification, Artificial Neural Networks, Massive Open Online

Courses.
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KITLESEL ACIK CEVRIMICI KURSLARDAKI KATILIMCI PROFILLERI
ARASINDAKI OTOMATIK OYUNCU SINIFLANDIRMASI

AL-TAEI, Ali
Yuksek Lisans, Bilgisayar Miithendisligi Anabilim Dali
Tez Yoneticisi: Yrd. Dog. Dr. Murat YILMAZ

Ocak 2015, 68 sayfa

Son yillarda Kitlesel A¢ik Cevrimigi Kurslara (KACK) artan bir ilgi s6z konusudur.
Bu ilgi bireylerin davranislari, 6zellikleri ve tercihlerinin anlagilmasi dneminin altin
cizmektedir. Boyle bir anlayis gelistirmek, siklikla oyun gelistirme alaninda
kullanilan kisilik profilleme gibi yenilikgi teknikleri uyarlayarak KACK tasarim
siirecini gelistirmek i¢in cesitli yollar gerektirmektedir. Bu c¢alisma, bir kisilik
referanst olarak Myers-Briggs Tiirli Gostergeler (MBTG) kullanilarak KACK
katilimcilarinin Bartle Kitlesel Cok oyunculu Cevrimi¢i Oyunlar1 (KCCO) oyuncu
tiiri i¢inde siiflandirmak i¢in bir mekanizma ortaya koymaktadir. Amag, KACK
izleyicileri hakkinda ayristirict bir bakis sunmak icin KACK katilimc1 profillerini
hem MBTG hem de Bartle KCCO oyuncu tiirlerini kullanarak aragtirmaktir. Bu
amagla, ii¢ boyutlu bir ¢evrimi¢i anket kullanilmistir: (i) demografik 6zellikler, (ii)
MBTG kisilik degerlendirmesi, ve (iii) Bartle oyuncu tlrleri. Muhatap (N=75)

cevaplart bir grup kisilik tiirleri ile KCCO oyun stilleri arasinda bir iligskinin
Vi



oldugunu gostermistir. Dahasi, bir makine 6grenimi modeli aninda oyuncu tiiri
siiflandirmasi i¢in 6nerilmistir. Sonugta, sonuglar (N=67) Geri Yayilimli (GY) sinir
aginin  hem egitim silireci (performans=%100) hem de test siireci i¢in
(performans=%91,6) uygun oldugunu gostermistir. Sonuglar yaklagimimizin Bartle
oyuncu tiirleri agisindan KACK katilimcilarini belirlemede 6zgiin bir yol sagladigini
ortaya koymaktadir. Ayrica, GY yontemi uygulama yaklasimimiz Bartle oyuncu
tiirleri agisindan KACK katilimcilarint dogru bir sekilde belirlemede 6zgiin bir yol

ortaya koymaktadir.

Anahtar Kelimeler: Kisilik Degerlendirmesi, Yonetici Katilimer Profilleri, Oyuncu
Turleri, Otomatik Siniflandirma, Yapay Sinir Aglar, Kitlesel Acik Cevrimigi

Kurslar.
vii
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CHAPTER 1

INTRODUCTION

1.1 General Overview

The emergence of MOOC:s is considered as an important event in the open learning
culture for the next decade [1]. More recently, however, literature offers contradictory
findings about its benefits where some researchers considered MOOCs trend as
disruptive to the existing approaches of learning and to the whole learning system [2,
3]. In fact, MOOC:s achieved a notable success within short period of time and gained
acceptance from a wide range of participants, scholars, well known universities and
research institutions [4]. In addition, MOOCs overcome the constraints of traditional
online courses (e.g. geographical limitation, funding, and number of participants) [5,
6] by combining and using both of the learning styles that were employed in
XMOOCs' [7] and the connectivist pedagogical techniques that were used in
cMOOCs? [8]. The success of and growing interest in MOOCs, expand the scope

toward exploring innovative models and pedagogies [9, 10].

So far, however, there has been little discussion about the problems (e.g. pedagogical,
technological, logistical, and financial) that can be encountered in both designing and
operating a MOOC [11]. From the pedagogical viewpoint, instructors concurrently
deal with a massive amount of participants from various locations and countries, who
have distinctive personalities with different goals and motivations [6]. Additionally,

new learning approaches should be discovered and employed to improve learner

! In XMOOCs, the letter 'x' represents the general characteristics of this type of MOOCs such as
scalability, open access to contents and materials, and closed licensing.
% In cMOOCs, the letter 'c' represents the general characteristics of this type of earlier MOOCs such as

concerns with connectivity, and open access and licensing.



autonomy [12] and the relationship between learners [13]. Therefore, there seems to
be an increasing concern that different personalities, motivations, and autonomy of

participants play an important role in the design process of a MOOC.

In general, games are powerful artifacts, which are mostly successful in engaging and
motivating participants [14, 15]. There are several commonalities between the design
process of a MOOC and a MMOG. Firstly, both can be regarded as socio-technical
systems, which have interrelated social and technical components that serve a large
number of users with different personalities, goals and motivations. Secondly, they
are open systems where participants can join and leave freely. Thirdly, they both can
be regarded as services. Thus, exploring the preferences, personal traits, motivation
and interests of MOOC audience and using game design methodologies to create

more engaging MOOCSs might be a reasonable assumption to be tested.

A typical innovative game design process starts with designing user experiences and
aesthetics rather than its mechanics [16]. This approach evokes participants'
motivation and supports individuals to stay in an optimal state during the game [17,
18]. To investigate and explore the social aspects of MOOCSs, designers need to fully
understand the target audience by using a set of assessments and tools. Myers-Briggs
Type Indicator (MBTI) and Bartle's game player types are the most common tools for
conducting such operations [19]. Bartle [20] suggests a model to classify MMOG
players based on the variance of players' behavior, interests and motivations. In
Bartle's model, players were classified into 4 different categories: achievers (seeking
for achievement), explorers (motivated by exploration, imagination, and learning of
new things), socializers (motivated by cooperation, interaction, and communication
with other players), and killers (motivated by competition, and fighting other players)
[21]. Bartle's player typology is used as a fundamental framework in
MMOGs/MMORPGs?® research and MMOGs/MMORPGs design studies [22]. Players
in the same category have similar characteristics and somehow behave in the same
way. In other words, each player type represents an independent (unique) behavior
pattern [23]. Furthermore, the patterns might be useful to address some of the issues

¥ Massively Multiplayer Online Role Playing Game (MMORPG) is a genre of Massively Multiplayer
Online Game (MMOG).



in artificial intelligence. For instance, they might be useful for creating complex
artificial behavioural models (see [24]).

1.2 Objectives

The goal of this research study is to investigate the personality characteristics,
demographics (e.g. age, gender, level of education) and experience of the participants
of MOOCs using MBT]I assessment and Bartle's player types test. In other words, we
first try to explore temperaments and preferences using the information acquired from
personality types and game playing types. Secondly, in the light of the collected
information, we hypothesize (i.e. train and test) a machine-based classifier to reveal
the personality types of players with incomplete information. This research seeks to

address the following questions:

RQL1: Is it possible to explore objective characteristics (e.g. age, gender, etc.) and
subjective characteristics (personality types, and player types) of MOOC
participants?

RQ2: Is it possible to automatically classify participants into equivalent game player
types using BP-ANN?

1.3 Organization of the Thesis

The remainder of this research study is organized as follows:

Chapter 2 reviews the background and related previous studies on the topic of this
study. Key studies about personal preferences and MBTI, MMOG Bartle's player
types and test, MOOCs, machine learning, artificial neural networks and basics of
multi-layer perceptron (MLP) method with backpropagation (BP) algorithm are

reviewed and explained.



Chapter 3 details the suggested research methodology. It explains the steps used for
exploring personality types, Bartle's player types, and applying back propagation

method as a tool to classify individuals into their equivalent Bartle's player types.

Chapter 4 discusses the study and our approach. In addition, the results are shown
under different titles (demographic information, personality preferences and types,
Bartle's player types, and the machine-based (i.e., BP) classifier). Furthermore,
validation of results and the model are examined through different experiments and

are presented in detail. Lastly, limitations and threats to validity are explained.

Chapter 5 presents conclusions and implications of this study. Additionally, based on
the findings and contributions of this research study, suggestions are given for future

studies.



CHAPTER 2

BACKGROUND

2.1 Introduction

This chapter discusses the personality basics, MBTI assessment and the personality
types, Bartle's player types and game player types test (i.e. Bartle's player test). Also
machine learning and classification, artificial neural networks and basics of Multi
Layer Perceptron ANN, and the Back Propagation algorithm are explained. And
lastly, some of the previous related studies will be reviewed.

2.2 Personality Basics and MBT]I assessment

The term personality is derived from the Latin word persona which is used to refer to
mask works produced by theatre performers in order to play different roles or to hide
their real characters [25]. There are many definitions of personality that are based on
a variety of theories, and these theories can be categorized into four different
standpoints [25, 26]:

e Psychoanalytic standpoint: This approach was founded by Freud, and

focuses on the importance of unconscious and childhood experiences.

e Humanistic standpoint: This approach emphasizes human nature concepts

such as personal awareness, free will, and psychological growth.

e Trait standpoint: This approach focuses on understanding, describing, and

measuring the traits that shape personality.



e Social cognitive standpoint: This approach focuses on the importance of
conscious mind concepts such as learning from observations, self-efficiency,

social activities, and cognitive procedures.

However, personality can be defined as the set of psychological experiences, traits,
cognition, and emotional and cultural characteristics that shape the behaviour pattern
of an individual [25, 26, 27, 28].

2.2.1 Personality types: MBT]1 assessment

Since people are different in their personalities and behaviours, many assessments
and tests are established to determine the type of personality such as Big Five Factor
Model [29], Minnesota Multiphasic Personality Inventory (MMPI) [30], and self
report inventory [31].

Jung's theory of psychological types proposed four functions (i.e. personality
characteristics) that constitute different personalities [32]. Based on Jung's theory,
Myers and Briggs submitted an indicator called MyersBriggs Type Indicator (MBTI)
to assess personality type. Depending on four dichotomies, MBTI produced 16
different types of personalities. These four dichotomies represent differences and

preferences of people, and they might be described as follows [33]:

e Extraversion - Introversion (E/I):
This dichotomy represents the preferred way in which individuals collect their
energy, in extraversion or introversion.
Extraverted (E) individuals prefer to receive energy from external environment
such as social interaction with people, objects, and actions. Introverted (I)
individuals, on the other hand, prefer to get energy from privacy, introspection,
segregation, and reflection [34].

e Sensing - Intuition (S/N):
This dichotomy represents the preferred way of individuals to collect

information/ knowledge, on a sensing or intuition scale.



Sensing (S) personalities have a preference to collect information objectively
and in an ordered way. They use their senses to collect information [35], and
believed that this information is true and reliable [34]. Individuals with intuitive
(N) personalities, on the other hand, have the preference to convert this
information further into potential possibilities, modulations, and associations.
Additionally, people with intuitive (N) personalities prefer to look at the big

picture without paying much attention to the details [35].

Thinking - Feeling (T/F):

This dichotomy represents the preferred way of taking and/or making decisions.
It determines whether individuals prefer to depend on their thinking skills more
than their feeling or vice versa, to take decisions.

Personalities with thinking (T) type seem to prefer logical and analytical
approach in making decisions. They do not let their emotions affect their
judgments and decisions [34, 35]. On the other hand, personalities with feeling
(F) preference seem to prefer making their decision subjectively based on their
personal values and principles, and considering the potential impacts of their

decision on others [35].

Judging - Perceiving (J/P):

The function of this dichotomy is to determine an individual's dominant
preference which could be judging (J) during decision making process or
perceiving (P) during information collecting process [35]. In particular, this
dichotomy aims to explore how individuals with different personalities behave
as far as decisions, deadlines, schedules, and organization are concerned. Those
who prefer the judging (J) direction like to have a life-style in which they can
put and accomplish plans and schedules, be firm with deadlines and ready to
make decisions quickly and objectively [35]. On the other hand, people who
prefer the perceiving (P) option like to know and collect information, without
making judgments if they do not have to. They prefer a life style of flexibility,
simplicity, and spontaneity [35].



Figure 1 shows the four dichotomies through which different types of personalities
can be indicated [36, 37]:

EXTRAVERSION INTROVERSION
Initiating Receiving
Expressive Contained
Gregarious ENERGY Intimate
Active Reflective
Enthusiastic Quiet
SENSING INTUITION
Concrete Abstract
Realistic Imaginative
Practical INFORMATION Conceptual
Experiential Theoretical
Traditional Original
THINKING FEELING
Logical Casual
Reasonable Open-ended
Critical DESICIONS Accepting
Questioning Accommodating
Tough Tender
JUDGING PERCEIVING
Systematic Casual
Planful Open-ended
Scheduled LIFESTYLE Spontaneous
Early starting Pressure
Methodical Emergent

Figure 1 The MBT]I assessment and four dichotomies

Each individual has different preferences from the opposing poles of each factor,
which, in total, represents an individual's personality type [36]. Accordingly, a
combination of these 16 personality types can be formed as shown in Figure 2
(adopted from [37]):



Sensing Types |  Intuitive Types
Thinking Feeling  Feeling Thinking

ST SF NF NT
Introvert Judging I/1] ISTJ ISFJ INFJ INTJ
Introvert  Perceiving  1/P ISTP ISFP INFP INTP
Extravert  Perceiving E/P ESTP ESFP ENFP ENTP
Extravert Judging E/J ESTJ ESFJ ENFJ ENTJ

Figure 2 MBTI personality types

The four functions discussed above provide 16 different types of personalities. The 16

different types of MBT] are listed below with a brief definition for each type [35, 37]:

e People with ISTJ personality type are natural organizers dealing with the
world in concepts of tactile facts (Sensing) that they objectively handle
(thinking) over structure (judging). Oftentimes, others consider them as
discreet and cool (introverted).

e People with ISFJ personality type are committed and feel obliged to finish
their job. They are comfortable, accurate and quiet workers (introverted) in a
structured environment (judging). They have a pragmatic and realistic
personality (sensing), and make decisions depending on interpersonal factors
(feeling).

e INFJ individuals are creative, and reflective (introvert), and see the world as
full of chances and potentials (intuitive). They consider these potentials and
possibilities and implement them orderly and in a scheduled style (judging) in
order to make their decisions subjectively (feeling).

e INTJ people are independent thinkers, and have great power in achieving
their goals and ideas (introvert) in a world of endless possibilities from their
own point of view (intuitive). By implementing these possibilities and ideas
out of a structured order (judging), they can take decisions objectively
(thinking).

e ISTP individuals have well-known abilities to achieve their goals. They are

hard to understand (introverted), and mostly deal with the world in concepts



of tactile facts (sensing), and live the life focusing on present time. In
addition, people in this category take decisions objectively (thinking) based on
the current moment (perceiving).

ISFP individuals speak through their work and actions far more than their
words, and conceive that it is better to carry out plans and actions orderly
(introverted). Although they see the world in concepts of tactile facts
(sensing), they make decisions subjectively (feeling). Also, they prefer to keep
all options open (perceiving).

INFP people are gentle, idealistic, and prefer thinking (introverted) and
imagination (intuitive). They make decisions based on their personal values
(feeling), and prefer to keep everything flexible (perceiving) more than fixed.
People with INTP type personality prefer to ravel out problems by making
decisions objectively (thinking) and reflecting upon different possibilities
(intuitive). They are also tranquil and flexible (perceiving).

ESTP people are pragmatic and focus on the immediate moment of the
external world (extraverted) in a grounded and realistic manner (sensing).
They take decisions objectively, by giving more attention to what is
happening now-and-here (perceiving), as they do not like conceptual and
theoretical explanations (thinking).

ESFP people are friendly, flexible, open, love to have fun and comfort in
dealing with the external world (extraverted), and have a pragmatic forestation
(sensing). They make decisions subjectively (feeling) and flexibly
(perceiving).

Individuals with ENFP personality type are social and warm (extraverted),
and look for everlasting possibilities (intuitive). They prefer to keep all their
options open (perceiving), and make their decisions based on their social
connections and communication abilities (feeling).

ENTP individuals are brilliant, stimulating, and derive fun from life
(extraverted), and the everlasting possibilities of conceptual and theoretical
relations (intuitive). These conceptual connections are filtered objectively
(thinking) to keep the options open (perceiving).

ESTJ individuals are natural organizers, and the managers of people and other

resources (extraverted) although they prefer to deal with the world through a
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pragmatic and practical approach (sensing). They make analytical, direct

decisions (thinking), and have the ability to fulfil these decisions quickly in a

structured way (judging).

e People with ESFJ personality type are reliable and cooperative friends,
and have the ability to interact with others facilely (extraverted). They
give careful attention to personal specifics and details (sensing), and
interact and make decisions in an interpersonal (feeling) but scheduled
manner (judging).

e ENFJ individuals are naturally convincing people with social preference
and skills (extraverted). They make decisions subjectively (feeling) after
considering all possibilities carefully (intuitive). They prefer using their
characteristics in a structured way (judging), which help them be
considered as excellent communicators and networkers.

e Individuals with ENTJ personality type are natural leaders who have the
ability to interact with people skillfully (extraverted). They consider
possibilities and connections (intuitive), which enables them to make
analysis objectively (thinking) and to accomplish things through an

organized approach.

It is recommended by the Myers and Briggs Foundation [38] to deal with MBTI
tool as an indicator to explore preferences of people rather than as a psychiatric
measure or test. Since its early release in 1962, hundreds of research studies had
examined the MBTI and proved that it is a valid and reliable tool [38]. Each year,
there are millions of individuals who take this test for different reasons [38].
MBTI is one of the most widely-used tools all over the world and it is available
in 24 different languages [39]. Additionally, MBTI tool is applicable and useful
in such fields as management and leadership (see [39, 40, 41, 42]), computer
science and software development (see [43, 44, 45, 46]), spiritual and personal
growth (see [47, 48, 49, 50, 51, 52]), relationships and family affairs (see [53, 54,
55, 56, 57, 58]), and education and learning (see [59, 60, 61, 62, 63, 64, 65]).

11



2.3 Bartle Player Types

Based on his experience in MUDs, Bartle suggested a model to classify
MUD/MMOG players, considering the variance of players' behavior, interests and
motivation in gameplay [20]. According to Bartle's typology, there are four different
types of players [20, 21]:

e Achievers: are the individuals who are seeking achievements and levels by
collecting points.

e Explorers: are the people who are motivated by exploration, imagination, and
learning of new things.

e Socializers: are a participant type who prefers cooperation, interaction, and
communication with other players.

e Killers: are the players who love competition, and enjoy killing other players
in games.

Figure 3, as adopted from [66], illustrates player types as suggested by Bartle based

on in-game interests [21].

ACTING

PLAYERS WORLD

SOCIALIZERS

INTERACTING
Figure 3 Bartle's player types' interests
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The interactions/actions of each distinct player type with other players and/or with the
world (the game) are different in many ways. That is, players ‘play’ or behave
according to their interests, goals, and motivation. Lazzaro's (see [67]) and Yee's (see
[68]) studies yielded similar results to those of Bartle's. Figure 4 below maps the
goals of each Bartle player type onto similar results obtained from [67] and [68], as
adopted from [66].

ACTING

PLAYERS WORLD

cooperate explore

communicate imagine

perform interpret

imagine collect

personalize meditate

learn
A4
INTERACTING

Figure 4 Motivation (engaged-by) of players

This understanding of the player types highlights proper ways to deal with
participants and to improve the abilities of game designers by considering and
employing suitable mechanics and contents. The aim is to fulfill the needs and
motivation of each individual type and to keep balance (equilibrium) between them
(e.g. contents might be suitable for achievers more than for socializers or Kkillers,
which means that they feel demotivated). In other words, this approach provides a
comprehensive understanding to motivate players and to keep them in optimal state of
engagement (“flow”), and demonstrates the suitable elements that should be
employed [17, 21, 67].

13



Bartle's work [20] discusses the interactions between each player type and the way
they work dynamically (e.g. how Kkillers affect other types and killers also). These

interactions can be summarized as listed in Table 1 below:

Player INCREASE DECREASE
Type

Achievers  Slightly decrease killers. If killer ~ Increase killers. Decrease explorer
numbers are high, increase the players if killer players are few.

number of explorers.

Killers Increase achiever players. Reduce achiever players. Increase
Reduce explorers massively. explorers massively. Decrease the
Increase the number of number of socializers.
socializers.

Explorers Increase explorer players. Increase killer players massively.

Socializers  Reduce killer players slightly. Increase killer players slightly.

Increase achiever players
massively.

Increase socializer players. Decrease achiever players
massively.

Reduce socializer players.

Table 1 Connections Between and Reflections of Bartle Player Types

For a better understanding of Table 1, Figure 5 shows the graphical view of the

influence of each player type [20, 21].
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Figure 5 Flow of players

In the graph, green lines indicate the increasing numbers while the red ones show
decreasing numbers. Thickness of lines indicates the size of change (e.g. a thick line
means there is a big change). The size of arrow-heads indicates the amount of the
flow of change(s) occuring in a specific group. Curves, on the other hand, indicate

loops.

Bartle's study confirms two general approaches to provide the stability of the game
based on the analysis of the relationships between player types:
1. Keep balance between all types, which is the most difficult to be achieved.
2. Players of a specific type(s) dominate the game, shaping it into their favourite
flavour of ‘fun’ (i.e. the game is more likely to be a faction-oriented game if
there is equilibrium between Killers and achievers, while it is more likely to be

a social game if there is stability between socializers) [20, 21, 69].

Bartle's player typology has been employed in game industry to assist designers to
understand the motivation and personality of the targeted audience [70]. It is used as a
base model for exploring audiences in gamification [71], which is a new promising
field that aims to properly employ game design tools and game elements in non-game

related contexts from marketing and services [72], to education [73, 74].
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2.3.1 Game player types test

Bartle's player types test was initiated in 1999 by Andreason and Downey based on

Bartle's approach to classify MUD players [21, 75].

Bartle test is available online*, and more than 840,000 people especially gamers have
been exposed to this assessment (gamerdna.com) [76]. The test contains 30 questions,
and individual answers are calculated to reveal the player type also called Bartle
quotient. Bartle quotient is a total 200% of all four preferences/dichotomies, and the
maximum level of each single type is 100% [77].

The test is designed by putting equal number of questions in each category or
preference (achiever, explorer, killer, and socializer). The type is determined through
the dominant preferences (i.e. from the highest to the lowest preference score) and is

denoted by the first capital letter of each preference.

2.3.1.1 Working example

As mentioned earlier, to calculate Bartle quotient Bartle's player types test should
contain equal number of questions (or choices) for each dichotomy. In other words, if
Bartle's player types test consists of 30 questions, and if there are 2 choices per single
question; we have 60 choices in total, meaning there are 15 choices per single
dichotomy (i.e. achiever, explorer, killer, and socializer). More specifically, if an
individual selects 10 choices out of 15 for a specific dichotomy, it means that we can
consider this individual as a person who prefers such a dichotomy with a percentage
of 66.6%.

Consequently, let us assume that 2 persons answered the test questions and their

scores on four dichotomies were as follows (Table 2):

* http://www.gamerdna.com/quizzes/bartle-test-of-gamer-psychology/take?cobrand=
% http://www.andreasen.org/bartle/
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Achiever Socializer Explorer Killer Bartle's Type

20% 70% 80% 30% ESKA
70% 20% 60% 50% AEKS

Table 2 Bartle Quotient of Player Types

Obviously, Bartle's type for the first person (in the first row) will be calculated as
E.S.K.A (Explorer, Socializer, Killer, and Achiever) and for the second person (in the

second row) as A.E.K.S (Achiever, Explorer, Killer, and Socializer) [77].

2.4 Machine Learning and Classification

2.4.1 Machine learning

Machine learning can find out how to achieve significant tasks by generalizing from
data samples [78], which is highly practical and cost-effective. Also, there is lately
availabe data that can address more problems [78]. Machine learning is commonly
and widely used in the fields that depend on knowledge extraction (i.e., pattern
recognition [79, 80], computer vision [81, 82], bioinformatics [79, 83], games [84,
85], and natural language processing and speech recognition [86, 87]. According to
[88] machine learning might be described as a combination of three contents or

stages:

e Representation, meaning that the classifier should be formed by using formal
language that should be understandable and processable by the machine.
Consequently, if the space of the problem does not match with the classifier's
capabilities, then the classifier will not be able to learn.

e Evaluation (also called scoring function) is a level of learning, in which good
and bad classifiers will be discriminated.

e Optimization is the final level, in which it is paramount to highlight the
optimum classifier from the good ones that have been distinguished (i.e., from

the previous level).
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There are many perspectives and methods that are dedicated to achieve the aim of

machine learning (i.e., artificial neural network (ANN), support vector machine

(SVM), decision tree (DT), Naive Bayes, and k-means) [78]. In general, machine

learning algorithms might be classified into three major types, namely, un-

supervised, supervised and reinforcement learning algorithms. In addition to these

major types, a new type named semi-supervised learning algorithm was derived from

the supervised learning algorithm [89]. The differences between each of these types

might be illustrated as follows:

Unsupervised Learning Algorithm: In this type of learning methods, training
datasets are not required. In other words, the output can be simply and
directly concluded and delivered from the inputs (i.e., the incoming dataset).
In addition, implementing the input data of such tasks is an easy and a rapid
process. However, the accuracy of such methods is still limited due to the
absence of relations to the taken data samples [78, 89].

Semi-supervised Learning Algorithm: This algorithm is between
unsupervised and supervised learning. It was founded to solve the problems
that cannot be solved properly through supervised learning algorithms. The
algorithms here are provided with unlabelled training data along with some
supervising information [89].

Supervised Learning Algorithm: This type of algorithm is able learn the
structure of the algorithm and parameters based on labelled training dataset. In
other words, such types of algorithms are able to predict the solution by
learning from input data samples. Therefore, supervised learning is more
flexible than unsupervised learning. Supervised learning is also called
classification, which is the most commonly used technique in data mining
[91]. There are many methods of supervised learning such as artificial neural
networks, support vector machine, and decision trees [89, 92].

Reinforcement Learning Algorithm: This type focuses on the idea of learning
by trying to maximize the rewards when dealing with uncertain environment.
It is inspired by behaviorism theory which assumes that individuals might

learn from the outcome (e.g. rewards) of their actions. However, in machine
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learning and artificial intelligence branches, selecting the most proper
(rewarding) method can be considered as reinforcement learning method [90].

2.4.2 Artificial neural networks

Inspired by human nervous system, artificial neural network models have been
introduced and used to achieve results and learning especially in areas where
traditional approaches are not feasible [79, 88, 95]. Basically, an ANN consists of two
main components: nodes (neurons) and weighted connections between nodes [79, 88].
Nodes are represented in layers [79, 88]. These nodes are connected by weighted
connections between nodes of each layer to its previous layer [79, 92]. A typical
neuron consists of three general functions: accumulation, activation, and output

functions [93]. Figure 6 shows a typical artificial neuron®.

Inputs f -
Output
I
Activation
Function

Figure 6 Typical artificial neuron node

The typical neural network is shown in Figure 7:

¢ Figures 6 and 7 are adopted from http://www.theprojectspot.com/tutorials/page/1.
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Output Layer

t

Hidden Layer

t

Input Layer

Figure 7 Neural network graph

However, ANN models differ from each other in three main parameters: (i) the
approach of connections, (ii) the learning procedure and updating of weights, and (iii)
the type of activation function [78, 93].

2.4.3 Multi layer perceptron neural networks

Multi Layer Perceptron (MLP) is one of the most popular and commonly used neural
network methods especially in pattern recognition and classification for its high

ability to learn complex patterns [93, 94].

MLP model consists of 3 connected layers: input layer, one (or more) hidden layer(s),
and output layer. These layers are connected together by weighted connections. The
input of each node in layer k+1 is the summation of all outputs from nodes in layer k
(see figure 7). The number of nodes in input layer is equal to the number of attributes
in the input vector’. Hidden layer(s) and nodes in each layer are up to the designer as

they are variable parameters and should be managed carefully for better efficiency.

"Vector is a pair of input: desired-output pattern that is used to learn BP model
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And the final output from the output layer nodes represents the predicted class (each

node in output layer represents a single class) [79, 94, 95].

Generally, in MLP models with BP learning algorithm, input data goes forward to the
output layer with no feedback. Hidden layer nodes transfer data to the nodes of the
next layer based on the result of activation function of each node. Frequently, MLP
method uses sigmoid function as an activation function, and error back propagation as
a learning rule algorithm. In other words, BP model first initiates with small random
weights, and a desired error rate. The learning process is achieved by using input:
desired-output pair vectors to adjust the weights in order to minimize the error rate
(i.e. calculate the difference between the real error and the desired error rates for all
nodes in output layer). Next, back propagation process corrects the weights [94, 95,
96].

The algorithm of BP is presented in the following section [93] in the form of pseudo

code.

2.4.3.1 BP algorithm

1. Weights initialization: Initialize the weights matrix by giving small random
numbers (ranging from 1.0 to -1.0). And set the other required parameters (i.e.
learning rate, error rate, maximum iterations, and threshold).

2. Forward propagate the input vectors (from I) with corresponding target vector
(from T).

3. Compute the input and output of each node in all hidden and output layers.
Input to nodes in hidden layer (e.g. node j) can be calculated using the

following equation:

p
— 2.1
Ij_ZWijoj+@j (2.1)
i=1
And the output from node j can be computed via the following equation:
_ 1 (2.2)
O =11en

Consequently, output values from hidden layer nodes are the input values to the

nodes of output layer (as in our case we have only one hidden layer). Input to
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nodes in output layer (e.g. node j) can be calculated using the following

formula:

_ 2.3
IJ_ZWUOJ-+®,- (2.3)

And the output from node j can Ee computed by using (2.2).
4. Back-propagation of the error: The error is fed backward with respect to the
weights and threshold. The error of a unit j in output layer can be computed

using the following equation:

Error; = 0;(1 - 0;) 0;(T; — 0;) (2.4)
And the error of unit j in hidden layer can be computed using the following
equation:
Error; = 0; (1 0; ) 2 Error, Wy (2.5)
5. Update weights and threshold. Welghts can be updated using the following
equations:
AW;j = 8Error;0; (2.6)
And
And threshold can be updated using the following equations:
A®; = §Error; (2.8)
And
0; = 0,+A0; (2.9)

6. Check for stop:
If (max-iteration), then Return (weights) and Exit. Else
If (Error of vectors) less than (error rate), then Return (weights) and Exit. Else

go to step: 2.

where,

lj - Input to node j.

O; : Output of node j.
©;: Threshold of node j.

T; : Target output from node j.

Wi; : Weights matrix that connects unit i in layer L to unit j in layer L+1.
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Error; : Error of unit .
o: Learning rate.
P, g, I: Represent the numbers of input nodes, hidden nodes, and output nodes,

respectively.

2.5 Related Literature

The investigation of psychometric properties (e.g. traits, motivation, and personal
preferences) of individuals has been studied and employed in many different
disciplines such as software engineering [45], game development [97], economics
[98, 99]. Different methods have been utilized to assess personality types of
participants such as MBTI [36], Keirsey's Temperament Sorter (KTS) [100], and
Bartle's player type [21].

Yee [101] surveyed online about 30.000 MMORPG users to investigate their
motivations, evoked experiences, and demographics. Results show that MMORPGs
engage wide range of users of different ages 22 hours/week on average.
Additionally, it was observed that the motivations of users were affected by five
factors: achievements, immersion, escapism, relationships, and manipulation. Male
users were found to be engaged more by factors of achieving and manipulation,
while female users prefer relationship factor. As a conclusion, MMORPG
environment is an interesting and powerful field to be further researched and

implemented.

MUDs have also used in new areas such as corporate and educational platforms and

environments for distance learning [102], which deserve more investigation.

Cowley et al. [103] state that employing machine learning methods to explore
gameplay experience/player type is in its infancy. In their study, they trained two
flavours of Decision Tree method (i.e. CART and C5.0) and DGD player taxonomy
on Pac-Man gamers to select appropriate rules for the classification. Training set
contained 100 instances, while the testing set contained 37 instances; and the

validation testing performance of classifier was about 70%.
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Drenman and Keeffe [104] suggest considering economic issues together with in-
game player behaviours. They point to the investigation of different products and
services and the offering-consuming behaviors of players according to player
typology of Bartle. Such an approach has been used to classify consumption behavior
of players in MMORPG environment.

Pang et al. [105] propose an approach to classify MMOG players according to their
relationship network. Their research suggests that since core players can affect
other players, game designers and industry should take this in consideration.

Aruan et al. [106] developed a virtual tutor agent (VTA) that is suitable for multiple
users, and problem-based learning in cooperative environments inspired by MMOG
methods and techniques. Both conceptual issues of learning using interface-sup-
ported cooperative environment and technological issues of deploying/dealing with
massive users from MMOG perspective were combined together. In addition, some
applications and coding have been used to achieve the goal, and the result was
acceptable.

Borbora and Srivastava [107] depended on the life-cycle of MMORPG players to
model their churn behavior. The goal was to measure and analyze the activity traits of
both churners and traditional players. To enhance evoked features, three levels of
semantic (engagement, persistence, enthusiasm) have been used. The suggested
method was based on labelled clusters and weighted distance between them. The
performance of the proposed classifier to predict such patterns was good compared to
the use of other classifying models (e.g. SVM, and Naive Bayes). Additionally, they
suggested a distance-based classifier called "wClusterDist" using the behavioral
profiles that been collected. The suggested classifier results in reasonable

performance, but it has not been tested for other different cases.

To reduce the costs of monitoring and analyzing player behavior, Kang et al. [108]
proposed an automated system for the analysis of MMOG players' behaviors using

trajectory (non-parametric) clustering algorithm with simple data. At first, they
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classified the data hierarchically, and then used trajectory clustering algorithm to
analyze behaviors. The system was tested on world of warcraft (WoW) environment
and the results were good in both analyzing player's behavior and creating players'

experience insights and profiles automatically.

Ho and Thawonmas [109] proposed a model to convert sequences of MMOG players'
actions into sequences of episode. The model test shows that the performance of
classifier exceeds the performance of other approaches that work on action or item
sequences. However, Matsumoto and Thawonmas [110] used player-action approach
with hidden markov model (HMM) as a classification model and the results were

acceptable in classifying different player types with common action.

Lotte et al. [95] reviewed a number of most commonly used classification methods
(e.9. SVM, MLP, HMM) and compared their performances to find the most proper
classification algorithm(s) for brain-computer interface (BCI) using electro-
encephalo-graphy (EEG) dataset (i.e. BCI is a communication system, in which no
external device activity is required [111]). In other words, a BCI is a system that
enables a peripheral to send commands to other electronic device(s) through brain
activity [112]. Electro-encephalo-graphy (EEG) can be defined as:
“The recording of electrical activity along the scalp. And EEG

measures voltage fluctuations resulting from ionic current flows within

the neurons of the brain” [113].
The results and efficiency of each classifier were analyzed and compared with other
classifiers to present a concrete base of knowledge that can be considered when
choosing the proper classifier for a specific task. In general, for BCI using EEG
dataset, it was found that SVM performs better than other classifiers. However, the
performance of MLP was also acceptable for this task, as neural networks are

commonly used in BCI research.

2.6 Summary

This chapter explains the tools that are used in this study, and presents some related
studies. As MOOCs are new, very few previous studies explored the participants as

gamers. Furthermore, so far only a few studies have tried to use machine learning
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methods to classify MMOG gamers [108, 109]. Additionally, the current exploratory
research classifies MOOC base on MMOG gamers' player type, which can be
considered as one of the contributions of this study. In the next section, we discuss

the proposed methodology that is used to achieve the goals of this research study.
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CHAPTER 3

METHODOLOGY

3.1 Introduction

This chapter explains our proposed method to achieve the goals of this study. It
details the story of data collection process, and explains the two phases of the
proposed method. Phase 1 details the steps for exploring personality types (i.e., using
MBTI assessment), and player types (i.e., Bartle's player types). And phase 2 presents
the steps of preparing datasets, and basics for training and testing the automated

classifier (i.e., using BP algorithm).

3.2 Methodology

The approach used in this study consists of two main phases. In the first phase, we
conducted a survey to assess personality types of individuals. The goal was to reveal
the personality type of participants using MBTI. Next, the results were used for
investigating types of participants based on Bartle's player types. In the second phase,
a dataset was produced based on Bartle's player types that were investigated in phase
one, and the responses of participants to Bartle's test. This dataset was used to train
and test a machine-based BP classifier of player types. Figure 8 illustrates the

suggested methodology.
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Figure 8 Methodology

The data were collected by means of a questionnaire, which includes 55 questions
under 3 categories to explore: (i) demographics of MOOC participants (5 questions),
(ii) personality traits using short version of MBTI (20 questions), and (iii) Bartle's
player assessment (optional 30 questions). Appendix A explains the purpose of
survey, and provides the respondents with some information about answering the
questions. Appendix B illustrates the body of survey in details. The survey was
created using Google forms, and it was published online for 5 months (From May to
September, 2014). To make sure that the responses are reliable to be used as input
data, we surveyed only the people who attended at least one MOOC and played at
least one MMOG. However, people do not really like to answer surveys. This is the

main problem we faced during the data collection process.
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3.3 Phases
In this subsection, steps in each phase were discussed in detail.
3.3.1 Phase 1: Exploring player types
1. Investigate the personality type of MBTI assessment for each participant using

the four dichotomies that discussed previously [37]. Table 3 illustrates the

procedure of evaluating MBTI types.

Putl point for selecting the first choice, and 2 points for selecting the second

choice of any question.

Sum points for
questions (1, 3, 6,
8, and 12).

Sum points for
questions (2, 5,
11, 15, and 19).

Sum points for
questions (10, 13,
16, 18, and 20).

Sum points for
questions (4, 7, 9,
14, and 17).

According the total number of each column above, select the appropriate letter

from columns below:

E
If the total points
were less than or

equal to 7.

S
If the total points
were less than or

equal to 7.

T
If the total points
were less than or

equal to 7.

J
If the total points
were less than or

equal to 7.

|
If the total points
were greater than

or equal to 8.

N
If the total points
were greater than

or equal to 8.

F
If the total points
were greater than

or equal to 8.

P
If the total points
were greater than

or equal to 8.

Table 3 Calculation of MBTI Types

2. Explore Bartle's player type of each participant according to his/her
personality type that has been investigated in step 1. The main assumption for
this study is that basic psychological models of game playing styles and
behaviors cab be explored and unified in one model [114]. Consequently, we
used Bart's unified model, which explored the most common gameplay styles
and player models (e.g. Bartle's player types, Cailloiss playing styles, and
Lazzaros types of fun) and game design models (e.g. Gamist/ Narrativist/
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Simulationist (GNS), and MDA framework) and which showed that all those
approaches can be considered as one identical model. Furthermore, a linkage
was proposed between both Keirsey temperaments (four distinctive patterns
concluded out of 16 types of Myers-Briggs model of personalities) [100, 115]
and Bartle's player types [114]. Figure 9 shows the mapping of MBTI 16
types (4 types in terms of Keirsey temperaments) to Bartle's types of players
using a periodic table form adopted from [45]. Here, Figure 9 presents a

linkage between MBTI-Keirsey and Bartle's player types.

Exrtaversion || ENFJ ENTJ

Introvertion || |NFJ INTJ

Introvertion || INFP | ISFJ ISTJ | INTP

Exrtaversion || ENFP | ESFJ - ESTJ ENTP

Feeling Thinking

Socializers| Achievers -E

Figure 9 Mapping of MBTI types to Bartle's player types

According to the figure and in terms of Bartle's player types, the blue colored
types have been considered as explorers, while green colored types represent
achievers; yellow colored types represent socializers; and red colored types

represent killers.

3. Attach the Bartle-type that has been explored in step 2 as a class at the end of

Bartle's test questions for each participant.

3.3.2 Phase 2: Automated Classifier

In order to 1) cope with problems of missing data, 2) make use of the collected

dataset continuously, 3) compare the previous methodology used in the first phase

and to the methodology presented by the founders of Bartle's player types test, in
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classifying players to their Bartle's type, and 4) test whether the machine can learn
and classify such patterns, we used one of the most powerful machine learning
methods, the BP algorithm [92, 93, 94, 116], as automated classifier.

Specifically, the use of machine learning methods to train and test a proper classifier
model in favor of automatical classification of MOOCs participants into their
correspondent Bartle's player type will be explored in phase two. Bartle's players'
type test questions are optional questions to be answered by survey respondents. By
using respondents' answers to Bartle's type of player psychology questions, and
player's type obtained from the previous phase, a reliable dataset can be collected. We
split the data set into two distinctive sets: a training set (80% of instances), and a

testing set (20% of instances).

Furthermore we used artificial neural network (ANN) method to train and test a
classifier model towards better understanding and recognition of primitive behavior
patterns [117].

The steps of this process were as follows:

1. Pre-processing data and preparing sets: For this level of the study we surveyed
a population generally and anonymously, and explored their personality
preferences as well as their demographic information and their experience
with MOOCs. In addition, we explored the Bartle player types of all
participants, even for those who did not answer the optional questions of
Bartle's player test. By combining respondents' answers to the Bartle's type of
player psychology questions with player's type obtained from the previous
phase a testable dataset could be created.

Pre-processing operations refer to the operations taken to convert, eliminate,
organize, and generalize data in order to make it understandable by the
classifier and ready to be tested [79]. In this manner, we replaced the text of
each reply in the dataset with a given number related to the nature of the reply,
according to Bartle's approach and taxonomy. After preparation and pre-
processing, the next process was to split the data set into two distinctive sets: a

training set (80% of instances), and a testing set (20% of instances). Each
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vector/instance of sets includes 31 entries (30 entries for Bartle's player test,
and one entry to represent the class (player type) of this vector). It is important
to split the data carefully, that is, both the training set and the testing set
should contain all types (classes).
2. Train and Test the Classifier
The machine learning artificial neural network (ANN) method, BP, was used to
train-test a classifier model towards better understanding and recognition
possibilities of behavioral patterns [117]. Different architectures and parameters
of BP model were examined to find the most efficient model (under the
condition of root mean square error (RE) of the learned BP should be less or
equal to 0.2). A BP model consisted of 34 input layer nodes (one node for each
Bartle's test question, and 4 extra nodes for MBT]I 4 dichotomies) and 4 nodes

in output layer (each node represents a single Bartle's player type).

The total number of respondents was 75 (who completed the first two categories;
demographics part and personality preferences part of MBTI), and 55 respondents out
of 75 respondents answered the third part (Bartle's test part) as well, while 12
respondents answered at least 27 out of 30 Bartle's test questions. The option of
skipping questions was available only for the Bartle's test. The completed vectors
(N=55) were used as training data set, and the partially completed vectors (N=12)

were used for testing the BP classifier.

3.3 Summary

This chapter explains the proposed methodology of this study in detail. It presents the
story of data collection process by means of a questionnaire, and the steps followed in
this data to achieve the goals of this study. The proposed method consists of 2 general
phases: (i) phase 1, in which we explore the personality types and player types of the
participants (see research question 1). And (ii) phase 2, in which we apply BP
algorithm to classify participants into their equivalent Bartle's player types (see

research question 2). Next, we present and discuss the results.
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CHAPTER 4

RESULTS AND DISCUSSIONS

4.1 Introduction

Chapter 4 explains the results of our study. It details the collected data in 4 categories:
(i) demographics of participants, (ii) their personality types, (iii) their player types,
and (iv) result of BP player types classifier with validation in different experiments.

Lastly, limitations and threats to validity aspects are illustrated.

4.2 Overview

The total number of respondents was 75 of persons who completed at least the
mandatory questions (the first two categories; demographic part and personality
preferences part of MBTI), and 67 out of 75 respondents also answered the optional
part (the third part which was related to Bartle's player psychology test). The option
of skipping questions was available only for the Bartle's test. The processes of
designing a survey, collecting data, and response/cooperation of people were some of
the difficulties faced in this kind of research, alongside long, unpredictable time
consumption, and other challenges such as the honesty of the participants. However,
empirical results analyzed, compared, and delivered by dividing them into 4
categories: (i) demographics of participants, (ii) their personality types, (iii) their
Bartle's player types, and (iv) the result of the player types automated classifier. This
approach to presenting the results provides more details and allows better

understanding of the findings.
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4.3 Demographics

In this section, demographical aspects of our respondents will be presented.

Respondents were asked about their demographics: age, gender, and level of

education, along with 2 questions about their experience in MOOCs: number of

MOOC(s) taken so far, and whether or not a participant will repeat this experience.

Figures 10 through 14 absolutely illustrate the results of demographic information

and MOOC experience of participants.

The majority of our participants were males (with percentage of 76%), while 24% of

participants were females. In numbers, 57 participants were male, and 18 were

female. Figure 10 shows the gender of the participants.

76%

76%[57]

Male

Gender

24%

24%[18]

Female

Figure 10 Gender of the participants

Analysis of the age factor of the participants revealed that 60% (45 persons) were

within the range of 25 to 34 years old. In both the age group 18 to 24, and 35 to 44,

were 19% of the participants (14 persons). 3% (2 persons) of the participants fell into
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the 45 to 55 age group. This shows that individuals age 25 to 34 are the most
interested in attending MOOCs. Moreover, individuals aged 18 to 44 (representing
about 98% of the participants) were the age groups most interested in the MOOCs

movement. Figure 11 shows the age distribution of the participants.

Age

0%

Figure 11 Age of the participants

Figure 12 shows education level of respondents. Of the participants 45% (34 persons)
have a Bachelor degree, 44% (33 persons) have a Master degree, 5% (4 persons) have
a high school degree, and 4% (3 persons) have a doctoral degree. The other education
category represented about 1% (1 person). It is clear that individuals with Bachelor
and Master degrees represent about 90% of individuals, which means they are the

most interested ones about MOOC:s.
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Education

45%

443

4% 3%
[3] [33] [34] [4]
Doctorate Master Bachelor High =chool

Figure 12 Participants' level of education

Figure 13 shows participants' previous experience with MOQOCs. It is seen that 69%
(52 persons) of the participants attended 1 MOOC, 13% (10 persons) attended 2 to 3
MOOCs, 9% (7 persons) attended 4 to 6 MOOCs, and 8% (6 persons) attended more
than 6 MOOCs.

# of MOOCs attended before

69%

[6]

Maore thane

Figure 13 Number of MOOQOC:s attended
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Will you attend more MOOC(s)? This was question number 5 of the sur vey, and can
be considered a question that illustrates our participants' opinion about their
experience with MOOCs, their needs, motivations and engagement. Of the
participants 55% (41 persons) answered Yes, and 45% (34 persons) No. Figure 14
shows participants’ willingness to taking MOOC:s in the future.

Will you attend another MOOC?

55%

45%

[41] [34]

Yes Mo

Figure 14 Attend more MOOQOCs responses
Appendix C illustrates the demographic information of respondents in details.
4.4 Personality Preferences
Personality preferences were explored with the MBTI tool. The results of matching
participants with their personality types, along with percentages and number of

individuals for each type are shown in Figure 15 using the periodic table approach
(also see figure 9).
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6.6% (5) 12% (9)

2.6% (2) 8% (6)

4% (3) 4% (3)

2.6%(2) | 4% (3) 13.3% (10) | 1.3% (1)

Figure 15 Distribution of participants into their MBT]I types

In addition, as seen in Figure 15 above, a general view of participants' preferences can

be derived. Table 4 illustrates the general preferences of participants.
Participants E/l SIN T/IF JIP
All 64% 36% 51% 49% 70% 30% 65% 35%

Table 4 Distribution of Participant's Preferences over 4-dichotomies

Furthermore, for better analysis and understanding of Table 4 above, a radar chart®
[118] might be a suitable method here (representing MBTI dichotomies as polar
coordinates to visualize them in a form of radar chart is proposed by [45], which
contains more information about this model). Figure 16 shows a radar chart of Table
4 above. It clearly reveals the general directions among the preferences of the

participants.

® A radar is a graphical method used to represent multiple variables of data in 2 dimensional polar
space. So, it represents variables together for clearer analysis and comparison of these variables.
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Extraversion
80%

Perceiving Sensing

Feeling Thinking

iNtuition Judging

Introversion

Figure 16 Radar graph of participants' preferences

The radar graph in Figure 16 illustrates that the general directions of our participants'
preferences went more toward extraversion, sensing, thinking, and judging rather than
introversion, intuition, feeling, and perceiving, respectively. However, the
percentages of sensing/intuition preferences were close to each other, which means
bringing achievements is done by sensing efforts (51% of the participants) and by
intuition efforts at the second stage (49% of the participants). In addition, it is
noticeable that the thinking preference was the dominating function among the
participants. Furthermore, judging preference was higher than perceiving, which
reveals that the participants prefer to use planned methodologies rather than using

light practice techniques.
Appendix D illustrates participants' responses to personality preferences questions

(i.e., the MBTI assessment) in detail (also see table 3). Appendix G shows

participants' personality types.
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4.4.1 Personality and demographics

Correlating participants' demographics results with their personality preferences that
were extracted using MBTI instrument was very helpful in better understanding the
participants. Here, the correlations between both demographic information and
personality preferences derived from the MBT]I will be presented.

Firstly, gender information versus personality preferences were investigated, the
results of which are shown in Table 5.

Gender E/l S/IN T/F JIP

Male 60% 40% 54% 46% 81% 19% 63% 37%

Female 78% 22% 39% 61% 39% 61% 72% 28%

Table 5 Gender versus Personality Preferences

In addition, the radar graph for gender versus personality preferences distribution is

shown in Figure 17 below:

Extraversion

100%
. s 80%
Perceiving
o

Sensing

/4

0%
)
Feeling v;% Thinking

L

RN

iNtuition Judging

Introversion

Figure 17 Participants' preferences radar graph over gender
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Figure 17 above illustrates that male participants' preferences were extraversion,

sensing, thinking, and judging rather than introversion, intuition, feeling, and

perceiving, respectively. In addition, the thinking preference was the dominant

preference. On the other hand, female participants' preferences were extraversion,

intuition, feeling, and judging above introversion, sensing, thinking, and perceiving,

respectively. Furthermore, extraversion and judging were the dominant preferences of

the female participants.

Secondly, correlation between age and personality preferences was investigated. The

correlation between age and personality preferences is presented in Table 6.
Age E/l SIN TIF JIP
18-24 72% 28% 57% 43% 50% 50% 57% 43%
25-34 58% 42% 43% 57% 76% 24% 69% 31%
35-44 71% 29% 36% 64% 79% 21% 64% 36%
45-55 100% 0% 50% 50% 50% 50% 50% 50%

Table 6 Age versus Personality Preferences

The radar graph of Table 6 is shown in Figure 18.

Extraversion

Perceiving Sensing

Thinking

Feeling

iNtuition Judging

Introversion

Figure 18 Radar graph of participants’ preferences over age
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The radar chart in Figure 18 above shows that the participants' preferences over all
age groups were extraversion, intuition, thinking, and judging above introversion,
sensing, feeling, and perceiving dichotomies, respectively. In addition, thinking
preference was the dominant dichotomy for all age categories. Specifically, the
preferences of participants from age category (18-24 year old) were: extraversion,
sensing, thinking or feeling dichotomy result was equal, and judging. The preferences
of participants from age category (25-34) were: extraversion, intuition, thinking, and
judging, while the preferences of participants from age category (35-44) were:
extraversion, intuition, thinking, and judging. However, the preferences of
participants from age category (45-55) were equal (except for E/I dichotomy, they are

all with extraversion preference).

Thirdly, education level of the participants versus personality preferences were
investigated, the results of which are shown in Table 7.
Education E/l SIN TIF JIP
High Sch. 50% 50% 50% 50% 75% 25% 75% 25%
Bachelor 65% 35% 44% 66% 68% 32% 65% 35%
Masters  61% 39% 55% 45% 73% 27% 67% 33%
PHD 100% 0% 67% 33% 100% 0% 67% 33%
Other  100% 0% 100% 0% 0% 100% 0% 100%

Table 7 Education Level versus Personality Preferences

The radar graph of Table 7 is shown in Figure 19 below:
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Figure 19 Radar graph of participants' preferences over education

Figure 19 above illustrates that the general dichotomies of participants were:
extraversion, sensing, thinking, and judging above introversion, intuition, feeling, and
perceiving, respectively. In addition, the thinking preference was the dominant

dichotomy.

Fourthly, the number of MOOCs attended before by participants was analyzed in

relation to personality preferences. The results are illustrated in Table 8.

No. of MOOCs E/l S/N T/F JIP
1 67% 33% 46% 54% 67% 33% 63% 37%
2-3 60% 40% 60% 40% 100% 0% 80% 20%
4-6 43% 57% 71% 29% 43% S57% 57% 43%
More 67% 33% 50% 50% 83% 17% 67% 33%

Table 8 Experience in MOOQOC:s versus Personality Preferences

Figure 20 shows the radar graph of Table 8.
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Figure 20 Radar graph of participants' preferences over MOOCSs experience
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However, Figure 20 above illustrates that the general dichotomies of participants

were extraversion, sensing, thinking, and judging above introversion, intuition,

feeling, and perceiving, respectively. In addition, judging preference was the

dominant dichotomy.

Fifthly, participants were asked if they were motivated to attend other MOOCs. This

information was correlated with personality preferences. The results are illustrated in

Table 9 below.

Attend more?

S/N

T/F JIP

No
Yes

30% 59% 41%
41% 46% 54%

70% 30% 62% 38%
71% 29% 68% 32%

Table 9 Attending Other MOOC:s versus Personality Preferences

Figure 21 below shows the radar graph of Table 9.
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Figure 21 Radar graph of participants' preferences over MOOCs attending

Figure 21 above illustrates that the general dichotomies of participants were:
extraversion, sensing, thinking, and judging above introversion, intuition, feeling, and
perceiving, respectively. In addition, thinking preference was the dominant
dichotomy. The personality preferences of participants who decided not to attend
other MOOCs were extraversion, sensing, thinking, and judging. On the other hand,
personality preferences of participants who decided to attend more MOOCs in the

(foreseen) future were extraversion, intuition, thinking, and judging.

4.5 Bartle's Player Types

In phase 1 of the presented methodology, exploration of Bartle's game player types
was achieved. Figure 22 shows the distribution of participants in percentages and

numbers into their corresponding Bartle's player types, using the periodic table

approach.
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6.6% (5) 12% (9)

2.6% (2) 8% (6)

4% (3) 4% (3)

2.6% (2) 4% (3) 13.3% (10) | 1.3% (1)

16% (12) | 36% (27) 33.3% (25)
Socializers| Achievers -E

Figure 22 Bartle's player types by means of MBT]I representation

Figure 22 above illustrates that achievers were the highest in number with percentage
of 36% of our population, followed by explorers with a percentage of 33.3%.

Socializers formed 16% of the population, and killers 14.6% of the population.

Appendix E illustrates the responses to Bartle's player types test in details. Also see

appendix F, which illustrates the personality preferences and Bartle's player types.

4.5.1 Bartle's player types and Demographics

Correlating Bartle's player types' results with demographics information provided a

detailed understanding about participants.
Figure 23 shows the gender of participants mapped onto their correspondent player

types of Bartle. It shows that the Bartle's player type for the majority of male

participants was achiever, while it was socializer for female participants.
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Figure 23 Bartle's player types versus participants' gender
In relation to the age factor of our participants, correspondent Bartle's player types

were also mapped. Figure 24 shows the correlation between participants' age and their
Bartle's player types.
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Killer
Socializer

(45-55)

Explorer
Achiever
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Explorer 6
Achiever ] 5
Killer | 7
Socializer | 7
Explorer 14
Achiever | 17
Killer T—/—— 4
Socializer [ 1
Explorer 5
Achiver [ 4

[elr=]lrE=]

(25-44)

(25-34)

(18-24)

Figure 24 Bartle's player types versus participants' age

The result of mapping participants' education level with their Bartle's player types
was also explored (as shown in figure 25). Participants with Bachelor or Masters
degrees constitute the largest group of individuals interested and concerned with
MOOC:s. In addition, the majority of participants with Masters degree were achievers,
followed by explorers. In contrast, explorers were the main type among participants

with Bachelor degree, followed by achievers.
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Figure 25 Bartle's player types versus education level

Figures 26 and 27 show the experience of our participants in MOOCs mapped onto

their preferences regarding Bartle's player types.
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Number of MOOC(s) attended

O Socializer OKiller Explorer [JAchiever
=6 0
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18

| 16

Figure 26 Bartle's player types versus participants' experience in MOOCs

Figure 26 illustrates that explorer was the largest player type group which attended at
least one MOOC. Achiever player type made up the largest group which attended 2 to
3 MOOCs. In addition, explorer type of players formed the largest group which
attended 4 to 6 MOOCs, and more than 6 MOOQOCs, respectively.
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Will attend another MOOC?

O Socializer CKiller Explorer [JAchiever

No 'Ig

10

Yes I 6
13 15

Figure 27 Bartle's player types versus participants' motivation to MOOCs

Figure 27 shows that achiever participants were not very satisfied with their previous
experience in MOOCs as the majority do not want to attend other MOOCs again,

while explorer participants were willing to repeat this experience.

A link between MBTI-Keirsey and Bartle's player types was explored empirically.
The next step was to try to ‘check’ the possibility of one of the main goals of artificial
intelligence, such as programming of behaviors, consciousness, cognition and

perception of machines.

4.6 BP Classifier

In phase two, a machine-based classification of players, artificial neural networks
(ANN) method was employed. A BP algorithm was used for training and testing
processes, after splitting the collected data into two separated sets a training set (with
55 instances) and a testing set (with 12 instances). Each instance consists of 31 entries
(30 entries for Bartle's player test, and one additional entry to represent the player's
type (class)). Tables 10 and 11 illustrate the number of instances and classes of both

training and testing sets, respectively.
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Training Set (N=55)

Achiever 19

Explorer 16
Bartle's Type

Socializer 10

Killer 10

Table 10 Training Set of BP Classifier

Testing Set (N=12)

Achiever

Bartle's Type

)
Explorer 4
Socializer 2

1

Killer

Table 11 Testing Set of BP Classifier

Performance of the model was 100% for training process, and 91.6% for testing.
Table 12 and Table 13 show the model's performance for both training and testing

processes, respectively.

Training Process (N=55)

Correctly Classified 55 (100%)
Incorrectly Classified 0 (0%)
ME 0.01

RE 0.01

Table 12 Training Mode Results from BP Classifier

Testing Process (N=12)

Correctly Classified 11 (91.66%)
Incorrectly Classified 1 (8.33%)
ME 0.09

RE 0.19

Table 13 Testing Mode Results from BP Classifier
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Note that values of the parameters of the classifier producing the nearest convergence
were: learning rate=0.1, momentum=0.9, number of epochs=100, Error/Epoch=0.001,
and one hidden layer. However, although the performance of classification methods
might differ from task to task, in our study it was observed that BP performs better
than other methods (i.e. the performance of any machine learning method could be
measured by its accuracy®) [91]. In specific, in spite of the small dataset used for
training and testing processes, the classifier performed adequately and the result was
acceptable (91.6%). Additionally, the classifier worked efficiently with incomplete

input vectors.

Moreover, this result over performs results obtained from some previous works that
tried to classify MMOG players by applying different approaches or other machine
learning methods such as decision trees [103, 110]. On the other hand, this result is
similar to other results obtained by some previous works that applied BP model as

a classiffier for many tasks such as job satisfaction [96, 119].

So far, we explored demographic, personal preferences, and motivation, traits, and
behaviors of our participants using MBTI instrument and Bartle's gamer typology.
This approach revealed valuable knowledge and findings to be understood and
considered about MOOCs audiences in specific, and about personalities,
preferences, motivation, engagement level and tools, playing styles, and learning
styles, in general. Furthermore, employing machine learning methods to train and
test a proper classifier model in favor of automatically classification of MOOCs

participants into their correspondent player type of Bartle is successful.

Appendix G illustrates the training set for the classifier in detail. Appendix H

illustrates the classifier's testing set in detail, as well.

% Means the percentage of classes classified correctly.
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4.7 Validation

To validate the result obtained from the BP classifier based on the proposed
methodology of this research, and to investigate the best BP classifier model that
satisfies the goal of this task, 3 different experiments were suggested and examined:
Experiment 1: checks the ability to predict Bartle's player types by using 30 Bartle's
test questions to train/test the model.

Experiment 2: checks the ability to predict Bartle's player types by using both 30
Bartle's test questions and MBTI 4 dichotomies to train/test the model.

Experiment 3: checks the ability to predict Bartle's player types by using both
Bartle's test questions and MBTI 4 dichotomies (represented in fractions between
[0,1]) to train/test the model.

In order to estimate the performance of BP model, the leave-one-out cross validation
(LOOCV) approach was adopted in these 3 experiments. LOOCV is one of the
methods used for validating model performance. In this method data is splitted into N
samples and perform N rounds of train/test processes (N-1 samples for training and 1
sample for testing). Then, the estimated performance is calculated as the average of
testing samples [120, 121]. Figure 1 shows the LOOCV technique.

< Total number of patterns >

Round 1
Round 2
Round 3

Train patterns
Round 4 /

Test patterns
Round 5 /

Figure 28 LOOCV method
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4.7.1 Experiments and results

The total number of respondents who answered all the questions is 55 out of 75. To
obtain solid results and performances out of these 3 experiments, only the completed
vectors of data were used. That is, only 55 vectors were used as dataset for training
and testing processes of the suggested 3 experiments. Table 14 illustrates the data set

and number of individuals for each player type (N=55).

Bartle's Player Type Number of players

Achiever 19
Explorer 16
Socializer 10
Killer 10
Sum 55

Table 14 Number of Individuals for each Player Types

In order to conduct the suggested experiments, the dataset was divided into 5 equal
samples (folds), with 11 instances each. The details of the experiments and their

results are presented below.
4.7.1.1 Experiment 1: using Bartle's test (30 questions)
In this experiment, 30 questions of Bartle's test were used to train BP model in order

to classify participants into their equivalent Bartle's player types. Figure 29 shows the

classifier model.
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Figure 29 Classifier model 1

LOOCYV technique for 5 rounds were performed. The test results and error rates of

which are illustrated in Table 15 below:

Round 1 Round 2 Round 3 Round 4 Round 5

9.09% 27.27% 27.27% 27.27% 27.27%
ME RE ME RE ME RE ME RE ME RE
043 062 035 054 038 055 036 054 0.33 051

Table 15 LOOCV of Experiment 1

The total result of cross validation for experiment 1 is shown in Table 16 below in the

form of a confusion matrix.

D

2 A=Achiever
4 B=Explorer
1 C=Socializer
1

N oo N o>
o N w ol m
DN w MO

D=Killer

Table 16 Confusion Matrix of Experiment 1

The average performance and error rate values for this experiment are presented in
Table 17:

Performance ME RE
23.63% 0.37 0.55

Table 17 Performance of Experiment 1

Table 17 shows that the performance of experiment 1 is poor. Appendix I illustrates

the data set for this experiment.

4.7.1.2 Experiment 2: using Bartle's test and MBT]I dichotomies (0,1)
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In this experiment MBTI dichotomy values were represented in binary (either 0 or 1)
form and appended as input nodes along with Bartle's test values. In other words, the
model consists of 34 input nodes (30 for Bartle's test and 4 for MBTI dichotomies)

and 4 output nodes'°. Figure 30 shows the classifier model 2.

Classifier

4
III ST

I
123 ' 31 34

30

Figure 30 Classifier model 2

The testing results and error rates for each round are listed in Table 18.

Round 1 Round 2 Round 3 Round 4 Round 5

63.63% 81.81% 81.81% 100% 90.90%
ME RE ME RE ME RE ME RE ME RE
022 039 009 021 0.15 0.29 0.08 0.16 0.14 0.25

Table 18 LOOCYV of Experiment 2

The total result of cross validation for experiment 2 is shown in Table 19 in the form

of a confusion matrix.

A B CD

18 0 1 0 A=Achiever

1 15 0 0 B=Explorer

3 0 6 1 C=Socializer
3 0 0 7 D=Killer

Table 19 Confusion Matrix of Experiment 2

1%In this experiment, we used the same data set that has been used to train the BP classifier in section
4.7 (appendix G illustrates the data set).
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The average performance and error rate values for experiment 2 are illustrated in
Table 20.

Performance ME RE
83.63% 0.13 0.26

Table 20 Performance of Experiment 2

4.7.1.3 Experiment 3: using Bartle's test and MBTI dichotomies [0,1]

In this experiment, the same model used in experiment 2 (see figure 30) was used

with some minor changes in input values (i.e., MBTI dichotomy values were

represented as fractions between 0 and 1) to be used as input nodes along with

Bartle's test values. However, the testing results are as given in Table 21.

Round 1 Round 2 Round 3 Round 4 Round 5

9.09% 63.63% 36.36% 45.45% 27.27%
ME RE ME RE ME RE ME RE ME RE
040 059 0.21 038 0.32 052 0.29 047 0.28 0.46

Table 21 LOOCV of Experiment 3

The total result of the cross validation for experiment 3 is shown in Table 22 below in

confusion matrix form.

A B C D

10 4 4 1 A=Achiever
4 5 3 4 B=Explorer
4 2 2 2 C=Socializer
2 3 2 3 D=Killer

Table 22 Confusion Matrix of Experiment 3

The average values of performance and error rates for experiment 3 are listed in
Table 23 below.

Performance ME RE
34.56% 0.30 0.48
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Table 23 Performance of Experiment 3

However, although the average performance of experiment 3 is higher than that of
experiment 1, Table 23 shows that the performance of experiment 3 is non-

encouraging. Appendix J illustrates the data set for this experiment.

4.7.2 Results explanation

From the experiments and results obtained it appears that the model used in
experiment 2 (with a performance of 83.64 %) is the best model. In other words,
combining Bartle's test values with MBTI values is a more powerful approach to

predict Bartle's player types using BP algorithm.

In addition, by comparing the results obtained here with MBTI personality types
distribution figure used in this work (see figure 9), we might derive Table 24 which

matches MBTI types into their correspondent Bartle's player types empirically.

MBTI type Bartle type Number of individuals Classifier's result

Achiever 8 7

Explorer 0 0

ISTJ Socializer 0 1
Killer 0 0

Sum 8 8

Achiever 3 3

Explorer 0 0

ISFJ Socializer 0 0
Killer 0 0

Sum 3 3

Achiever 0 1

Explorer 0 0

INFJ Socializer 2 0
Killer 0 1

Sum 2 2
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MBTI type Bartle type

Number of individuals Classifier's result

INTJ

Achiever
Explorer
Socializer
Killer

Sum

ol © o »

ISTP

Achiever
Explorer
Socializer
Killer

Sum

ISFP

Achiever
Explorer
Socializer
Killer

Sum

INFP

Achiever
Explorer
Socializer
Killer

Sum

INTP

Achiever
Explorer
Socializer
Killer

Sum

ESTP

Achiever
Explorer

Socializer

o O O kbl O O b O kP O Fkr O O kP kP O O O MM M O O O 01l O O O O

o O Pl kPl O O kb O Pl O kP O O kP, O O O Fk M O O O
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Killer

Sum

MBTI type Bartle type

Number of individuals Classifier's result

ESFP

Achiever
Explorer
Socializer
Killer

Sum

ENFP

Achiever
Explorer
Socializer
Killer

Sum

ENTP

Achiever
Explorer
Socializer
Killer

Sum

ESTJ

Achiever
Explorer
Socializer
Killer

Sum

ESFJ

Achiever
Explorer
Socializer
Killer

Sum

ENFJ

Achiever
Explorer
Socializer
Killer

O b~ O O W O O O W Ul ©O O O U O] ©O O U1 O W O W O O w w o o o

O b~ O O W O O O W Ul ©O O O U O] O O U1 O W O N O kPl W MM O o Pk
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Sum 4 4

MBTI type Bartle type Number of individuals Classifier's result

Achiever 0 0

Explorer 5 5

ENTJ Socializer 0 0
Killer 0 0

Sum 5 5

TOTAL 55 55

Table 24 Matching MBTI Types into Bartle's Player Types

The results of table 24 above show that MBTI types with SJ preferences (ISTJ, ISFJ,
ESTJ, and ESFJ) specifically correspond to achiever player type in terms of Bartle
with a percentage of 94.73%. Similarly, MBTI types with NT preferences (INTP,
INTJ, ENTP, and ENTJ) are much closer to be regarded as explorers, in terms of
Bartle's player types, with a percentage of 93.75%. Moreover, MBT]I types with SP
preferences (ISTP, ISFP, ESTP, and ESFP) might be categorized as killers regarding
Bartle's taxonomy of player types with a percentage of 70%. Finally, MBTI types
with NF preferences (INFJ, INFP, ENFJ, and ENFP) might be classified as
socializers according to Bartle's player types with a percentage of 70%. However, the
BP model appears to perform highly for classifying achiever and explorer player
types while the performance decreases for socializer and Killer player types. One of
the reasons for this result might be the small number of those patterns in the dataset
(10 patterns for each player type). All in all, using MBTI assessment and Bartle's
player types test to model a BP player types classifier is possible with overall

performance of 83.63% for this case and dataset.

4.8 Limitations

Using personality assessments to investigate people's type of personality does not
always vyield very accurate results for many reasons, and therefore, they should be

regarded as indicators for individuals' preferences and temperaments rather than solid
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evidence for their exact type [21, 36]. Furthermore, Artificial Neural Networks
(ANN) and other similar methods of data mining and pattern recognition have many
parameters affecting their performance such as error rate, preparing datasets, size of
data, and quality of training and testing sets. Therefore, they do not always provide
the optimal results and they should be designed carefully [95]. However, the goal of
this study and the method used to achieve it are still reasonable and do not affect the
result, as we explored general directions and preferences of a selected population. On
the other hand, the automated classifier can classify patterns with 10% missing values

in an instance (up to 3 out of 30 questions of Bartle's test can be unanswered).

4.9 Threats to Validity

To administer a valid survey to collect valid and reliable data (as much as possible),
we considered some points to reduce threats to validity. However, the pre-

assumptions pertinent to this study were as follows:

1. People can be classified by their personalities and preferences into different
MBTI types. And MBTI is a legitimized assessment for exploring personality
preferences.

2. People can be classified by their playing behaviours and motivation into
different playing styles (e.g. Bartle's player type). And Bartle's player type is a
legitimized assessment for exploring players' motivation and preferences.

3. Participants played at least one MMOG/MMORPG game during their life

time, so they had the experience and knowledge of gaming.

4. Participants had attended at least one MOOC in their life time.
5. Participants were willing to answer the survey honestly and correctly.
6. The education level of each participant was at least high school level.
7. The minimum age to participate was 18 years old.

4.10 Summary

In this chapter the detailed results obtained from our research study were discussed
them. Firstly, the demographics of participants (i.e., gender, age, level of education,
63



number of MOOCs attended, and their opinion of attending more MOOCSs) were
presented. Secondly, the personality types of participants were delineated and
correlated with demographics. Thirdly, Bartle's player types of participants were
correlated with demographics. Fourthly, the outcomes of player types' classifier were
presented and the performance was discussed in comparison with other studies. In
addition, limitations and threats to validity were explained. In the next chapter,

conclusions and recommendations for future research are presented.

64



CHAPTER 5

CONCLUSIONS AND FUTURE WORK

5.1 Introduction

The aim of this chapter is to present conclusions from the present study which was
designed as an empirical assessment for evaluating the personality types of MOOCs
participants using personality tests (MBTI and Bartle's tests) that are conceptually
related. Specifically, this study explored and analyzed participants in MOOC from
different aspects, objective (e.g. gender, age, etc.) and subjective characteristics (such
as personality and player types). In addition, BP-ANN is trained to predict test takers'
results with missing data, and to instantly classify the participants in a MOOC into
their correspondent player types. Furthermore, a set of suggested future work for this
study is presented.

5.2 Conclusions

Returning to the research questions posed at the beginning of this study, it is now
possible to state that different player types perform different kind of behaviours
depending on their distinctive player profiles. Moreover, BP is adequate method for
classifying different profiles into their related MMOG player type (in terms of
Bartle's player type).

Despite its exploratory nature, this study offers some insight into MOOCSs in general
and participants' types in particular. In this study, it was observed that a possible
approach to improve MOOCs' design (as they are MMOGS) is to assess the player
profiles and keep a balance among the population of distinctive personality types.
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This detailed understanding provides concrete ground that can be useful in many

aspects:

From the MMOG players' perspective: There is one suitable choice to be
recommended in designing MOOCs, regarding the player types of Bartle. Bartle
suggested 2 possible ways to deal with different player types of MMOGs regarding
interaction between each other type (see page 15) [20, 69], but here it was noticed
that the proper approach to design MOOCs (as they are MMOGS/MMORPGS) is to
keep a balance among all types: explorers, achievers, socializers, and Kkillers,

respectively.

From the game and gamification perspective: Exploring player type and
understanding the behaviors of MMOGs' population is helpful in designing more
engaging MOOCs. Furthermore, such an understanding can be used for gamification
(employing proper game elements) of MOOCs. MOOCs and gamification are now
attracting great attention as they can be regarded as significant promising features of
our modern society [122]. Future studies on a possible combination of these topics are
therefore recommended. This study especially contributed reasonable requirements
for gamifying such systems, from understanding and analyzing participants'
demographics, personality types and preferences, motivation and playing interests to
classifying them in terms of Bartle's player types. Thus, half of the way towards the
gamification of MOOCs has been achieved with this research study (i.e. we have
empirically explored different targeted audiences' demographics and behaviours,
player types, proper tools and game elements to be employed, types of MOOCs to be
produced to fulfill the needs of each type, etc.) (See the 6 steps model of gamification
in [74]).

From the MOOCs perspective: Although MOOCs have overcome traditional learning
problems such as capacity, the problem of lack of attention, and decrease in and loss
of motivation still exists (i.e., completion-value is very low compared to the
enrollment-value; it is about 10% [123]). This problem can be considered as one of
the most important challenges that the MOOCs movement faces. Reviewing 10 most

frequently causes of this problem from MOOCs participants' directly [124], it can be
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seen that major issues can be addressed by applying game design techniques, and
therefore using these methodologies in design of MOOCs are vitally important and

recommended.

From the machine learning and classification perspective: Machine learning APIs
have important functions and uses, many studies and trends are needed to enhance

and develop better methods and understanding.

However, important fields and applications like document analysis, sentiment
analysis (e.g. for Twitter, Facebook, and other media platforms), gender and age
detection, courses/friends recommending, etc., have been researched and now they

are available for the public as a cloud service™.

The importance and contribution of this study is that it presents a machine-learning
analyzer and classifier of people according to their profiles, demographics,
personalities, and game playing preferences. This goal has been achieved with
reasonable results and the method presented can be applied in other fields as well.
The second important point of this study is that we tried to apply it on MOOCs
attendees for the first time, to explore the behaviors of players in general, and to
present innovative tools to design and produce MOOCs as a contribution to MOOCs
design trends from both theoretical and practical aspects of game research and
development.

5.3 Future Work

The idea of using psychology of fun to correlate education and gaming in favor of
trying to learn from games and employing game elements to increase engagement in
learning/education process is already implemented. However, such implementations
(i.e. educational games, also called serious games) still suffer from problems such as
lack of attention and engagement [125]. In this study, we are trying to explore game
players, personality types, and demographics of individuals (in specific, participants

1 For example, see: http://www.datumbox.com/app/webroot/api-sandbox/ and

http://textalytics.com/home.
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of MOOCs) to reach comprehensive understanding that is useful in many aspects.
Consequently, here are some perspectives that are recommended to be further

explored in the future:

MMOG perspective: Use the findings of this study as a basis to employ proper
mechanics, components, and stronger engagement loops. In addition, different player
typologies such as the extended Bartle's player types might be explored (i.e. 8 player
types rather than 4), see [21]. Furthermore, gamifying of MOOCs might be explored
as a next step of this work.

MOOCs perspective: Use the findings (motivation, preferences, and demographics)
here as a basis for the design of more engaging MOOCs and learning platforms.

Machine learning perspective: Employ more complex methods (deep learning
methods) for better performance. Actually, MLP method with many hidden layers
also known as Deep Neural Network (DNN) with back-propagation technique for
learning, is very powerful and successful for deep learning purposes [116, 126].
Additionally, the automatic classifier might be employed as a web-based tool and/or a
mobile device application, which could be useful for different purposes (i.e. profile
analysis, game recommender, suggesting courses, suggestions of matching

individuals as friends or a team, and so on).

Personality perspective: Explore more preferences, demographics, and employ
different personality assessments and learning styles. In addition, examine the
correlations and relationships between player types on the one hand, and personality
preferences and demographics on the other hand.
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APPENDICES

A. LETTER OF SURVEY

This thesis was based on an online survey that has been asked to be answered
anonymously by gamers who also have some experience with MOOCs. The pur-
pose, properties, and basic information about this survey and its creator were
introduced at the beginning of it; by presenting the following letter:

A Survey to find the relationship between video game playing styles and personality
type in open online courses

I am working on my Masters thesis at the Department of Computer Engineering at
Cankaya University in Ankara-Turkey. My work is to investigate and determine
what are the distinctive factors and relationship between Massively Multi-player
Online Games (MMOGsSs) playing styles and personality type in education; in order
to classify participants into their equivalent game player types. It will be highly
appreciated if you can help to improve this study by answering the questionnaire
below. Your privacy, name, and other personal information are highly ensured as you
will remain anonymous. No third party can reach your answers.

The questionnaire was divided into two parts. All questions in the rst part are
required. Questions in the second part are optional. Answering all the required
questions, of the rst part, may take about 10 minutes. Answering both parts of the
questionnaire, the required part and optional part, may take about 20-30 minutes in
total. No writing is needed; questions are easy-to-take multi choice questions so all
you are asked to do is to check the box that describes your charac-ter more. There are
no wrong answers. Please contact me at: muthgal@yahoo.com if you have a question
or need additional information.
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B. BODY OF SURVEY

Survey of this research was organized and delivered in terms of 3 categories: (1) 5
questions were dedicated to investigate respondents’ demographic and experience
with MOOCs, (2) 20 questions were deployed as a short MBTI version to analyze
preferences of respondents, and (3) 30 optional questions representing Bartle's player
psychology test in order to explore player type of our respondents automatically. The
survey was designed and published using Google Forms service'?. Questions were as
follows:

PART 1 (All questions in this part are required)

Demographic and basic information about MOOC:

Gender:

e Male.

e Female.

Age:

e Less than 18.

e 18-24.

https://docs.google.com/forms/d/1FQycBvinWxRHcDRGkwD39dp23YWmijK\Vg2bhD85Pc/viewfo
m
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e Older than 55.

Level of Education:

Doctorate.

Master.

Bachelor.

High school.

Other.

How many MOOC(s) did you attend?

Only one.
o 2-3.
e 4-6.

More than 6.

Will you enroll to another MOOC'?

e Yes.

e No.
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Please select the answer that describes how you usually feel or act.

1. You are:

e Basy to get to know.

e Hard to get to know.

2. What would you rather teach, if you were a teacher:

Facts courses.

Theoretical courses.

3. In usual, you are:

A social person.

Rather quiet and reserved.

L

You prefer to:

Arrange meeting, parties, etc., previously.

Keep options open.

5. You prefer to be considered as a:

Practical person.

Person with vision.



6. During social events and/or situations that many people in-

volve, do you more often:

e Introduce others.

e Get introduced.

7. Following a schedule is:

e Appealing.

o Suffering.

8. Do you:

e Talk easily to almost all people.

e [t’s hard to talk to people that you don’'t know and trust, but you may say

to specific people or under some conditions.

9. If you are going somewhere, you rather:
e Plan for what to do and when.

e Just go.

Please select the word that appeals to you more. Consider the mean-

ing of the words, not how they look or sound.

10.
e Thinking.

e Feeling.

11.

A5



Facts.

Ideas.

12.
Hearty.

Quiet.

13.
Convincing,.

Touching.

14.
Scheduled.

Unplanned.

15.
Statement.

Concept.

16.
Analyze.

Sympathize.

17.

Systematic.



Automatic.

18.
Determined.

Devoted.

19.
Concrete.

Abstract.

20.
Firm-minded.

Warm-hearted.

PART 2 (The optional questions: Bartle’s player types test)

Keep in mind that the questions below should be answered in the
context of how you play your character on MMORPG (Mas-
stwely Multi-player Online Role Playing Games).

1- Would you rather:
Become a hero faster than your friends.

Know more secrets than your friends.

2- On an MMORPG, would you rather be known as (a):
The person with the best, most unique equipment in the game.

Someone who can run from any two points in the world, and really knows

their way around.
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3- Would you rather:
Know how to get things.

Know where to find things.

4- On an MMORPG, a new area opens up. Which do you look

forward to more?
Being the first to get the new equipment from the area.

Exploring the new area, and finding out its history.

5- Do you tend to:
Know things no one else does.

Have items no one else does.

6- Is it better to be:
Loved.

Feared.

7- Would you rather:
Show them the sharp blade of your axe.

Hear what someone has to say.

8- Would you rather:
Vanquish your enemies.

Convince your enemies to work for you, not against vou.

9- Which would you enjoy more?
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Getting accepted by a guild/clan.

Winning a duel with another player.

10- Another player has killed you. Do you want to:
Find out why, and try to convince them not to do it again.

Plot your revenge.

11- Are you more comfortable, as a player on an MMORPG:
Talking with friends in a tavern.

Out hunting orcs by yourself for experience.

12- Which do you enjoy more on an MMORPG?
Getting the latest gossip.

Getting a new item.

13- Would you rather be:
Wealthy.

Popular.

14- Which do you enjoy more in MMORPG quests?
Getting the rewards at the end.

Getting involved in the storyline.

15- Which would you rather be noticed for on an MMORPG?
Your equipment.
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Your personality.

16- On an MMORPG, would you rather:
Have a sword twice as powerful as any other in the game.

Be the most feared person in the game.

17- On an MMORPG, would you be more prone to brag about:
Your equipment.

How many other players you've killed.

18- When playing a video game, is it more fun to:
Have the highest score on the list.

Beat your best friend one-on-one.

19- Would you rather have:
Two levels of experience.

An amulet that increases the damage vou do against other players by 10%.

20- Would you rather receive as a quest reward:
Experience points.

A wand with 3 charges of a spell that lets you control other players, against

their will. (Charm person).

21- Which would you enjoy more as an MMORPG player?

Making your own maps of the world, and then selling them.
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Running your own tavern.

22- What’s more important in an MMORPG to you?
The number of people.

The number of areas to explore.

23- You want to fight a really tough dragon. How would you

approach this problem?
Get a big group of players to kill it.

Try a variety of weapons and magic against it, until you find its weakness.

24- You are being chased by a monster on an MMORPG. Do

you:
Ask a friend for help in killing it.

Hide somewhere you know the monster won’t follow.

25- What’s more important to you?
The uniqueness of the features, and game mechanic.

The quality of roleplaying in an MMORPG.

26- If you’re alone in an area, do you think:
You'll have to look elsewhere for prey.

It’s safe to explore.

27- You meet a new player. Do you think of him as:

As potential prey.

All



Someone who can appreciate your knowledge of the game.

28- You learn that another player is planning your demise. Do

you:
Go to an area your opponent is unfamiliar with and prepare there.

Attack him before he attacks you.

29- Would you rather:
Explore a new area.

Defeat an enemy.

30- On a MMORPG, would rather join a clan/guild of:
Scholars.

Assassins.
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C. DEMOGRAPHIC INFORMATION OF RESPONDENTS

How many Will you enroll
Gender: Age: Education MOOC(s) did into other
you attend? MOOC(s):
1 Male 35-44 Bachelor Only 1 No
2 Male 18-24 Master Only 1 No
3 Male 45-55 Master More than 6 No
4 Male 18-24 Bachelor Only 1 Yes
5 Male 18-24 Bachelor 2-3 Yes
6 Female 25-34 Master More than 6 Yes
7 Female 25-34 Bachelor Only 1 Yes
3 Female 35-44 Master Only 1 Yes
9 Male 25-34 Doctorate 2-3 Yes
10 | Male 25-34 Master Only 1 No
11 Female 25-34 Master Only 1 No
12 | Female 18-24 Bachelor '4-6 Yes
13 | Male 25-34 Master Only 1 No
14 | Male 35-44 Master More than 6 Yes
15 | Male 18-24 Bachelor Only 1 Yes
16 | Male 25-34 Master Only 1 No
17 | Male 25-34 Bachelor Only 1 No
18 | Male 25-34 Master Only 1 No
19 | Female 18-24 Other Only 1 No
20 | Male 35-44 Bachelor Only 1 Yes
21 Female 25-34 Bachelor Only 1 Yes
27 Female 25-34 Bachelor Only 1 Yes
23 | Male 18-24 Bachelor Only 1 No
24 | Male 25-34 Master '4-6 Yes
25 | Male 25-34 Master '4-6 Yes
26 | Male 25-34 Master '4-6 Yes
27 Male 35-44 Master '4-6 Yes
28 Male 25-34 Master Only 1 No
29 | Male 25-34 Master Only 1 Yes
30 | Male 35-44 Master Only 1 Yes
11 Male 25-34 Master 2-3 Yes
12 Female 35-44 Doctorate Only 1 Yes
33 Male 25-34 Doctorate '4-6 Yes
34 | Male 18-24 Bachelor Only 1 Yes
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Female
Male
Male
Male
Male
Male
Male
Male
Male
Female
Male
Male
Male
Female
Male
Male
Female
Male
Male
Male
Male
Male
Male
Male
Male
Male
Female
Female
Female
Male
Male
Male
Male
Male
Male
Male
Female
Male
Female
Male
Male

45-55
25-34
25-34
25-34
25-34
25-34
35-44
25-34
25-34
35-44
25-34
25-34
18-24
25-34
35-44
25-34
35-44
18-24
25-34
25-34
25-34
25-34
18-24
25-34
25-34
25-34
25-34
25-34
3544
25-34
25-34
3544
18-24
25-34
25-34
25-34
18-24
3544
18-24
25-34
25-34

Bachelor
Master
Master
Master
Master
Master
Bachelor
Bachelor
Master
Bachelor
Master
Master
High School
Bachelor
Master
Bachelor
Bachelor
Bachelor
Bachelor
Bachelor
Bachelor
Master
Bachelor
Bachelor
High School
Bachelor
Bachelor
Bachelor
Bachelor
Master
Master
Bachelor
High School
Bachelor
Bachelor
Master
Bachelor
Master
High School
Master

Bachelor

Only 1
Only 1
'4-6
Only |
Only 1
Only 1
Only |
Only 1
Only 1
Only |
Only 1
Only 1
Only |
Only 1
2-3
Only |
Only 1
More than 6
2-3
Only 1
More than 6
Only 1
2-3
Only 1
Only 1
2-3
Only 1
Only 1
2-3
Only 1
2-3
Only 1
Only 1
Only 1
Only 1
2-3
Only 1
More than 6
Only 1
Only 1
Only 1

No

Yes
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D. RESPONSES TO PERSONALITY ASSESSMENT (MBTI)
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E. RESPONSES TO BARTLE'S PLAYER TEST
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F. PERSONALITY PREFRENCES AND BARTLE'S PLAYER TYPES

MBTI Keirsey Bartle

1 ISTJ SJ Achiever
2 ESFJ SI Achiever
3 ESTJ SJ Achiever
4 ENFJ NF Socializer
5 ENTIJ NT Explorer
6 ENTIJ NT Explorer
7 INFJ NF Socializer
8 INTIJ NT Explorer
9 ESTP SP Killer

10 ISTJ SJ Achiever
11 ESTJ SI Achiever
12 ESFP SP Killer

13 ENFP NF Socializer
14 INFP NF Socializer
15 ENTP NT Explorer
16 ESFJ SI Achiever
17 INTIJ NT Explorer
18 ENTIJ NT Explorer
19 ESFP SP Killer

20 ESTJ SJ Achiever
21 ENFJ NF Socializer
22 ENFJ NF Socializer
23 ESFP SP Killer

24 INTIJ NT Explorer
25 ISFJ SJ Achiever
26 ISFJ SJ Achiever
27 INFP NF Socializer
28 ESTJ SI Achiever
29 ENTIJ NT Explorer
30 ENTP NT Explorer
31 ISTJ SJ Achiever
32 ENTI NT Explorer
33 ESTJ SJ Achiever
34 INTJ NT Explorer
35 ENFP NF Socializer
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36

38
39
40
41
42
43

45
46
47
48
49
50
51
52
53
54
55
56
57
58
59
60
61
62
63

65
66
67
68
69
70
71
72

74
75

ENTP
ESTP
ISTI
ENFP
ISTJ
ESTI
INTI
ENTIJ
ESTI
INF]
ESTP
ISTJ
ENFI
ENTP
ENTP
ENFJ
ISTJ
ISTI
INTP
ENTP
ESTP
ENTJ
ESTP
INTJ
ISTI
ENTP
ISFI
ENTIJ
ISTP
ISTJ
ENTP
ENTP
EST]
EST]
ESTJ
ISFP
ESTI
ESFI]
ENTJ
ISTP

NT
SP
SJ
NF
SJ
SJ
NT
NT
SJ
NF
Sp
SJ
NF
NT
NT
NF
SJ
SI
NT
NT
Sp
NT
Sp
NT
S
NT
SI
NT
SP
SJ
NT
NT
SJ
S
SJ
SP
SI
SJ
NT
SP

Explorer
Killer
Achiever
Socializer
Achiever
Achiever
Explorer
Explorer
Achiever
Socializer
Killer
Achiever
Socializer
Explorer
Explorer
Socializer
Achiever
Achiever
Explorer
Explorer
Killer
Explorer
Killer
Explorer
Achiever
Explorer
Achiever
Explorer
Killer
Achiever
Explorer
Explorer
Achiever
Achiever
Achiever
Killer
Achiever
Achiever
Explorer
Killer
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G. TRAINING SET OF BP CLASSIFIER
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H. TESTING SET OF BP CLASSIFIER

1 2 3 4 5 6 7 8 9 1011 1213 14 15 16 17 £ 19 20 21 22 23 24 25 26 27 28 29 30 31 32 33 34 Class
Lo 0 0 0 0 0 1, 1, L 0 00 0 1, 05 0, 0 0 0 0 0. 1 0, 05 0. 0, Achiever
0. 0. L 0 0, 1 1, 0, 0, 1. 0. 0, 1 05, 05 0 1. 0. 1 0, 1 1. 0, Socializer
0, 1. 1. 1, 0, 0, 1, 1, 1, 1. 1. 1. 0, 1, 1, 1, 0, 1, 0, 1, 0, 0, 0, 0, Explorer
0, 0, 1 0, 0, 1, 0, o, 0, 1, 0, 1 0, 0s, 1, 0, 1. 0, 1, 1, 0, 1, Explorer
05, 0, 1. 1 1 0, 1. 0. 0. 0. 1, 1 0, 1 1 0, 1. 1 1 0, 0, Explorer
0, 1 Lo 0 1 Lo 0, 0 0 0 0o 0 0 0.5, (U X I, 1, Socializer
0. 1. 0. 0 0, 1, 0, 0. 1. 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0. Achiever
0. 1. 0 1, 05 0 1, 0 0 o0 oL L0, 05 0 1, 1L 0 05 [ A 0, 0, Achicver
1 0, 1. 0s, 1, 0, s, 1, 0, 0, 1, L 0, 1 1, 1, a, I, I, I 0, 1, 0, 0, 1 ler
1 1, 1, 05 0 0 1, 0 05 1, 0. 0 05 1, o 0 L, 0 1 0 o, 1, 0 0, 1, Explorer
0. o o 1, 05 0 1, 1, 0 I Lo 1 1 L A T s 0, 0, Achiever
0. 0. 0. 1. 05 0 1, 1. 0, 1. 1. 0. 1 1 1 1 0, 1. 1. 0. 1. 0, 0. 1 1 0, 0. Achiever
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I. DATA SET OF EXPERIMENT 1
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J. DATA SET OF EXPERIMENT 3
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