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ABSTRACT 

 

TRAVELING SALESMAN PROBLEM: 

HERUSTICS AND EMPIRICAL EVALUATION 

 

KAYA, Ahmet Sedat 

M.Sc., Department of Computer Engineering 

Supervisor: Assist. Prof. Dr. Emre SERMUTLU 

January 2015, 48 Pages 

 

In this thesis, three different algorithms with different perspectives (Close Couple, Worm, 

and Spider Web) has been developed to solve the Symmetric Traveling Salesman (TSP) 

heuristically. Improved algorithms with different data sets Distance Rate, Target have 

been tested. The running   time and value of the solution have been compared. 

 

In this context, several steps of evaluation were used for the comparison and improvement 

of algorithms. After each evaluation step, one candidate algorithm is eliminated. 

Eventually, an improved version of the Spider Web algorithm is the winner of this contest. 

 

Keywords: Traveling Salesman Problem, Heuristics, Algorithm, Close Couple, Worm, 

Spider Web. 
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ÖZ 

 

GEZGİN SATICI PROBLEMİ: 

SEZGİSEL YÖNTEMLER VE AMPİRİK DEĞERLENDİRME 

 

KAYA, Ahmet Sedat 

Yüksek Lisans, Bilgisayar Mühendisliği Anabilim Dalı 

Tez Yöneticisi: Yrd. Doç. Dr. Emre SERMUTLU 

Ocak 2015, 48 Sayfa 

 

Bu tezde Simetrik Gezgin Satıcı Problemine (GSP) probleminin optimum sezgisel 

çözümüne yönelik olarak farklı bakış açılarıyla 3 farklı algoritma (Yakın Çift, Solucan, 

Örümcek Ağı) geliştirilmiştir. Geliştirilen algoritmalar farklı veri kümeleri ile Uzaklık 

Oranı ve Hedef üzerinden test edilmiştir. Çalışma süreleri ve çözümün değerleri 

karşılaştırılmıştır. 

 

Bu kapsamda algoritmaların geliştirilmesi ve iyileştirmesi için aşamalı bir değerlendirme 

yöntemi kullanılmıştır. Her bir değerlendirme aşamasında sonuçlar kaydedilerek bir aday 

algoritma elenmiştir. Sonuçta, iyileştirilmiş Örümcek Ağı algoritması bu yarışın galibi 

olmuştur.  

 

Anahtar Kelimeler: Gezgin Satıcı Problemi, Sezgisel Yöntemler, Algoritma, Yakın Çift, 

Solucan, Örümcek Ağı. 
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CHAPTER 1 

 

INTRODUCTION 

 

1.1. Traveling Salesman Problem (TSP) 

 

TSP is one of the most famous problems in applied mathematics and theoretical computer 

science Many different methods were tried to solve this problem to achieve an optimum 

cost (i.e. for time and/or distance). Therefore, it is important to ongoing research and 

development to improve this success to find the optimum solution for TSP. 

 

A Nondeterministic Polynomial time problem (NP-Problem) is a problem whose solution 

can be verified by a computer in polynomial time. Moreover, NP- hard problem is when 

every problem in NP can be reduced in polynomial time, also NP-complete is between 

both NP and NP-hard as what have in TSP  [1]. Therefore try to develop heuristic methods 

that use experiment-based techniques to find the optimum solution for symmetric TSP. 

[2] 

 

  

http://en.wikipedia.org/wiki/Applied_mathematics
http://en.wikipedia.org/wiki/Theoretical_computer_science
http://en.wikipedia.org/wiki/Theoretical_computer_science
http://en.wikipedia.org/wiki/Nondeterministic_algorithm
http://en.wikipedia.org/wiki/Polynomial_time
http://en.wikipedia.org/wiki/NP_(complexity)
http://en.wikipedia.org/wiki/Polynomial_time
http://en.wikipedia.org/wiki/NP_(complexity)
http://en.wikipedia.org/wiki/NP-hard
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Three new proposed algorithms are Close Couple, Worm and Spider Web have been 

developed with different perspectives in this thesis. Different data sets have been used for 

evaluation and development of algorithms. For small data sets the results are compared to 

those found by Brute-Force technique. Besides that, results are used for update and 

optimize algorithms. 

 

Three levels of comparisons and evaluations (based on speed and quality of solution) 

between algorithms are presented. In each level one algorithm is eliminated according to 

obtained results. 

 

The results shows Spider Web Algorithm obtained the highest results. After that, second 

and third enhancements of Spider Web’s algorithm have been developed based on the 

results of evaluations and use other algorithms techniques. Furthermore, the results show 

improved versions of Spider Web performed better than the original Spider Web 

Algorithm. 

 

1.2. Objectives  

 

This thesis aimed to propose a new algorithm to find the optimum solution for symmetric 

TSP, and then enhance these algorithms to achieve an optimum cost. All these algorithm 

are tested with different data sets. 
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1.3. Outlines  

 

The reminder of this thesis structured as below. 

Chapter two: Background and related works discuss the TSP problem and the previous 

studies about this problem. 

Chapter three: Developed algorithms discuss the study principles of Close Couple, Worm 

and Spider Web Algorithms, pseudo codes developed within this thesis study have been 

given. Furthermore, the way those algorithms work have been explained in detail with a 

sample analysis. 

Chapter four: Evaluation of the algorithms and the results discuss the information about 

the test environment of algorithms and the data sets used the evaluation method has been 

explained in detail. The evaluation results have also been shown both with tables and 

graphics and each evaluation step the obtained results have been summarised and detailed 

information has been given about the results. 

Chapter five: Conclusions and future works is the last part the information obtained from 

the results of the studies within the thesis has been evaluated. 
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CHAPTER 2 

 

BACKGROUND AND RELATED WORKS 

 

2.1 TSP-Problem 

 

TSP is the most studied discrete optimization problem. Its popularity is due to the facts 

that TSP is easy to formulate, difficult to solve, and has a large number of applications. 

K. Menger [3] was the first researcher to consider the TSP.  He observed that the problem 

can be solved by examining all permutations one by one. Realizing that the complete 

enumeration of all permutations was not possible for graphs with a large number of 

vertices, he also looked at the most natural nearest neighbour strategy and pointed out that 

this heuristic, generally, does not produce the shortest route. (In fact, the nearest neighbour 

heuristic will generate the worst possible route for some problem instances of each size 

[4].) 

(P) Can be defined as a set of problems which could be solved in polynomial time (i.e. 

easy to solve). And (NP-hard) is a set of problems not known to be solvable in polynomial 

time (i.e. hard to solve). A Heuristic Algorithm is not guaranteed to find the optimal 

solution, but find a solution (i.e. reasonably close) to the optimal solution in reasonable 

amount of time. 
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2.2 Asymmetric TSP and Symmetric TSP 

 

A salesman is required to visit each of n given cities once and only once, starting from 

any city and returning to the original place of departure. We have to find the tour he should 

choose in order to minimize the total travel distance, assuming the distances between any 

pair of cities are known. Distance can be replaced by another notion, such as time or 

money. In the following the term “cost” is used to represent any such notion [5]. 

 

Given a cost matrix 𝐶 = (𝑐𝑖𝑗) where 𝑐𝑖𝑗 represents the cost of going from city 𝑖 to city 𝑗, 

where  𝑖, 𝑗 = 1 ⋯ 𝑛 find a permutation (𝑖1, 𝑖2, ⋯ 𝑖𝑛) of the integers from 1 through n that 

minimizes the quantity  

 

𝑐𝑖1𝑖2
+ 𝑐𝑖2𝑖3

+ ⋯ + 𝑐𝑖𝑛𝑖1
 

 

Properties of the cost matrix C are used to classify problems. If 𝑐𝑖𝑗 = 𝑐𝑗𝑖 for all 𝑖 and 𝑗, 

the problem is said to be symmetric otherwise, it is asymmetric. 
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2.3 TSP Algorithms 

 

The problem is easy to state, but hard to solve. The difficulty becomes apparent when one 

considers the number of possible tours, an astronomical figure even for a relatively small 

number of cities. For a symmetric problem with n cities there are (𝑛 −  1)! / 2 possible 

tours. If n is 20, there are more than 1018
 tours. The 13,509 city problem, which is 

successfully solved by the algorithm described in this paper, contains about 1050,000
 

possible tours. In comparison it may be noted that the number of elementary particles in 

the universe has been estimated to be only1087. It has been proven that TSP is a member 

of the set of NP-complete problems. [6] 

 

This is a class of difficult problems whose time complexity is probably exponential. The 

members of the class are related so that if a polynomial time were found for one problem, 

polynomial time algorithms would exist for all of them. However, it is commonly believed 

that no such polynomial algorithm exists. Therefore, any attempt to construct a general 

algorithm for finding optimal solutions for the TSP in polynomial time must (probably) 

fail. Algorithms for solving the TSP may be divided into two classes: Exact algorithms 

and Approximate (or heuristic) algorithms. 

 

2.3.1 Exact algorithms 

 

The exact algorithms are guaranteed to find the optimal solution in a bounded number of 

steps. The most effective exact algorithms are cutting-plane or facet-finding algorithms 

[7, 8]. These algorithms are quite complex, with codes on the order of 10,000 lines. In 

addition, the algorithms are very demanding of computer power. The previously 

mentioned 13,509-city problem was solved over a period of three months using a cluster 

of 3 servers, a total of 12 processors, and 32 PCs [8]. 
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2.3.2 Approximate algorithms (Heuristic) 

 

Nearest Neighbour 

This is perhaps the simplest and most straightforward TSP heuristic. The key to this 

algorithm is to always visit the nearest city. Nearest Neighbour, O (𝑛2) 

1. Select a random city. 

2. Find the nearest unvisited city and go there. 

3. Are there any unvisited cities left? If yes, repeat step 2. 

4. Return to the first city. 

The Nearest Neighbour algorithm will often keep its tours within % 25 of the Held-Karp 

lower bound [9]. 

Greedy 

The Greedy heuristic gradually constructs a tour by repeatedly selecting the shortest edge 

and adding it to the tour as long as it doesn’t create a cycle with less than N edges, or 

increases the degree of any node to more than 2. We must not add the same edge twice of 

course. 

Greedy, 𝑂(𝑛2 log 𝑛) 

1. Sort all edges. 

2. Select the shortest edge and add it to our tour if it doesn’t violate any of the above 

constraints. 

3. Do we have N edges in our tour? If not, repeat step 2. 

The Greedy algorithm normally keeps within 15- 20% of the Held-Karp lower bound [9]. 

 

 



8 

 

Insertion Heuristics 

Insertion heuristics are quite straightforward, and there are many variants to choose from. 

The basics of insertion heuristics is to start with a tour of a subset of all cities, and then 

inserting the rest by some heuristic. The initial sub tour is often a triangle or the convex 

hull. One can also start with a single edge as sub tour. 

 

Nearest Insertion, 𝑂(𝑛2) 

 

1. Select the shortest edge, and make a sub tour of it. 

2. Select a city not in the sub tour, having the shortest distance to any one of the 

cities in the sub tour. 

3. Find an edge in the sub tour such that the cost of inserting the selected city 

between the edge’s cities will be minimal. 

4. Repeat step 2 until no more cities remain. [10] 
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Christofides 

Most heuristics can only guarantee a worst-case ratio of 2 (i.e. a tour with twice the length 

of the optimal tour). Professor Nicos Christofides extended one of these algorithms and 

concluded that the worst-case ratio of that extended algorithm was 3/2. This algorithm is 

commonly known as Christofides heuristic. 

Original Algorithm (Double Minimum Spanning Tree), worst-case ratio 2, 

𝑂 (𝑛2𝑙𝑜𝑔2 (𝑛)) 

 

1. Build a minimal spanning tree (MST) from the set of all cities. 

2. Duplicate all edges, we can now easily construct an Euler cycle. 

3. Traverse the cycle, but do not visit any node more than once, taking shortcuts 

when a node has been visited. [10] 

 

 

Two-opt exchange 

Euclidean problems observed by this improvement approach. It can be easily shortened if 

a Hamiltonian cycle crosses itself. Namely, erase two edges that cross and reconnect the 

resulting two paths by edges that do not cross (this is always possible). The new cycle is 

shorter than the old one. [11] 
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2.4. TSP Applications  

2.4.1 Practical applications 

 

The algorithm aim to develop and heuristics for practical traveling to solve the salesman 

problem, give a survey on some of the possible applications. It covers some important 

cases but not complete. [12] 

 

Drilling of printed circuit boards 

TSP direct application is the drilling problem it plays an important solution role in 

economical manufacturing of printed circuit boards (PCBs). In an industry application a 

computational study of a large electronics company can be found in Gr’otschel, J’unger 

and Reinelt (1991). [11] 

 

X-Ray crystallography 

The TSP important application occurs in the analysis of the structure of crystals (Bland 

and Shallcross (1987), Dreissig and Uebach (1990). To obtain information about the 

structure of crystalline material X-ray diffract meter is used. Detector measures the 

intensity of X-ray reflections of the crystal from various positions. Whereas the 

measurement itself can be accomplished quite fast, there is a considerable overhead in 

positioning time since up to hundreds of thousands positions have to be realized for some 

experiments. [11] 

  



11 

 

The order-picking problem in warehouses 

This problem is associated with material handling in a warehouse (Ratliff and Rosenthal 

(1981). Assuming a warehouse an order arrives for a certain subset of the items stored in 

the warehouse. This order to ship collected by some vehicle and all items of them to the 

customer. The relation to the TSP is immediately seen. The storage locations of the items 

correspond to the nodes of the graph. The distance between two nodes is given by the time 

needed to move the vehicle from one location to the other. Finding a shortest route for the 

vehicle with minimum pickup time can now be solved as a TSP.  [11] 

 

Scheduling with sequence dependent process times 

If we are given n jobs that have to be performed on some machine. The time to process 

job 𝑗 is 𝑡𝑖𝑗 if 𝑖 the job is performed immediately before𝑗. The task is to find an execution 

sequence for the jobs such that the total processing time is as short as possible. And also, 

this problem can be modelled as a directed Hamiltonian path problem. [11] 

Vehicle routing 

Suppose that in a city n mail boxes have to be emptied every day within a certain period 

of time, say 1 hour. The problem is to find the minimum number of trucks to do this and 

the shortest time to do the collections using this number of trucks. As another example, 

suppose that n customers require certain amounts of some commodities and a supplier has 

to satisfy all demands with a fleet of trucks. The problem is to find an assignment of 

customers to the trucks and a delivery schedule for each truck so that the capacity of each 

truck is not exceeded and the total travel distance is minimized. [11]  
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CHAPTER 3 

 

DEVELOPED ALGORITHMS 

 

3.1. Developed Algorithms Information  

Three different algorithms have been developed to find optimum solution of symmetric 

TSP problem. These are respectively; 

 Close Couple 

 Worm 

 Spider Web Algorithms. 

Symmetric TSP problem is in this context the connection of provinces (nodes/points) with 

each other has been presumed as undirected graph. 

𝐷𝑖𝑠𝑡𝑎𝑛𝑐𝑒(𝐴 → 𝐵) = 𝐷𝑖𝑠𝑡𝑎𝑛𝑐𝑒(𝐵 → 𝐴) 

Close Couple and Worm Algorithms have been developed similar to each other. These 

algorithms have been formed with the hypothesis of the solution of TSP problem’s 

formation is between the closest points to each other.  

The Spider Web Algorithm, has been created with the assumption that starting from the 

farthest point to each other in order to find the solution, the optimal solution can be found 

with the addition of another point close to remote locations. The developed algorithms 

find the optimal solution in the shortest time. Thus, focuses on the most important part of 

TSP which is increased points that are lead to more computation time.  
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3.2. Close Couple Algorithm 

3.2.1. Study principle of Close Couple Algorithm 

 

Close Couple Algorithm starts with the hypothesis that the most optimum solution in TSP 

problem occurs between two closest points. 

In this context algorithm tries to extrapolate to optimum result by practising the steps 

below. 

The closest couple sets are formed according to the distance between the points. Then if 

possible elimination process is carried out on specified couple sets. Within this context 

with the hypothesis  𝐴  𝐵 , 𝐵  𝐴 couple, if the closest point to A is point B and the 

closest point to B is point A then 𝐵 𝐴 couple is eliminated. Among the rest of the couple 

sets the least distant couple set is chosen. The first chosen couple is evaluated as the start 

and end point. The acquisitions of the rest of the couple sets are estimated according to 

their distance to start and end points and  it is decided whether to start from start point or 

end point. According to the decision the most suitable couple is chosen and start and end 

points are updated according to this selection. The process continues until the couple sets 

to be estimated finish.  
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Procedure CloseCouple () 

{ 

Set CloseCoupleList [ ] = Create Close Couple List according to distances 

Eliminate Close Couple List 

Set ShortestCloseCouple=Select Shortest Close Couple in CloseCoupleList 

Set Start City=ShortestCloseCouple.FromCity 

Set End City=ShortestCloseCouple.ToCity 

While CloseCoupleList. Length>0 

Begin 

 Set StartCityGain=Calculate Gain (Start City, CloseCoupleList) 

 Set EndCityGain=Calculate Gain (End City, CloseCoupleList) 

 IF (StartCityGain > EndCityGain) 

  THEN 

   Set Gain City=Start City 

  ELSE 

   Set Gain City=End City 

 Set FindCloseCouple=GetCloseCouple (Gain City) 

 IF (Gain City= Start City) 

  THEN  

   Set Start City=FindCloseCouple.ToCity 

  ELSE 

   Set End City=FindCloseCouple.ToCity 

 CloseCoupleList. Remove (FindCloseCouple) 

End 

} 

 

  



15 

 

3.2.2. Sample analysis 

 

For the sample analysis of Close Couple Algorithm Ankara, Istanbul, Izmir and Antalya 

cities and the distance between them has been based by using the Turkey highway map 

distance table between provinces. 

 

Cities Ankara Istanbul Izmir Antalya 

Ankara 0 453 585 537 

Istanbul 453 0 563 723 

Izmir 585 563 0 465 

Antalya 537 723 465 0 

 

Table 1 Close Couple Algorithm Sample City Table 

 

According to distance the closest couple sets 

 

Ankara / Istanbul 

Istanbul / Ankara 

Izmir / Antalya 

Antalya / Izmir 

 

The couple sets after the elimination 

Ankara / Istanbul = 453 Km 

Izmir / Antalya = 465 Km 
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Ankara / Istanbul is chosen as the start couple set. 

 

Start Point: Ankara  

End Point: Istanbul 

 

Start / End points are determined according to the acquisitions 

 

Start Point = Ankara 

 

The distance of the rest couple to Ankara 

 

Ankara / Izmir = 585    Ankara / Antalya = 537    the gain = 585 – 537 = 48 km 

 

End Point = Istanbul 

 

The distance of the rest couple to Istanbul 

 

Istanbul / Izmir = 563 Istanbul / Antalya = 723 the gain = 723 – 563 = 160 km 
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The most suitable couple is calculated according to the determined point and the process 

is finished. 

 

As Istanbul is the most profitable End point, Istanbul is chosen. 

Then choosing the closest couple to Istanbul, the closest province of the couple is chosen. 

The closest couple to Istanbul is Izmir / Antalya and the closest province is Izmir. Then 

according to the selection the couple can change direction (If the closest provinces were 

Izmir, the direction would change to Antalya / Izmir instead of Izmir / Antalya). 

The list is updated as Ankara Antalya   Izmir   Istanbul.  End point is updated as 

Antalya. If there are other couples, the process continues until all the couples are operated. 

 

Iteration 

Number 

Formation of Points Explanation 

#1 Ankara                                       Istanbul Start and end points are 

determined according to the 

closest couple set 

#2 Ankara      Antalya    Izmir       Istanbul Start and end points are 

decided according to the 

acquisition calculation 

 

Table 2  Close Couple Algorithm Iteration Table 
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3.3. Worm Algorithm 

 

3.3.1. Study principle of Worm Algorithm 

 

Worm Algorithm uses the distance between points for the solution of TSP problem. In 

this context algorithm tries to reach the optimum result by applying the steps below.  

 

The distance which has the least interval is determined from the list of distance between 

points. Afterwards the cities in the distance list are determined as the start and end points. 

Average value is calculated finding the distances including start and end points, after this 

point which has the farthest average value is chosen, the closest distance list to the chosen 

point is found. Start and end points are updated. The distances which include the defined 

point are removed from the distance list. The process continues until the distance length 

equal to 1. 
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Procedure Worm ( ) 

{ 

Set Shortest Distance = Select Shortest Distance from Distance List 

Set Start City=ShortestDistance.FromCity 

Set End City=ShortestDistance.ToCity 

While DistanceList.Length>1 

Begin 

Set StartCityGain=Calculate Gain (Start City, DistanceList. Where 

(FromCity|ToCity=Start City)) 

Set EndCityGain=Calculate Gain (End City, DistanceList.Where 

(FromCity|ToCity=End City)) 

 IF (StartCityGain > EndCityGain) 

  THEN 

   Set Gain City=Start City 

  ELSE 

   Set Gain City=End City 

 Set FindShortestDistance=GetShortestDistance (Gain City) 

 DistanceList.RemoveAll.Where (FromCity|ToCity=Gain City) 

 IF (Gain City= Start City) 

  THEN  

   Set Start City=FindShortestDistance.ToCity 

  ELSE 

   Set End City=FindShortestDistance.ToCity 

End 

} 
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3.3.2 Sample analysis 

 

Table 3 shows the same Close Couple Algorithm that used for the sample analysis of 

Worm Algorithm. 

 

Cities Distance 

Ankara-Istanbul 453 

Ankara-Izmir 585 

Ankara-Antalya 537 

Istanbul-Izmir 563 

Istanbul-Antalya 723 

Izmir-Antalya 465 

 

Table 3 Worm Algorithm Sample City Table 

 

Distance list is formed. 

Ankara / Istanbul = 453 

Ankara / Izmir = 585 

Ankara / Antalya = 537 

Istanbul / Izmir = 563 

Istanbul / Antalya = 723 

Izmir / Antalya = 465 
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The closest distance Ankara / Istanbul is determined as the start and end point. 

Start Point: Ankara  

Finish Point: Istanbul 

 

The acquisitions of the values in the distance list are calculated according to start and 

finish points. 

Start point = Ankara     

The distance of the rest of the couples according to Ankara 

Ankara / Izmir = 585    Ankara/Antalya = 537    Profit = 585 – 537 = 48 

km 

 

End Point = Istanbul 

The distance of the rest of the couples according to Istanbul 

Istanbul / Izmir = 563 Istanbul / Antalya = 723 Profit = 723 – 563 = 160 

km 

 

The point which has the most profit is chosen. Start and finish points are updated by 

choosing the closest other point to the chosen one before. 

Istanbul = 160 Km 
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Izmir is chosen as the closest province to the finish point. Finish point is updated according 

to the choice. 

Distance list is cleared according to the changed list. 

The distance list is cleared as the finish point Istanbul has changed. 

The remaining Distance List 

Ankara / Izmir = 585 

Ankara / Antalya = 537 

Izmir / Antalya = 465 

 

The process continues as the distance list is bigger than 1. 

Start Point according to Ankara 

Ankara / Antalya = 537   

Average value = 537/1 = 537 

End point according to Izmir 

Izmir / Antalya = 465 

Average value = 465/1 = 465 

In this case Ankara is chosen. 

Ankara, Antalya, Izmir, Istanbul 

Start Point =Antalya    End Point = Izmir 
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Remaining Distance list 

Izmir / Antalya 

 

The algorithm ends as the length of the distance list is 1. 

At the end of the process the result is as it is below. 

 

Iteration Number Formation of  Points Explanation 

#1 Ankara                         Istanbul The determination of the start 

and finish point according to 

the distance 

#2 Ankara       Izmir         Istanbul The determination of the 

most suitable point according 

to the start and End points 

#3 Ankara    Antalya  Izmir Istanbul Other points are determined 

according to the remaining 

points 

 

Table 4 Worm Algorithm Iteration Table 
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3.4. Spider Web Algorithm 

3.4.1. Study principle of Spider Web Algorithm 

 

Spider Web Algorithm starts with the hypothesis that the most optimum solution in TSP 

problem occurs between two farthest points. In this context algorithm tries to extrapolate 

to optimum result by practising the steps below. 

 

The first step creates an average list formed by using the distances between points, the 

point which has the least average is determined. Second step by determined three reference 

points according to the distance by using this point. Afterwards, reference points are 

removed from the list. Third step starting from the point which has the highest average it 

is decided between which references points it will be added by using cost calculation. The 

addition is done according to the suitable reference point. The process continues until 

there is no point to calculate. 
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Procedure Spider Web () 

{ 

Set CityAverageList [] = Calculate Average for Each City from Distance List 

CityAverageList. Sort (Descending Average) 

Set Reference City=Select Shortest Average City from CityAverageList 

Set First City=Farthest City according to Reference City 

Set Second City=Farthest City according to First City 

Set Third City=Select Longest City from CityAverageList except First City and Second 

City 

CityLinkList.AddAll (FirstCity-SecondCity, SecondCity-ThirdCity, ThirdCity-FirstCity) 

CityAverageList.RemoveAll (FirstCity|SecondCity|ThirdCity) 

While CityAverageList. Length>0 

Begin 

 Set City=CityAverageList [0] 

 Set Calculate City=Select Shortest City from CityLinkList according to City 

Set Link City=GetLinkCityWithMinimumCost (Calculate City, CityLinkList) 

CityLinkList. Add (LinkCity.FromCity-City) 

CityLinkList. Add (City-LinkCity.ToCity) 

CityLinkList. Remove (Link City) 

CityAveragelist.Remove (City) 

End 

} 
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3.4.2. Sample analysis 

 

The list used in Close Couple and Worm Algorithms before is used as an example. 

Average list is formed by using the list determined as an example. 

 

Cities Ankara Istanbul Izmir Antalya Average 

Ankara 0 453 585 537 1575 / 3 = 525 

Istanbul 453 0 563 723 1739 / 3 = 579 

Izmir 585 563 0 465 1613 / 3 = 537 

Antalya 537 723 465 0 1725 / 3 = 575 

 

Table 5 Spider Web Algorithm Sample City Table 

 

Reference point is determined according to the average value and other point is 

determined according to the reference point. 

Reference point: Ankara  

Izmir which is the farthest point to the reference point is start point 

Istanbul which is the farthest point to start point is finish point 

Out of reference, start and finish points Antalya which has the highest average point is 

determined as the middle point. 
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The imaginative picture is as it is below. 

 

Figure 1 Spider Web Algorithm reference points 

 

As Ankara is the remaining city, the calculation is done for Ankara. 

Istanbul is determined as the closest city to Ankara. 

The places to add are determined according to Istanbul. 

Istanbul / Antalya or Istanbul / Izmir. 
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Figure 2 Spider Web Algorithm the determination of the alternative points 

 

The cost of the roads to add is calculated. 

Here the cost of two roads s calculated. 

Addition cost of Istanbul/Antalya  

IstanbulAnkaraAntalya – IstanbulAntalya = (453 + 537) – 723 = 267 

The cost of Istanbul / Izmir  

IstanbulAnkaraIzmir – IstanbulIzmir = (453+585) – 563 = 475  

According to the cost calculation, addition of Ankara between IstanbulAntalya effects 

the distance less. In this case new situation is as it is below. 
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Figure 3 Spider Web Algorithm the calculation of the points 

 

Algorithm is completed as there is no other city. 

The most optimum way is determined like this: 

Iteration Number Formation of Points Explanation 

#1 Izmir                                         Istanbul Determination of the 

start and finish points 

according to the 

reference 

#2 Izmir     Antalya                       Istanbul Determination of the 

middle point 

#3 Izmir     Antalya      Ankara     Istanbul The determination of 

the point according to 

the most suitable place 

 

Table 6 Spider Web Algorithm Iteration Table  
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CHAPTER 4 

 

EVALUATION OF THE ALGORITHMS AND THE RESULTS 

 

4.1. Testing Environment 

 

For the evaluation of the algorithms developed within this thesis the computer which has 

the hardware and software features below is used. 

 

Operating System Windows 7 

CPU Intel Core I3-2.5 GHz 

RAM 4 GB 

HDD 500 GB 

 

Table 7 Algorithm Evaluation Environment 

 

4.2. Data Set 

 

Two data sets have been formed during the evaluation of the algorithms. 
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4.2.1. Cities data set 

 

It has been used to calculate the Distance Rate of the values acquired from the algorithms 

via Brute-Force Method. 

In this context the provinces of Turkey and the distance list of them has been used as the 

points. The values in The Map of Turkish Republic General Directorate of Highways are 

used as the reference data set for this. 

 

 

Table 8 General Directorate of Highways the Distance Table between Cities 

 

Afterwards on the determined cities in different combinations 1000 data have been 

formed. Besides as the Brute-Force Method is going to be used, the perspective of data  

formed has been increased by using the highest city number (4,5,6,7,8,9,10)  to be 

calculated. 
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4.2.2. Random data set 

 

It has been used to speed values are compared by using more points for comparison of 

algorithms with each other. Within this context a runtime 𝑛 × 𝑛 matrix has been formed 

by the preparation of an application and values between 1 - 1000 have been assigned to 

the matrix.  It has been tried to reach the top level value with the values 8, 16, 32, 64, 128 

until reaching this matrix value. 

An interface has been prepared to form random data set. The parameters and the 

explanations used in the interface are indicated below. 

Matrix Size: The size of the matrix to be formed is entered. For example when 2050 value 

is entered 2050 × 2050 matrix forms. 

Random Start Value: is the value to be assigned to the entered matrix. 

Random Stop Value:  is value of random finished value to be assigned to the matrix. For 

example when Random Start Value equal to 1 and Random Stop Value is equal to 1000, 

the values of the elements in the matrix form random values are between 1 - 1000. 

Sample Rate Value: Algorithm repeat value. After that this value using for calculation 

of average time.  

Combination Value: 8, 16, 32, 64, 128, 256, 1024, 2048 according to the given matrix 

value the combination list is formed starting from 8 and increasing it twice each time up 

to the matrix size. 

Total Duration (ms): It indicates the passing time according to the given Sample Rate 

value. 

Average Duration (ms): Average time which is found by dividing total time by Sample 

Rate. 

The durations which occur are tested for each algorithm and their speed values are 

recorded. Finally the algorithms chosen from the application are compared in terms of 

result and speed in the same matrix values and the distance values are recorded. 
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4.3. The Evaluation Method 

 

The algorithms developed within the thesis have been evaluated passing through the 

methods and processes below. 

 

A- Algorithms have been compared with Brute-Force method by using Cities 

Data Set. In this context the algorithms results and Brute-Force Method results 

have been compared and Distance Accept Rate values have been calculated. 

B- Algorithms have been exposed to speed test in high point numbers by using 

Random Data Set. Then the speeds of the algorithms have been identified. 

C- The algorithms which have been studied according to Distance Rate and Speed 

Values have been evaluated again and the number of the algorithms has been 

reduced to 2. 

D- Determined two algorithms have been evaluated with more point numbers with 

each other in terms of both speed and result. After the evaluation the number 

of the algorithm is reduced to 1. 

E- Revisions on the determined algorithms with various modifications have been 

made in terms of speed and result .Then the former and the latter versions have 

been evaluated and the development has been recorded. 
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4.4. Evaluation Results 

 

The obtained results according to the evaluation method above are given in this section. 

 

4.4.1 The evaluation of the algorithms according to the brute-force method 

The Measurement of the Algorithms Time Tick Values 

 

 

Table 9 Time Tick Result Table of the Algorithms 

The average durations of the Algorithms on data set have been measured through Time 

Tick values. 

 

 

Figure 4 Time tick graphical representation of the algorithms 

Spider Web Algorithm has been observed faster than other algorithms according to the 

Cities Data Set. 
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The Measurement of the Algorithms Distance Values 

 

 

Table 10 Distance Rate Result Table of the Algorithms 

 

The distances that the algorithms produced have been measured according to Brute Force 

Distances. Within this context Distance Rate has been calculated. 

𝐷𝑖𝑠𝑡𝑎𝑛𝑐𝑒 𝑅𝑎𝑡𝑒 =  𝐴𝑙𝑔𝑜𝑟𝑖𝑡ℎ𝑚 𝐷𝑖𝑠𝑡𝑎𝑛𝑐𝑒 / 𝐵𝑟𝑢𝑡𝑒 − 𝐹𝑜𝑟𝑐𝑒 𝐷𝑖𝑠𝑡𝑎𝑛𝑐𝑒 

 

 

 

Figure 5 Distance rate graphical representation of the algorithms 

 

When Distance Rate values compared, the values that the Close Couple Algorithm 

produced it has been observed that they are better than the other algorithms. 

 



36 

 

The Measurement of the Algorithms Target Values 

 

 

Table 11 Result Table of the Algorithms Target Values 

 

The Target values produced by algorithms have been calculated. For every point number 

the distance values produced by Brute Force have been compared with the values 

produced by algorithms and for the values that are same Target Value has been increased 

by 1. The value of being the same has been found for 1000 sample. 

𝑇𝑎𝑟𝑔𝑒𝑡 𝑉𝑎𝑙𝑢𝑒 =  𝐶𝑂𝑈𝑁𝑇 (𝐼𝐹 (𝐴𝑙𝑔𝑜𝑟𝑖𝑡ℎ𝑚 𝐷𝑖𝑠𝑡𝑎𝑛𝑐𝑒 =  𝐵𝑟𝑢𝑡𝑒 𝐹𝑜𝑟𝑐𝑒 𝐷𝑖𝑠𝑡𝑎𝑛𝑐𝑒)) 

 

 

 

Figure 6 Target values graphical representation of the algorithms 

According to the Target Values it has been observed that the values of Spider Web 

Algorithm are better than other algorithms. 
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The Evaluation of the Algorithms According to the Brute-Force Method 

 

 

Table 12 The Table of the Evaluation of the Algorithms With Data Set 

 

When the values obtained by algorithms are compared with the values obtained by Brute 

Force Method; 

A. In terms of Distance Values, it has been observed that Close Couple Algorithm 

produced better result when compared with other algorithms, 

 

B. In terms of Target and Speed Values, it has been observed that Spider Web 

Algorithm produced better result when compared with other algorithms. 

Within the scope of these results it has been decided to work through Spider Web and 

Close Couple Algorithms for the evaluation process via Random data set.  
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4.4.2 The evaluation of the algorithms with random data set 

The duration and the results of Spider Web and Close Couple Algorithms have been 

compared using random matrix that has been produced. 

The Comparison of the Algorithms Durations 

 

 

Table 13 Elapsed Time Result Table of the Algorithms 

Spider Web and Close Couple Algorithms have been compared in terms of the passing 

time. The average duration of the Close Couple Algorithm has been identified as 𝑂 (𝑛4) 

according to the values obtained as a result of the comparison.  

 

 

Figure 7 Elapsed time graphical representation of the algorithms 

When it is evaluated in terms of the passing time, it has been observed that Spider Web 

Algorithm is faster than Close Couple Algorithm. 
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The Comparison of Algorithms Distances 

 

 

Table 14 Distance Value of the Algorithms Result Table 

Algorithms have been compared according to the distance values which have been 

obtained according to the point numbers. 

 

 

 

Figure 8 Distance values graphical representation of the algorithms 

 

According to the distance that has been obtained, it has been observed that Close Couple 

Algorithm has produced better results. 
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The Evaluation of the Algorithms with Random Data Set 

 

When the values obtained by algorithms compared with each other on Random Data Set, 

it has been observed that; 

A- In terms of speed values Spider Web Algorithm was 5700 times faster, 

B- In terms of distance values that have been produced, Close Couple Algorithm % 

4 better values than Spider Algorithm. 

According to these results for development and revision of the algorithm it has been 

decided to work on Spider Web Algorithm. 
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4.4.3 The development of the Spider Web Algorithm and evaluation of the results 

 

Spider Web Algorithm has been evaluated again in terms of speed and values and 

algorithm has been improved by various changes and updates. Within this context Spider 

Web Second edition (SW2) and Spider Web third edition (SW3) algorithms have been 

developed. The newly developed algorithms have been compared. 

The Comparison of the Algorithms Duration with Brute - Force Method 

 

 

Table 15 Time Tick Result Table of the Spider Web Algorithm 

The passing time Spider Web Algorithm has been compared via Time Tick values. 

 

 

Figure 9 Graphical representations of the Spider Web Algorithm time tick values 

According to Bruce Force Data Set it has been observed that Spider Web Algorithm is 

faster than other algorithms. It has been observed that the developed Spider Web third 

edition algorithm is % 27 slower. 
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The Comparison of the Algorithms Target Values via Brute – Force Method 

 

 

Table 16 Spider Web Algorithm Target Resut Table 

 

The developed agorithms have been compared according to Target values. 

 

 

Figure 10 Graphical representation of the Spider Web Algorithm target values 

 

% 51 improvement has been observed on the Target values of the developed Spider Web 

Third Edition Algorithm. 
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The Comparison of the Algorithms Distance Rate Values via Brute – Force Method 

 

 

Table 17 Distance Rate Result Table of Spider Web Algorithm 

 

The developed algorithms have been compared according to the Distance Rate values. 

 

 

 

Figure 11 Graphical representation of the Spider Web Algorithm distance rate values 

 

It has been observed that Spider Web Third Edition Distance Rate Value has reached 1.004 

over the average values. 
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The Comparison of the Algorithms Duration 

 

 

Table 18 Spider Web Algorithm Elapsed Tick Result Table 

 

The developed algorithms have been compared with Time Tick values via Random Data 

Set. The average duration of the Spider Web Algorithms has been identified as 𝑂 (𝑛2) as 

a result of the comparison according to the acquired values. 

 

 

Figure 12 Graphical representation of the Spider Web Algorithm elapsed tick 

 

It has been observed that Spider Web Third Edition algorithm is % 1 slower than other 

algorithms. 
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The Comparison of the Algorithms Distance 

 

 

Table 19 Spider Web Algorithm Distance Result Table 

 

The algorithms developed have been compared according to the distances that they have 

produced. 

 

 

Figure 13 Graphical representation of the Spider Web Algorithm distance 

 

It has been observed that % 9 better results have been acquired with Spider Web Third 

Edition algorithm over distance values. 
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CHAPTER 5 

 

CONCLUSION AND FUTURE WORK 

 

5.1 Conclusion 

 

This thesis aimed to find the optimum solution of TSP problem. Three different algorithms 

are proposed and developed with different perspectives. Both Close Couple and Worm 

Algorithms search the optimum solution, starting from the closest points. Spider Web 

Algorithm tries to reach the optimum solution with the reference data that it has acquired 

from the farthest points. 

 

The developed algorithms have been evaluated with two different data sets. In the first 

data set (cities in Turkey) the distances between them have been used as database. The 

second data set has been formed by using random value intervals within identified matrix 

size and the speeds of the algorithms and the quality of the results that produced have been 

compared. Also finding the optimum and the fastest result of the symmetrical TSP 

problem are achieved.  

 

 

A progressive evaluation has been used for improvement and revision of the algorithms. 

In the first stage, the results of all algorithms have been compared by using City Data Set 

and Brute-Force Method. As a result of this comparison, in terms of Distance Rate Close 

Couple algorithm and in terms of speed Spider Web Algorithm gained better score than 

Worm Algorithm. After this stage Worm Algorithm has been eliminated. 
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In the second stage, using Random Data Set. The performance of Close Couple and Spider 

Web Algorithms has been measured via  high matrix and point numbers .Within this 

context while Close Coupe produces %4  better result, Spider Web Algorithm has been 

produced 5700 times faster than Close Couple Algorithm. After this stage Close Couple 

Algorithm has been eliminated. 

 

In the third stage optimization of Spider Web Algorithm (SW1) has been done. Within 

this context (SW2) and (SW3) algorithms have been tested with Spider Web algorithms. 

In this stage the developed Spider Web algorithms have been evaluated through both Cites 

Data Set and Random Data Set. At this point, Spider Web Third Edition (SW3) with its 

low distance rate and high Target Value on the Random Data Set has given better results 

than other versions.  

 

According to the Random Data Set results Spider Web Third Edition Algorithm (SW3) 

has produced 9% better results compared with Spider Web First Edition Algorithm (SW1) 

but only   1% slower than Spider Web First Edition Algorithm (SW1). Spider Web Third 

Edition algorithm has been formed with different data sets and gradual evaluation. 
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5.2. Future Work 

 

We plan to: 

 

 Use the algorithm in a Discrete and Combinatorial Optimization Library 

(TSPLIB).  

 Implement same algorithm on Asymmetric TSP. 

 Adopt for the Time-Dependent-Distance problems in order to be use for the 

purpose of solving the problems like day time deliveries and traffic jam in 

transportation sector. 

https://www.google.com.tr/url?sa=t&rct=j&q=&esrc=s&source=web&cd=1&cad=rja&uact=8&ved=0CB0QFjAA&url=http%3A%2F%2Fcomopt.ifi.uni-heidelberg.de%2Fsoftware%2FTSPLIB95%2F&ei=u2ypVNn6OY3TaM-3grAJ&usg=AFQjCNHtkVA9wxN3Xicd5AB7VtCzm4NTaw&bvm=bv.82001339,d.d2s
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