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ABSTRACT

NOISE CANCELLING USING ADAPTIVE FILTER ALGORITHMS

ALMALLAHMED, Omar
M.Sc., Department of Computer Engineering
Supervisor: Assist. Prof. Dr. Yuriy ALYEKSYEYENKOV

July 2015, pages 84

The aim of this research is to study the theoretical adaptive filters for noise
canceling problem. Firstly, it describes the notion using adaptive filters. Secondly, it
presents three more common adaptive filters the RLS, NLMS and LMS algorithms.
In addition, it describes the implementation of adaptive filters. Furthermore, the aim
of this study is to solve some of the noise problems that affect the performance of the
systems. The use of Noise Canceling theories is the most important solution for this
problem, and for that research adaptive filters are used to solve these problems. The
most important algorithms for these filters are RLS, NLMS and LMS algorithms.
The research tests these algorithms with adaptive filters applications (noise
cancellation, signal prediction, system identification, echo cancellation), and have
chosen the best algorithm based on the value of Mean Square Error (MSE). The
research presents two examples of a solution for the noise problem of the voice
signal using Simulink MATLAB for different environments. The first example is
active noise canceling theory, where, the color noise and then white noise (Gaussian

iv



noise) on the audio signal is used, after that three algorithms RLS, LMS, NLMS are
applied to the audio signal to detect and cancel both noises. The second example is
Channel Equalization, which also applies the three algorithms to solve the very same
problem. Finally, the results of this Simulink are discussed and future work is
present.

Keywords: Adaptive Filter, Noise Canceling, RLS, NLMS, LMS Algorithms.



0z

UYARLAMALI FiLTRE UYGULAMALARININ KULLANILMASI iLE
GURULTUNUN YOK EDILMESI

ALMALLAHMED, Omar
Yuksek Lisans, Bilgisayar Mithendisligi Anabilim Dali
Tez Yoneticisi: Yrd. Dog. Dr. Yuriy ALYEKSYEYENKOV
Temmuz 2015, 84 sayfa

Bu arastirmanin amaci giirtiltiiniin yok edilmesi probleminde uyarlamali filtrelerin
(adaptif filtre) teorik ¢alismasimin gergeklestirilmesidir. Arastirma ilk olarak,
uyarlamali filtrelerin kullanim kavramini agiklamaktadir. Calismada ikinci olarak,
RLS, NLMS ve LMS gibi bilinen ii¢ uygulamali filtre sunulmustur. Tezde, buna ek
olarak, uyarlamali filtrelerin uygulamalar1 da anlatilmaktadir. Bu ¢aligmanin diger bir
amact ise, sistem performansimi etkileyen bazi giiriiltii problemlerini ¢6ziime
ulastirmaktir. Bu problemin en Onemli ¢6ziimii giriiltii yok etme teorisinin
kullanimidir, Bu tiir problemlerin ¢oziimiinde uyarlamali filtreler kullanilmaktadir.
Bu filtrelerin en 6nemli algoritmalari RLS, NLMS ve LMS’tir. Arastirmada,
uyarlamal1 filtre uygulamalar (giiriiltii yok etme, sinyal tahmini, sistem tanimlamasi,
yanki iptali) ile bu algoritmalar test edilmis ve ortalama hata degerlerine gore

iclerinden en iyi olan algoritmanin se¢imi saglanmistir. Aragtirmada Simulink
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MATLAB kullanilarak farkli ortamlardaki ses sinyallerinin giiriiltii iptali ¢6ziimiine
dair 6rnekler sunulmustur. Bunlardan ilki beyaz giiriiltii (Gaus Giirtltiisii) kullanima,
ikincisi ise ses sinyali zerinde renkli glrtlti kullanim1 ve sonrasinda giiriiltiiniin
bulunup yok edilmesi i¢in RLS, MLS VE NLMS’ in kullanilmasidir. ikinci &rnek ise
Kanal Denklestirme konusudur ve burada da ayni sorunu ¢ézmek i¢in yine sozii
edilen ti¢ algoritma kullanilmaktadir. Tezde, son olarak, Simulink sonuglar

tartisilmis ve gelecekteki ¢alismalara dair fikirler ve oneriler sunulmustur.

Anahtar Kelimeler: Uyarlamali Filtreler, Giirtiltiniin Yok Edilmesi, RLS,NLMS,
LMS Algoritmalari
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CHAPTERL1

INTRODUCTION

1.1 Background

In the current world of electronics,the increase in the number of
electrical appliances as well as of the industrial equipment has led to the
emergence of noise problems, This makes it necessary for us to think about the
noise cancellation solutions, particularly,one of which is the use of silencers
and blocker vibration along with the use of filters to solve such problems.

The purpose of this research is to study the adaptive filter (AF), as well
as algorithms for the filter along with private applications of the adaptive filter
theory, that give some examples of these applications which help in the
understanding of the technical method for such filters and how to cancel the
noise [1].Here, in this part,it is explained the most important algorithms and
how they work as well as the characteristics of each algorithm and what are the
advantages and disadvantages of these algorithms.

In this chapter. A quick introduction to adaptive filters and some
applications is given along with, to the main purpose of this thesis which is
explaining about Noise Cancelling (NC)

1.2 Overview

Ever since signal processing has become the requirement of modern era
particularly after the advancement in the field of engines apart from other areas
where noise is generated may it be sound or vibration or any other type of
noise signal processing of the requirements of the modern era, especially after
the great advances in the field of engines, as well as in other areas that cause
noise to generate may it be the sound or vibration or any other type of noise.



All this led to an interest in the Noise Canceling theories and hard work has
been put in to develop all theories that study Noise Canceling or Noise
Reduction. The adaptive filters are the most important means to reduce this
phenomenon, which is discussed in this paper. In addition to the above, the
real-time implementation is calculated in most of the Fixed filters due to the
increase in the cost and difficulty of calculating the real-time. While, in
adaptive filters the feature of a real-time makes it easy to calculate.

On the other hand, it is not important to know the properties of the signal and
transport properties of the channel as is the case in fixed filters where it is
necessary to know the properties of the signal or the transport properties of the
channel which is an essential condition to cancel noise [2].

One of the main advantages of adaptive filters is that it works in an
environment that even though is not known, but it has the ability to adapt to the
environment and the ability to detect differences in the time variables. In
addition to the low cost of these filters, its implementation is simple and
uncomplicated [3]. The main processing of the adaptive filter can be classified
into two major processes, the first process is the filter process which filters the
signal from any noise in the signal, this process depend to the second process
of the adaptive filter. The second process optimizes weights to the parameters
to optimize the performance of the adaptive filter to get a better result. The
adaptive filter can be divided into two types, this classification depends on the
impulse response. The first type is Finite Impulse Response (FIR) adaptive
filter, which starts to respond when the value of the parameters decreases to be
close to zero after a limited time period. The second type is Infinite Impulse
Response (1IR) adaptive filter, this type depend to the inner feedback

technique, and has infinity response [4].

Audio noise, which is the subject of research of this thesis is the kind noise that
can in accordance to adaptive filter canceled this kind of noise without leading

to the corruption of the signal and the impact on the hardware performance.

There are two types of noise: active noise and passive noise. The
adaptive filters have the ability to cancel the active noise and to minimize the
impact of fires on the hardware as well as the psychological impact. For ease

of the design and ease of work, these filters lead to the removal of low
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frequency noise that has caused worry to the designers of communications

devices in the past [5].

1.3 Objectives of the Thesis

The purpose of this study is to discuss the adaptive filter and to study the
theories of the adaptive filters (Identification, Inverse Modelling, Prediction
and Interference Cancelling), after that compare the most important algorithms
(LMS, NLMS and RLYS) in the practical part,where the research uses the
SIMULINK of MATLAB program to simulate the adaptive filter and the
algorithms.Also the research discusses the example proposal in the Active

Noise Cancelling (ANC) when the original signal is audio.

In the next chapter the research discusses the adaptive filter theories and the
adaptive filter algorithms.



CHAPTER 2

ADAPTIVE FILTER THEORY

In this chapter, the research discusses the applications of adaptive filters
and what are the uses of these applications. Moreover, it discusses the theories
of adaptive filters and what are the problems faced and then later explain about
Wiener filters. Thenexplanation of the algorithms for adaptive filters is given,
i.e. algorithms, Recursive Least Squares (RLS) and Least Mean Squares (LMS)
algorithms. In addition, to this the research also explains the details of the
Least Mean Squares (LMS) algorithm, as well as explain the most significant
details of the versions of this algorithm (LMS), a normalized LMS algorithm
(NLMS).

2.1 Adaptive Filter

Let's suppose Adaptive filters have the capacity of adaptation with unknown
surroundings. These filters are versatile; therefore, they are used differently.
(They can be operated in an unknown system) in addition to that, are low in
cost (hardware cost of implementation, compared to the non-adaptive filters,
acting in the same system).

One of the main issues which makes it the most important applications of
digital signal processing (DSP) is that it has the ability to track the input signal
and the time of the statistics works and adjustment of parameters [6] [4]. Truly,
adaptive filters are utilized in many applications successfully. As a result,
these applications are divided into four divisions: prediction, modelling,
inverse, identification and interference cancelling and thus discussed in the
next chapter accordingly.

Here it is necessary to mention, the applications stated earlier have similar
characteristics: the adaptive filter receives a signal and compares it with an
eligible response, producing an error which is then utilized to modify the

filter's adaptable coefficients, that is known as weight so as to make the error

4



lesser. In an ideal sense, that error is optimized, in some cases to zero, and in a

desirable signal in some others [1] [4].

[ Adaptive Filtering ]

¢ . )
Stochastic Gradient Approach Least Square Estimation
(Least Mean Square Algorithm) (Recursive Least Square Algorithm
v LMS v" RLS
v' NLMS v" FIRLS
v' TVLMS
v' VSSNLMS

Figure 2.1 Pyramidal of Adaptive filter

Figure 2.1 shows the types of adaptive filters and algorithms for each type

2.2 Active Noise Cancellation

The (ANC) Active Noise Cancelling belongs to the Interference
Cancelling type. It can also be referred as an adaptive noise cancelling or
active noise canceller. This algorithm has a purpose which is to minimize the
noise interference, or cancel that perturbation in case there is an optimal
situation is available [6]. This algorithm also adopts an approach that tries to
imitate the original signal s(m). Therefore, the goal of this study is to use an
ANC algorithm in order to cancel speech noise interference; however, this
algorithm can also be employed to deal with any other type of corrupted signal.

Here ANC can be viewed in figure 2.2, as given below,



Desired Primary

Signal 7_-__) Signal s(n) + n,(n)

Reference /

Interference __Z_‘;Slgnal n,@) Adaptive

Filter
/

Figure 2.2 Active Noise Cancelling

The goal of the ANC is to reduce the noise interference corrupting the original

input signal. One can see in the figure above that the desired signal d(n) is
composed of unknown signals, that calling the s(n) corrupted for an additional
noise n,(m), and generated for the interference. The adaptive filter is then
installed in a place where the only input is the interference signal n,(n). Both
signals m,(n) and m,(n) are correlated. The output of the filter y(n) is
compared with the desired signal d (), generating an error e(r). This error in

the system output can be used to adjust the variable weights of the adaptive
filter in order to minimize the noise interference. In an optimal situation, the

output of the system e(n) is composed of the signal =(7) which is free of the

noise interference n,(n) [7].

2.3 Implementation of Adaptive Filters

2.3.1 Introduction

Before explaining adaptive filters applications, it is important to give a
brief explanation of these applications, and how to use them, as well as what is

the purpose of the same applications.



2.3.2 General Applications

The adaptive filters are the finest filters currently used because of the low cost
as well as ease use in addition to their versatility to adapt. On these basis, they
divided into four types of applications, and thus focus in this section is to
explain these applications and uses of each one of them. Chapter three
explained these applications in detail and their representation in practice and
compare their results using the three algorithms(LMS, LMS and RLS) [6] [8].

/‘V(i)

Adaptive
Filter ¢ i)
Vi (i)
3
+ 2
System x(i) St Td( D System
Input SRt ' Output

Figure 2.3 System Identification

i.  Identification: This can be explained by the case illustrated in
Figure 2.3, where the case contains which may have any system
and signal output of a given system represents the desired

signal d (i). The reference signal x(i)is to represents the input
signal in the adaptive filters as the same input signal of the
system. Here, the output of the adaptive filter ¥{(i) in
comparison with the desired signal d (i) produces error signal
e(i), which has many benefits. The most important benefit, is

used for adjusting the weights, these weights are utilized to
reduce the error.
The purpose of designing an a AF is this that it supply an

approximation for any system [8] [9].



System x(j) u(j) | Adaptive . System
Input s Filter = ~  OQutput
/ e(i) Y
+¥d(i)
Delay

Figure 2.4 Inverse Modelling

ii.  Inverse Modeling: As illustrated in Figure 2.4 in this case, the

input signal to the Adaptive filters wu(f) is an output signal of
the system, the desired signal d(i) is the same signal input to
the system =x(i), which however undergone some delay
versions. The comparison between the desired signal d(i)and
the output of the adaptive filter ¥(i} will generate an error

signal which this signal (error signal) utilizes to reduce the
weight and thus reduce the error.
Here, the purpose is of tracking and discovering the feedback

transfer job of the any system [9].

/‘ , |ad

Random x(j) u(i) Adapti y(i) e(i)
Signal - Hcky Filter _’\z_:/ J gzts;i?

/

Figure 2.5 Prediction

iii.  Prediction:In this case, as noted in Figure 2.5, there is only

one signal x (i}, hence the input signal is the same as the desired
signal d (i), where as the input signal to the adaptive filter is

x(i), but it’s a delay version (i), where the error signal

8



Desired

Sgoal ——7_,

generates in comparison between the output of the adaptive

filter ¥(¢) and the desired signal d (i). This is“used to provide a
prediction of the present value of a random signal”’[9].

Primary
Signal (i)

e
Reference / + )

Signal 5 (i)+s@ ; o .
Interference ——— Adaptive | ¥(D y e(i) -
L

Filter

/

Figure 2.6 Jammer suppress

Jammer Suppress
This application can be seen in Figure 2.6, which is the most
important one in the adaptive filter applications. It contains two

signals, the original signal without the noise s(i) and the signal
with noise s(i) 4+ n(i). In this application, the primary signal
which represents the desired signal and the reference signal
which represents the corrupted signal. The source signal =(1} is
the same as the desired signal d(f}, and the corrupted signal is

an input of adaptive filters. When compared between the

adaptive filter output ¥(Z) and the source signal =(i}, the result
will represent the error signal e(i) and this signal is used for
optimizing the weights w(i), the weight which is used for

correcting the compared signal. This application is used for

canceling unwanted intervention from an original signal [4] [9].

2.4 Performance Measures in AF

In this portion the research tries to define some of the important terms

discussed in this thesis.



2.4.1 Mean Square Error

The Mean Square Error (MSE) is the factor used for measuring the effective
solution of the problem, therefore, the MSE value must be small or close to
zero, that means that the solution can be more effective then. There are some
reasons that affect the value of MSE. These reasons are, firstly, the quality of
the noise, secondly, the error in the step size (slow convergence or fast
convergence), thirdly, the quantization of the noise and finally the noise signal

amplitude [2].

2.4.2 Convergence Rate

This term is used for the convergence between the parameters, that means this
factor is used for calculating the ratio which is used for optimizing results. The
speed convergence is the best case in the adaptive filter, the convergence rate

is not independent on other factors [2].

2.4.3 Filter Length

This factor is very important in the adaptive filter, where the filter length is
subject to many parameters that determines the length of the filter. The most
important factor is the size of the noise signal and the type of this signal, which
increase the number of iterations which mean increasing in the accuracy of the
filters, as well as the number of iterations which have an effect on the
convergence rate. On the other hand, when there is an increase in the filter
length, which leads to increase of the computations operation, thus making an
impact to the MSE and its stability [2].

2.5 Wiener Filter Theory

The purpose of using the Wiener filter is to cancel the existing noise in the
signal or minimize noise ratio, which is done by estimating the ratio of noise
in the signal. This filter uses desired signal and compare it with a reference

signal to reduce the noise, and also where it estimates signal required without

10



noise. This filter has the potential to impose noise signal as well as input signal
at random.
To derive the expression of a finite impulse response wiener filter, considers a

discrete time filter as shown in Figure 2.1 [6].

x(2) Digital Filter
W (i)

e(i)

Figure 2.7 Wiener Filter

Where x(i): is the input signal ,w(i): is the coefficients of wiener filter, y(i): is

the output signal , d(i) is the desired signal e(i) is the error signal.

Here the output signal (%) is calculated

y(D) = ) W (Dxi—n) 21
Or
¥(©) = w(D)'x(0) 22

Where x(i —n) is the input signal specimens, the value of the weights of the
filter is w,, . In fact, w,, is the same filtering parameter in adaptive filter.

The difference of desired signal d (i) and output signal y(i) is defined as error
signal e(i) [10].

e(i) =d(i)— (i) 2.3
The signal of the square error same the signal of the cost function J. [6]

] = Ele?(i)] 2.4
The aims of these filters are to lessening the cost function. Filter's optimal
parameters can be accessed by creating thresholds to the cost function. Where

the equations are:
V] = —2E{x(i — n)e(i)} 2.5

11



When n =0,1,23,....q

The ideal situation is when the error value is very close to zero, and
very close to the value of the cost function. In this case, it becomes an ideal
adaptive filters work and which gives us the signal output close to the original
signal. As previously mentioned that one of the best cases in adaptive filters is
to have a cost function value close to zero and which can be accessed in this
case by the following equation [11]:

E{x(i —n)e,;,(i)}=0 2.6
When n=0,1,2, ....q, and the &,,,,, is less in error value which is an optimal

case.

When compensation equation (2.6) using equations (2.1) and (2.3) it will get
the ¥(i) = X3 w,,. (P)E{x (i — n)x(i — p)}

y(i) = E{x(i —n)d(i)} 2.7
Wheren =0,1,2, ....q

With the imposition of the w,

spe 1S the ideal weight for the filters, and the value

of (q) is the length of the filter.

r(p —n) = E{x(i— m)x(i — p)} 2.8
s(—n) = E{x(i—n)d(i)} 2.9
“Where r(p — n) is the auto correlation function of the input signal and s(—n)

is the cross-correlation function of the input signal and also the desired
response’’[14].

It can simplify the equation (2.7) to become in this format

g—1

Z Wope(P)T(p— 1) = 5(—m) 2.10
p=0

The last equation (2.10) represents the Wiener Hopfequation, this equation can
be represented as the following [10].
Rw___==5 211

As R is the autocorrelation an array of the input signal x(i}), S is the cross-
correlation function of input signal x(i) and desired signal d(i). w,,, is the
vector consisting of the optimal filter coefficients which minimizes E{e* ()}

known as mean squared error (MSE) [2].

12



2.6 Adaptive Filter Algorithms
2.6.1 Least Mean Square Algorithm

The research considers this algorithm as the most important and basic
algorithm in the adaptive filters, and this algorithm (LMS) is a linear regression
algorithm. The working principle of this algorithm is to find the best
parameters, which reduce the squared error. “LMS algorithm is rounded to the
most descent algorithms using the expected value of the Squared Error signal.
LMS is useful in implementations where the full knowledge of the error signal
is not obtainable[10],[12].

The working principle of the MSN algorithm is the principle of
iteration of parameters, calculate the tap weight update:
w(i+ 1) = w(i) + 1/, u[-V/] 212

Where the value of (wi(i+ 1)) represents the updated weight
parameters, the value of (1) represents a constant value which is a step size,
with respect to the value of (]), as it is previously stated that it represents the

value of the cost function, with a note that the value of the cost function is

equal to the instantaneous value of the squared error signale(i).

] =e*(i) 2.13
When compensation equations (2.2) in the (2.3) will produce an

equation of the cost function

Vel(i) = —2e(i)x(i) 2.14

The new equations after updating parameters will be derived as

w(i+ 1) =w(i) + plx(ide(d] 2.15
And
e(i) = d(i) — y(i) 2.16
And
y(i) = w(i)x(i) 2.17

The value of the Size step (i )should be confined between

0< p=?/, 2.18
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Where 4, ... IS the largest eigenvalue of the autocorrelation matrix of x(i), R

[10]

Where
g—1

Ima = ) E{lx(i = )%} 219
n=0

0< u<2/ ._ ] 2.20

4o pgie— )
Input x(i) = Input signal. w(i ) =Tap weight. And d(i)= desired
signal
Output w(i+1)= tap weight update. y(i)=Filter output signal

Parameters Tapinput=4,, . . Step size= u
g—1

hmas = ) Elx(i=mI}},0< p <2/,
n=0

Initialization | At the beginning of the algorithm, any values undefined offset

zero w(0) = 0.

One: - filtering process

y(i) = wi(i)x(1)

Steps Two: - Error assessment

e(i) = y(1) —d(i)

Three:- update the tap weight
wi(i+ 1) =w(i)+2p e(i)x(i)

Table 2.1 Represents a Summary of the LMS Algorithm

2.6.2 Normalized Least-Mean-Square Algorithm

NLMS algorithm is developed from the LMS algorithm, which has
been added to some of the parameters on the LMS algorithm to solve some of
the problems LMS algorithm. In the LMS algorithms, the value of the x(i) is

directly proportional to the 2u e(i)x(i}.In this case, the increase in the value of

14




x(1) leads to an increase in the value of the noise in the signal and amplify it.
That goes back to the direct correlation relationship between the x(i) on the
one hand and the value of the step size (i) and the value of the input x(f}) and
the value of the error e(i)on the other hand. As discussed above, it makes it

difficult to guess the value of the step size and thus affect the stability of the
algorithm [2].

All of these reasons have led to the development of LMS algorithm and
in solving all the problems and improving the stability, by adding more of the
parameters.The development of the LMS algorithm makes a new algorithm
which is called the Normalized Least-Mean-Square (NLMS) algorithm.

The NLMS algorithm calculates the size Step by the following equation:

I

= 2.21
&+ (D)2

i

Parameter 6 is a constant and it is small, the parameter g is the step size of the
NLMS and the value 0 < i< 2.[13]

To calculate the tap weights after the update using the following equation:
w(i+ 1) =w(i) + 2u e(i)x(i)

Since the
o
& + ll=()112
. o 13 Ry
w(i+1)=w(i)+2 OIE e(i)x(i) 2.22
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Input x(i)= Input vector. w(i)=Tap weight. And d(i) =desired output

Output w(i+1) = Tap weight update. y(i) =Filter output

Parameters Stepsize=g .4 =Constant 2 = @ =0

Initialization | At the beginning of the algorithm, any value undefined offset

zero w(0)= 0.

One: - Filtering process
y() = wi(Dx()

Two:- Error assessment
Steps e(i) = y(i) —d(i)

Three :-Update the tap weight

w(i+1)=w(i)+2 e(i)x(i)

N
8 +llx(DIP

Table 2.2 Represents a Summary of the NLMS Algorithm
2.6.3 Recursive Least-Squares Algorithm

As it noted previously that the LMS algorithm depends on the reduction of
MSE, while the recursive least squares algorithm depends on finding MSE. In
addition, the slow convergence of the LMS algorithm, has been treated in the
RLS algorithm and made fast convergence, and this is the most important
difference between these two algorithms.

It is true that RLS algorithm is the most reliable and the best in terms of
results, but on the other hand is very complex in terms of calculation of the
parameters in this algorithm.

The cost function in the RLS algorithm which represents the Weighted Least
Squares (WLS) can be calculated by the following equation:

J(i) = Z ATed(i) 2.23
a=0
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In this algorithm, when the value of lambda is (4) between zero and one, this
condition is called forgetting factor, and the usefulness of this factor is that it
gives the value of previous error weights after updating the parameters.

e(i) =d(i)— v(i) = d(n) —w{i — 1)x(i) 2.24
The input signal x(i) can be described mathematically by the following
equation

(i) = [x(i),x(i — 1), .. x(i+ c— 1)]* 2.25
Tap weight parameters w{(i)can be described by the following equations

w(i) = [wo(0),wy (£), ... w,_y ()] 2.26
The purpose of the Add phi (€) parameter get less value cost function, and

can get a less cost function values when the value of the weights of the
parameters is in perfect condition, and are written in the form of a matrix.
& (1)iw(i) = z(i) 2.27

The ¢ by ¢ Dimensions of the matrix & (i)
JOEDWINORIO 228
a=0

“The c-by-1 cross-correlation vector is z(i) between the tap inputs of the

transversal filters and the desired response is defined by” [14]:
z(i) = Z A () d (i) 2.29
a=0

As * represents the complex coupling.

Now here one must calculate the value of the matrix inverse &, as well
as the value of lambda inverse A~1so that can be calculated the value of
the gain vectorg(1) [14][12].

S M) =A"te (i — 1) — A gD Do (i — 1) 2.30
Then

L A7t (i — 1)x(i)
9()= 14+ ALt (D) 70 — 1)x(i) 231

Accordingly, the calculation of the tap weight w(i) the equation is

17



w(i) =w(i+ Lg(ie (i) 2.32

As * represents the complex coupling

x(i)= Input vector. w(i — 1) =Tap weight. ®;* (i — 1) = correlation

Input

matrix. And d(i) =desired output

w(i) =Tap weight update. Correlation matrix updates = &3;(i). And
Output )

¥,_4 (i)=Filter output
Parameters Number of tap =c. Constant =& . Forgetting factor = A.

At the beginning of the algorithm, any values undefined offset zero
Initialization -4

w(0) =0, <¢;°(0)=0.

One: - calculating the gain vector g(i)

. At (i — 1)x()
gli)= Sy Pop— :
14+ A 2 ()@ (i — 1)x (i)

Two:- Filtering process

Steps ¥ (D) = w(D)(?)

Three :-error assessment

e(f) = d (i) — »(i)

Four:-Update the tap weight

w(i) = w(i+ 1)g(De* (i)

Five :- update correlation matrix

1) =ATe (i —1) — A g (D) () e (i — 1).

Table 2.3 Represents a Summary of the RLSAlgorithm
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CHAPTERS

IMPLEMENTATION AND RESULTS

In this chapter, the research discusses the applications ( Identification,
Inverse Modelling, Prediction and Interference Cancelling) to the adaptive
filters, and the research applies the three algorithms (LMS, NLMS and RLS) to
all applications of adaptive filters, and compare the results based on the Mean-

squared error (MSE).

3.1 System Identification

System identification is the one of the applications of the adaptive filters, this
application is used to determine the unknown systems, whether these systems
are Analog or Digital. This application is used in control systems,
communication and in a DSP also it can be used to track the time in the
unknown systems [15]. In chapter 2 paragraph 2.3.2 was discussed the system
identification, and in this section, it solves this problem (system identification)
by using the three algorithms(LMS,NLMS,RLS) [7], [20].

3.1.1 The Application

In this section can be discussed the problem of the system identification and
how can this problem be solved. In figure 3.1 it shows the system
identification. It can be noticed in this figure that here is one signal, this signal
is an input to the adaptive filter and the unknown system, the output of the
unknown system is the desired signal, then compared between the desired
signal and the output of the adaptive filter that produces the error.
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System x(i)
Input

System
Output

> System

Figure 3.1 System Identification

3.1.2 Solution Using the LMS Algorithm

As explained in Chapter two, the LMS algorithm is based on the
reduction of the value of square error as well as relying on finding the value of
the cost function. The LMS algorithm can be applied to the identification
problem in order to compare the results of this algorithm with other algorithms
to the same application.

It is important to calculate the value of the cost function in the LMS algorithm,
and this is calculated by the following equation [10] [11]:

J(i) = Ele* (i) 31
The problem with this application (Identification) is whether how to calculate
the value of the desired signal that being the output signal of an unknown
system. Using the equations that have been inferred in chapter two in
paragraph 2.3.2, the following equation which used to calculate the desired
signal can be obtained which represents the output signal value of the unknown
system,

d(i) = wyx(i) +i(i) 3.2
Figure3.2 shows problem (identification), and how to solve this problem by
using the LMS algorithm as well as how to represent it use of MATLAB

program.
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Figure 3.2 Solution using the LMS algorithm

Is the input signal (sine wave) the amplitude of this signal =1 and the
frequency =100 HZ.
Manual switch to select the value of the step size (u) in this case the

value of u =0. 003.

Any system.

The adaptive filter (LMS or NLMS algorithm) blocks and the value of
the filter length (q) =32.

Squared error, when compared between the desired signal and the
output signal of the adaptive filter that produces an error signal.

Is a DSP tool called signal to work space block used for finding the
Mean-squared error.

Time scope, used to display the result.

running the Simulink MATLAB program, the results gathered areas
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Figure 3.3 Pertinent signals when using the LMS algorithm to solve the

System ldentification problem

Figure 3.3 shows all of the input signal x(i) and the desired
signal d(i), which represent the system output signal, as well as squared error
e*()in addition to the output signal of the filter ¥(i), respectively, during the

time of the implementation of 0.3 seconds. While taking into consideration the
value of the length of the filter (the number of iterations) which is equal to 5.

In the figure 3.3 the squared error, the error value is very big, where the
value of wave amplitude equal 1 at the time zero. Then that begins to
decreasing to become zero when the time equal 0.077.
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Figure 3.4 MSE of the LMS algorithm

In Figure 3.4 as it noted that the value of MSE is 0.35, here the purpose of
finding a cost function, the mean-squared error is to see how the algorithm
responses to reach the optimum limit. When analyzing Figure 3.4, as noted,
that the convergence rate is the average rate, which is very slow and this
algorithm needs about 150 samples at least during execution time, knowing

that the execution time is 0.3 seconds.
3.1.3 Solution Using the NLMS Algorithm

Previously discussed in Chapter two, paragraph (2.3.2), that the biggest
problems in the LMS algorithm is the difficulty in their application if the input
signal x(i) is very large, the second problem is the slow convergence, which
leads to the development of an LMS algorithm and the work of the NLMS
algorithm.
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The application of this algorithm (NLMS) is to test the identification problem
by the fast convergence after it has been tested on the slow convergence.

Figure 3.2 shows how to represent the LMS algorithm in the Simulink
MATLAB program, the difference in the representation of NLMS algorithm is

a step size (u), where the size of the step in the NLMS algorithm is equal to
0.03 and the value of the constant is & =0.9

The results that got after running the Simulink MATLAB program shown in
Figure 3.6

[ [ [ [

{ — Sine Wave {

econ

= known System

T econ

[

= Square Error NLMS

nvnvh. (o]
(seconds)

{ — (utput NLMS {

AN
MV

Offset=) £CoN

Figure 3.5 Pertinent signals when using the NLMS algorithm to solve the
System Identification problem.

Figure 3.5 shows all of the input signal x(i) and the desired signal d(i), which
represent the system output signal, as well as squared error e (i) in addition to

the output signal of the filter v(i), respectively, during the time of the
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implementation of 0.3 seconds. While taking into consideration the value of the
length of the filter (the number of iterations) which is equal to 5.

In the Figure 3.6 the squared error, where the value of wave amplitude equals
0.82 at the zero Sec. Then it begins decreasing to become very close to zero

when the time equals 0.154.

02 ; ; ; ! ! !
T - Rt e r— sovsicsasa R— ’

045k 4o ............ ............ ............ ............ ............

MSE

@pleseess) ............ TR ............ ............ ........... -

005k ............ .......... ............ .......... i

40 50 B0 70
Time index, k

Figure 3.6 MSE of the NLMS algorithm

In Figure 3.6, it can be noticed that the value of the MSE starts at 0.023 in the
first time and the MSE value in the NLMS is less than the MSE in the LMS
algorithm, and the convergence rate in the NLMS algorithm is fast and has the
value of the convergence rate is 35 samples. It means the convergence rate in

the NLMS algorithm is faster about three times more of the LMS algorithm.
3.1.4 Solution Using the RLS Algorithm

The RLS algorithm is the most usable algorithms used for solving the problem
of identification as being more effective. The value of the cost function which
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has the same value MSE is very less and that increases the proportion of
stability, in addition to this, using fast convergence is also a good stability. For
the purpose of calculating the value of the cost function [10] [11], as used the

following equation to calculate the J(i)

T

J(i) = Z ATeel(i) 3.3

a=0

Where the lambda value between zero and one, called the forgetting factor, a
small constant value used to give small weight to error signal while e(i) is the
error value [15].

Using the equations in Chapter two, paragraph 2.3.4, and then applying this
equation to the system identification problem, it can get the following equation:
d(i) = wyx(i) +i(i) 3.4
Figure 3.7 shows the problem (identification), and how to solve this problem

by using the RLS algorithm as well as how to represent it using MATLAB

program,
/,,—-—-7-«-\,‘
Sine Wave /|
U nknown Systeﬁ'l
- /".-.- 4\\\ errorsigm;}"'rf_sx“'\.‘
P T .\_\ £ A |: > i '\,I Square Error RL
/ / Y T S
DSP| Y, / »> / \
|I IJ_LI I o Input . ot fit Iﬂ'\
| | ] \ er output’,
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\ai . rd T biea Y
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|. l0_90= : P Lambde \ /
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Figure 3.7 Solution using the RLS algorithm
Where

1- Is the input signal (sine wave) the amplitude of this signal =1 and the
frequency =100 HZ.
2- Lambda value A = 0,9.

3- Any system.
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7-

The adaptive filter (RLS algorithm) block, the value of the filter length
(q) =32.

Squared error, when comparing between the desired signal and the
output signal of the adaptive filter produces an error signal.

Is a DSP tool called signal to work space block used for finding the
Mean-squared error.

Time scope, used to display the result.

The results that got after running the Simulink MATLAB program shown

in Figure 3.8

I
|

AN
AR

Figure 3.8 Pertinent signals when using the RLS algorithm to solve the

System Identification problem.

Figure 3.9presents the zooming in the Figure 3.8, here can see the signal

output between 0 to the second 0.03.
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/ _

Figure 3.9 Image for figure 3.8 Scaled by 20.

Where as Figure 3.8 shows all of the input signal x(i) and the desired
signal d(i), which represents the system output signal, as well as squared error
e*(f) in addition to the output signal of the filter v (i), respectively, during the

time of the implementation of 0.3 seconds. While taking into consideration the
value of the length of the filter (the number of iterations) which is equal to 5
the initialized value of the @;1(0) = &1. The best value of the &I when the

constant equal is 0.3. The forgetting factor A equals 0.9.

In the Figure 3.8 the squared error is starting close to zero and then increasing
to large amplitude in the second 0.0015 where the value of wave amplitude
equals 0,1.Then begins the decrease to become zero when the time equal
0.0028.
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Figure 3.10 MSE of the RLS algorithm

In Figure 3.10 as noted that the value of the MSE is 0.16, this value is smaller
as compared to the LMS algorithm and NLMS algorithm. The convergence

rate too is very small, and has value is 2 samples during implementation time.

3.1.5 Comparison of Results

Reading all the details and then analyzing them are the most important
requirements of real-time applications which is done by selecting the
appropriate algorithm.The choice of non-correct algorithm in real-time
applications leads to the high cost of implementation or poor implementation,
where the poor implementation will lead to instability then leads to difficult
repair of these mistakes or adoption of these results.The term to get the best
results and choose the best algorithm in adaptive filters should adopt the

following factors to solve the system identification problem.
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Convergence rate:The number of iterations is the most
important requirements that must be taken into consideration,
and the number of these iterations utilized to reach the nearest
required value,“if the algorithm has a fast rate of convergence, it
means that the algorithm adapts rapidly to a stationary unknown
environment”[15].

Cost is one of the most important thing that should be noted
during the algorithm selection of appropriate adaptive filter. The
costs include both the execution time as well as the equipment
which is used in the process of filtration. In addition to using
computers specifications must also take into account the
mathematical operations used and the size of the memory
suitable for these mathematical operations[15].

Trace: the ability of the algorithm to track statistical differences

in the unknown environment [15].
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Figure 3.11 Comparison between error signal in the three algorithms

30



In Figure 3.11 a comparison is shown between the three algorithms (LMS,
NLMS, RLS) through the error signal e(i), which can be understood by this

figure that the value has less error when using the algorithm (RLS) as the
highest value of the error signal is equal to -0.4 this value is very small as
compared with an LMS algorithm and NLMS algorithm, which becomes the
error value zero after two training cycles. The error in the LMS algorithm is
very big and spends a lot of time.

The dependence on the value of the error signal is not the only way to choose
the best algorithm in adaptive filters, and the dependence on the value of MSE
Is the best way to choose the best algorithm. Figure 3.12 represents MSE for

the three algorithms and the comparison between these algorithms.
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Figure 3.12 Comparison between MSE in the three algorithms

As seen in the Figure 3.12, that the lower value in MSE in the RLS algorithm,
and the highest value in the LMS algorithm with regards to the convergence
rate, the RLS algorithm has the fastest convergence rate and the LMS

algorithm have the slowest algorithm.
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From these results, as can be said, that the best algorithm is used in the
application system identification is RLS algorithm.

3.2 Prediction

The purpose of using this application is to predict the value of the any signal
(unknown characteristics, as well as an unknown environment). This
application can be used to find the error of the measurement in the path of
objects in the image also, video and all applications in this field [2]. In this part
of the research have given a solution to the problem of prediction through the
use of the three algorithms (LMS, NLMS and RLS).

3.2.1 The application

/’ L |ad

u(i) Adaptive | y(i) ) (i) _ System
Filter NG Output

/

Figure 3.13 liner Prediction

Random ¢ D)
Signal Delay

Figure 3.13 illustrates the predictproblem.The purpose of this application is
filtering a random signal and extract noise from this signal, from the Figure
shown above, as noted that there is only one input signal. The input signal to the

adaptive filter u(i) is a signal output version delayed of the original signal
(random signal) x(i),the desired signal d(i) is the same random signal x=(i),

error signal produced when comparing the output signal of the adaptive filter

with the desired signal.

3.2.2 Solution Using the LMS Algorithm

In paragraph 2.3.2 of Chapter two, as discussed the details of this algorithm
(LMS), and now in this part the research discussing how to apply this
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algorithm to the problem of prediction, and the response of this algorithm to

solve this problem. By notice the Figure 3.13 it can be observed that the input

signal adaptive filter is (i), and the desired signal d(i) is the same random

signal x(i}, and thus get the following equations:

(i) = d(i)
y(i) = wh(i)u(i)
e(i) = x(i) — »(i)
wii + 1) = w(i) + 2pe(uli)

3.6

3.7

3.8
3.9

Here Figure 3.14 shows problem (prediction), and how to solve this problem

by using LMS algorithm and how to represent it using MATLAB program.
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Figure 3.14 Solution using the LMS algorithm

1- Is the input signal (sine wave) the amplitude of this signal =1 and the

frequency =100 HZ.

2- Delay system and delay time = 0.005 second.

3- Manual switch to select the value of the step size () in this case the

value of i =0. 003.

4- The adaptive filter (LMS,NLMS algorithm) blocks and the value of the

filter length (q) =5.

5- Squared error, when comparing between the desired signal and the

output signal of the adaptive filter produces an error signal.
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6- Is a DSP tool called signal to work space block used for finding the
Mean-squared error.
7- Time scope, used to display the result.

The results that got after running the Simulink MATLAB program shown in

INAANARAAAA

[ —=mm
-_—

Figure 3.15 Pertinent signals when using the LMS algorithm to solve the
Prediction problem.

Figure 3.15 shows the input signal x(i) which represents the desired signal
d (1), and the output of the system delay which delays to 0.005 second, as well
as squared error signal e*(%) in addition to the output signal of the filter (i),

respectively, which is during the time of the implementation of 0.3 seconds.
This is while taking into consideration the value of the length of the filter (the
number of iterations) which is equal to 5.
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In the figure 3.15 the square error, where the value of wave amplitude equal 1
at the time 0.002, then begins decreasing to become zero when the time equal
0.65.
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Figure 3.16 MSE of the LMS algorithm
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Figure 3.17 MSE of the LMS algorithm when implementation time is 0.8

second.
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The Figure 3.17 represents the value of the MSE when implementation time is
0.8 second.

In Figure 3.16, were noticed that the value of the MSE starts at0.35 ,it is the
highest value at the second 1. Notably, the value of the MSE is large as well as
the convergence rate is very slow and this algorithm needs about 120 samples
during execution time, bearing in mind that the execution time is 0.8 seconds,

and this is one of the problems in this algorithm.

3.2.3 Solution Using the NLMS Algorithm

It is explained in Chapter two, paragraph 2.6.2, how the NLMS algorithm
works and what teams between the LMS algorithm and the NLMS algorithm,
when applying the NLMS algorithm to the problem of predict, must take into
account some of the changes that have taken place in the equations calculating
of the parameters. After conducting these updates on the equations in order to

adapt to address the problem of prediction, getting to these equations:

x(i) = d(i) 3.10

y(i) = wh(Duli) 311

e(i) = x(i) — y(i) 3.12
_ I

R ST oLk 3.13
[ =wli eliuli)=wli —II eliuli )

w(i+ 1) = w(i) + 2ue(i)u(i) (j+2:ﬁ'+llx(i]||2 (i)uli) 3.14

Figure 3.14 shows how to represent the LMS algorithm in the Simulink
MATLAB program, the difference in the representation of NLMS algorithm is
the step size (zt), where the size of the step in the NLMS algorithm is equal to

0.03, and value of the constant is & =1.0.

After running the Simulink MATLAB program, could see the results that
obtained represented in Figure 3.19
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Figure 3.18 Pertinent signals when using the NLMS algorithm to solve the
Prediction problem

This Figure 3.18 shows the input signal x(i)which represents the desired
signal d(1), and the output of the system delay which delays to 0.005 second,
as well as squared error signal e () in addition to the output signal of the filter
v(i), respectively, particularly during the time of the implementation of 0.3

seconds. This is while taking into consideration the value of the length of the
filter (the number of iterations) which is equal to 5.

In the Figure 3.18 the square error, where the value of wave amplitude equals
almost 1 at the time of 0.002 second, then begins to decrease to become zero

when the time equals to 0.15.
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Figure 3.19 MSE of the NLMS algorithm

In Figure 3.19 as noted that the value of MSE is 0.35, here the purpose of
finding a cost function, the mean-squared error is to see how the algorithm
responses to reach the optimum limit. When analyzing Figure 3.19, could
easily discover that the convergence rate is of the average speed and this
algorithm needs about 25 samples during execution time, knowing that the

execution time is 0.3 seconds.
3.2.4 Solution Using the RLS Algorithm

In this paragraph, the RLS algorithm has been applied to solve the problem of
Predict, after it has applied algorithms (LMS, NLMS), and that is done for the
application of this algorithm and to extract the results correctly. Actually, it
must adapt equations until get the correct results [15], and the equations for
these are

x(i) = d(i) 3.15
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At (i — Duli)

i)= 3.16
9(0) 14+ At (e — Duli)
v(i) = wh{iul(i) 3.17
e(i) = x(i) — v(i) 3.18
wi(i+ 1) =w(i) + g(i)e*(i) 3.19
&) =AM (i—1) — A g (Dt (e (i — 1) 3.20
Where described all variables in paragraph 2.3.4 of Chapter two
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Figure 3.20 Solution using the RLS algorithm
Where
1

Is the input signal (sine wave) the amplitude of this signal
frequency =100 HZ.

2- Lambda value A = 0.9.

3

Delay system and delay time is =0. 005 second.

=1 and the

4- The adaptive filter (RLS algorithm) blocks and the value of the filter

length is (q) =5.

5- Squared error, when comparing between the desired signal and the

output signal of the adaptive filter produces an error signal.

6- Is a DSP tool called signal to work space block used for finding the

Mean-squared error.

7- Time scope, used to display the result.
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The results that got after running the Simulink MATLAB program shown in
Figure 3.21 given below.
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Figure 3.21 Pertinent signals when using the RLS algorithm to solve the
Prediction problem

Figure 3.21 shows the input signal x(i) which represents the desired signal
d(f), and the output of the system which is delayed and the delay value is
0.005 second, as well as the squared error signal e (i) in addition to the output
signal of the filter v(i), respectively, particularly during the time of the
implementation of 0.3 seconds. While taking into consideration the value of the
length of the filter (the number of iterations) which is equal to 5. In the Figure
3.21 the squared error, is starting from zero and increasing to larger amplitude
in the 0.002second where the value of wave amplitude is closer to 1, then it
begins decreasing to zero when the time equals 0.038, after that, increasing
amplitude until it becomes 0.4 at the 0.006 second and then begins to decline

until reaching zero in the 0.007 second.
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Figure 3.22 MSE of the RLS algorithm.

In the Figure 3.22, in this algorithm, as noted, that the rate of convergence is
very fast, where the value of the rate of convergence is at this almost 2.5
algorithm, meaning that it needs 2.5 samples during execution time, knowing

that the execution time is 0.3 seconds.
3.2.5 Comparison of Results

The analysis of the results and choice ofthe best algorithm to solve the problem
of predict requires taking into account the factors mentioned in paragraph
3.1.5, one of these factors is the rate of convergence, cost and tracking.Figure
3.23 shows the comparison between MSE andthe three algorithms (LMS,
NLMS, RLS).as noted that it is very easy to find any of these algorithms
having a faster convergence rate and the algorithms having the slow
convergence rate.as noted that the rate of convergence of LMS algorithm is
very slowas compared toother algorithms.At the same execution time, the rate
of congruence in the LMS algorithm takes four times more than it in the NLMS
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algorithm, and takes 100 times in the RLS algorithm. The second factor is the
cost, the RLS algorithm is more expensive because it has many mathematical
operations and this is one of the most important disadvantages of algorithm

RLS.

0.3 ; ; ; ! ! !

: : : ———MSE NLMS
0.25 't“‘ ........ ........... . ............ ............ _MSELMS ......... .

El.2—-l ......... ............ ............ B s R S o
w : : ; : : :
=
1] e e R e oy
1 T .. T -
DL O5: R R S e e e e R R s 4
0 M | . . i 4 i
0 10 20 30 40 50 60 70

Time index, k

Figure 3.23 Comparison between MSE and algorithms LMS, NLMS and RLS

Figure 3.24 shows the comparison between the error of the (LMS, NLMS and
RLS)algorithms, and this is the third factor which is tracked when it noted that
there is less error in the RLS algorithm, which maintains on the properties of

the signal.
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Figure 3.24 Comparison between the error signal in the three algorithms

3.3 Inverse Modelling

In Chapter two, applications of adaptive filters are discussed and described.
Along with the uses of this application discussed. The purpose of using this
application is tracking and discovering the feedback transfer task of the system
and cancelling out noise from the signals to improve Signal to Noise Ratio
(SNR) [16].
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3.3.1 The Application

System x(j) u(j) Adaptive System
Input System Filter J)' M ~ Output

Delay

Figure 3.25 Inverse Modeling

In this case the input of adaptive filter u(i) is the output of the unknown
system, the desired signal (i) is the same of the original signal and the input of
the unknown system x(i},(but that consists of delayed version). When
comparing between the d(i) and the output of the adaptive filter, then
generation is e(i}). Three algorithms (LMS, NLMS and RLS) are used in this

application.

3.3.2 Solution Using the LMS Algorithm

In paragraph 2.6.1 of the chapter two, has been discussing the details of this
algorithm (LMS), and this part will discuss how to apply this algorithm to the
problem of prediction, and the response of this algorithm to solve this same
problem.

In this case the equations which are used to calculate the parameter of adaptive
filter rely on the type of unkown system and the value of delay systems. In this
case the value of the delay system is 0.005sec, that means the value of the
delay time is 0.005sec.

Figure 3.26 shows the problem (Inverse Modeling), and how to solve this
problem by using LMS algorithm and how to represent it by using MATLAB

program.
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The results that got after running the Simulink MATLAB program shown in
Figure 3.27.
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Figure 3.26 Solution using the LMS algorithm

Is the input signal (sine wave) the amplitude of this signal =1 and the
frequency =100 HZ.

Unknown system

Delay system and delay time = 0.005 second.

Manual switch to select the value of the step size (u) in this case the
value of x =0. 003.

The adaptive filter (LMS, NLMS algorithm) blocks and the value of
the filter length is (q) =5.

Squared error, when comparing between the desired signal and the
output signal of the adaptive filter that produces an error signal.

Is a DSP tool called signal to work space block used for finding the
Mean-squared error.

Time scope, used to display the result.
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Figure 3.27 Pertinent signals when using the LMS algorithm to solve the
Inverse Modeling problem

Figure 3.27 shows all of the input signal x(i) and the input of the adaptive
filter which represents the system output signal, as well as squared error signal
e*() in addition to the desired signal d() which represents the delay output
signal. Finally the output signal of the filter is y(i), during the time of the
implementation of 0.3 seconds respectively,. While taking into consideration
the value of the length of the filter (the number of iterations) which is equal to
5. In the Figure 3.27, in the start of the error squared signal as noted the
presence of 0.005 second delay, after that the value of wave amplitude equals

1. Then starts decreasing until it becomes zero when the time equals 0.7.
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Figure 3.28 MSE of the LMS algorithm

In Figure 3.28, as noted the value of MSE started at 0.005 second because of
the delay of the desired signal. The highest value of MSE is 0.34, which as
noted in this figure where the convergence rate is very slow and gets
congruence between the parameters after almost 120 model during execution

time.
3.3.3 Solution Using the NLMS Algorithm

To solve the problem of the slowness of the convergence rate in the LMS
algorithm and developing the NLMS algorithm, the paragraph 2.6.2 discusses
how to avoid this problem. In the inverse modeling application, the parameters
in the adaptive filter depend on the value of the system and the value of system
delay.

Figure 3.26 shows how to represent the LMS algorithm in the Simulink
MATLAB program and the difference in the representation of NLMS
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algorithm is a step size (), where the size of the step in the NLMS algorithm is
equal to 0.03, and value of the constant & =1.0.

After running the Simulink MATLAB program, get the results as shown in
Figure 3.29 below.
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Figure 3.29 Pertinent signals when using the NLMS algorithm to solve the
Inverse Modelling problem.

Figure 3.29 shows the input signal x(i) and the input of the adaptive filter
which represents the system output signal, as well as squared error signal e ()
in addition to the desired signal d(i)which represents the delay output signal.
And finally, the output signal of the filter ¥(i), respectively, during the time of

the implementation of 0.3 seconds. While taking into consideration the value of
the length of the filter (the number of iterations) which is equal to 5 and

implementation time is 0.3Sec.
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In the figure 3.29, in the start of the error squared signal, as noted the presence
of 0.005 second delay, after that the value of wave amplitude equal 1. Then it

decreasing to become zero when the time equal 0.145.
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Figure 3.30 MSE of the NLMS algorithm

In Figure 3.30, as noted the value of the MSE started in the 0.005 second
because the delay of the desired signal, and the value of MSE is 0.32, that the
purpose of finding a cost function. The mean-squared error is to see how the
algorithm gives response to reach the optimum limit. When analyzing Figure
3.29, as found that the convergence rate is the average speed and this algorithm
needs about 30samples during execution time, knowing that the execution time

is 0.3 seconds.
3.3.4 Solution Using the RLS Algorithm

The RLS algorithm is a very important algorithm among the adaptive filter
algorithms. This algorithm is very complex, because it includes a lot of
equations, which is one of the disadvantages of the RLS algorithm, but the
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advantage of this algorithm is that it is very fast in the convergence rate. The
figure 3.31 shows how it can represent this algorithm in the Simulink
MATLAB program.
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Figure 3.31 Solution using the RLS algorithm

1- Is the input signal (sine wave).The amplitude of this signal is 1 and the
frequency is 100 HZ.

2- Unknown system

3- Delay system and delay time = 0.005 second.

4- Lambda value 4 = 0,9.

5- The adaptive filter (LMS, NLMS algorithm) blocks and the value of
the filter length (q) =5.
6- Squared error, when comparing between the desired signal and the
output signal of the adaptive filter produces an error signal.
7- Is a DSP tool called signal to work space block used for finding the
Mean-squared error.
8- Time scope, used to display the result.
The results that got after running the Simulink MATLAB program shown in
Figure 3.32.
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Figure 3.32 Pertinent signals when using the RLS algorithm to solve the

Inverse Modelling problem.

In the Figure 3.32, the first signal is the original signal (sine wave), it

represents the input signal; x(i).The second signal is the unknown system’s
output; u(i}, which representsthe input of adaptive filters, and the third signal is
the squared error, e*(). Finally,the two signals- the yellow signal is the output
of the adaptive filter; (i), and the red signal is the output of the system delay
that is delayed by 5Smsecand represents the desired signal; «(f). It must take in

consideration the value of the filter’s length (the number of iterations) which is
here equal to 5.

The squared error is delayed by 5 msec due to the affect of the delay system.
The squared error value and the time is very small, the amplitude of the
squared error is 0.45 and the time of the squared error is 0.04 Sec.
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Figure 3.33 MSE of the RLS algorithm

Figure 3.33 shows the MSE of the RLS algorithm. In this figure as noted the
value of MSE which started at time 0.005 Sec because of the delay system, and
that the value of the MSE is very small, 0.03. Besides the value of convergence

rate is 6 samples in the implementation time.

3.3.5 Comparison of Results

So far, it has been discussed in the paragraph 3.1.5 and 3.2.5 the factors which
can be analyzed in order to know which algorithm is the best among the three

algorithms. The factors are the convergence of rate, the cost, and the error in

these algorithms.
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Figure 3.34 Comparison between MSE for the algorithms LMS, NLMS and
RLS.

In Figure 3.34, as noted the value of MSE, the smallest value of the MSE in
RLS algorithm is 0.03,and it is notable that the rate of convergence of LMS
algorithm is very slow compared with other algorithms. At the same execution
time, the rate of congruence in the LMS algorithm takes twice the time of the
NLMS algorithm, andtakes200 times the in the RLS algorithm’s time.

Additionally, the Figure 3.35 shows the comparison of the error value in the

three algorithms, the lowest error value in the RLSis 0.6, at time=0.05 Sec.
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Figure 3.35 Comparison between the error signal in the three algorithms
3.4 Jammer Suppress

In this section, the research discusses the most important application in the
adaptive filter, which is the Interference cancelling. This application is used in
noise cancelling. In fact, the noise cancelling becomes very important at this
time because of the evolution of communication devices. Figure 3.36 shows

the interference cancelling.

Desired Primary

Signal ——~ Signal (i)

e
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L

Filter
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Figure 3.36 Jammer suppress
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This figure shows the Interference Cancelling. The primary signal contains the

source signal x(i), which represents the desired signal d(i). The reference
signal contains the source signal x(i), and the noise signal n(i) is added. The
¥(i) represents the output of the adaptive filter, after comparing the output of

adaptive filter ¥(i) and the desired signal € (1), which produces the error e(i).

3.4.1 Solution Using the LMS Algorithm

In this case the research uses the LMS algorithm to solve the noise cancelling
problem. It is easy to calculate the LMS algorithm's parameters. This equation

is to calculate the parameters [7] [20]:

x(i) = d(i) 3.21
y(n) = wh(i)x(i) 3.22
(i) = y(i) — (1) 3.23
w(n+ 1) = w(n) + 2ue(i)x(i) 3.24

Figure 3.37 shows problem (Interference Cancelling), how to solve this

problem by using LMS algorithm, and how to represent it using MATLAB

program.
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Figure 3.37 Solution using the LMS algorithm

Where:

1- Is the noise source, which is here Gaussian noise (white noise).
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2- The Gain is used to normalize the noise in this Simulink by multiplying
the Gaussian noise by the factor of 0.03.

3- Sum, is used to sum up two signals or more, in this case it is used to
add the noise signal to the sine wave.

4- The input signal (sine wave) the amplitude of this signal is 1 and the
frequency is 100 HZ.

5- Manual switch to select the value of the step size (u) in this case the
value of w is 0. 003.

6- The adaptive filter (LMS,NLMS algorithm) blocks and the value of the
filter length (q) =5.
7- Squared error, when comparing between the desired signal and the
output signal of the adaptive filter produces an error signal.
8- Is a DSP tool called signal to work space block used for finding the
Mean-squared error.
9- Time scope- used to display the result.
The results that got after running the Simulink MATLAB program shown in
Figure 3.38.
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Figure 3.38 Pertinent signals when using the LMS algorithm to solve the

Gamer suppresses problem.
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In figure 3.38, as noted the input signal =(f) (sine wave ) which represents the
original signal and also represents the desired signal d(i). Additionally, the
sine wave had been added to the Gaussian noise, then introduced to the Gain
component. Then, as noted the squared error’s e*(i), value is very big in the
beginning because of the slow convergence of the LMS algorithm, and the
value of iteration (length of the filter), which’s purpose is training the adaptive
filter. Lastly, let's take a look at the output of the LMS filter v(i}. Where, the
value of iteration (length of the filter) is 5 and the implementation time is 0.5
Sec. In the part squared error, it is notable that the value of squared
errors e*(i) is very large. The amplitude of the squared error in the beginning

is 1 after which it decreases till it becomes zero. As noted the LMS filter as not

effective as it spends relatively more time to filter noise.
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Figure 3.39 MSE of the LMS algorithm

In the figure 3.39, as seen the value of the MSE is initially 0.34, the
convergence rate is for almost 100 samples during the implementation time.
Note that the value of iteration is very small, and at least 10 iterations in the

same implementation time (0.5 Sec) must use.
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3.4.2 Solution Using the NLMS Algorithm

As it has been discussed in paragraph 3.4.1, the LMS algorithm is not
suitable for noise cancelling. Therefore, it is better to test the NLMS
algorithm in order to obtain a value for the fastest convergence rate. In
chapter two, the NLMS algorithm is discussed as well as the equations
which is used to filter the noise in this algorithm. If those equations are

used, then they must be changed to be eligible so as to solve the

problem.

d(i) = x(i) 3.25
y(£) = wh()x(5) 3.26
e(f) = x(f) — »(1) 3.27
w(i+ 1) =wl(i) + 2ue(i)x(i) 3.28
= m 3.29

Figure 3.37 shows how to represent the LMS algorithm in the Simulink
MATLAB program. The difference in the representation of NLMS algorithm is
a step size (u), where the size of the step in the NLMS algorithm is equal to

0.03 (fast convergence), and the value of the constant & =1.0.

The results obtained after running the Simulink MATLAB program are as

shown in figure 3.40
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The figure 3.41 represents the MSE of the NLMS algorithm.
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Figure 3.41 MSE of the NLMS algorithm

In figure 3.41, the value of MSE is 0.28, and the value of convergence rate is
37 samples at implementation time (0.5 Sec). This is relatively good score and

the rate of convergence is fairly YlI.

3.4.3 Solution Using the RLS Algorithm

Active noise cancelling (ANC) uses many technologies to cancelling the noise.
One of these techniques is the RLS algorithm, this algorithm is the most
important algorithm in the adaptive filter. The research discusses in chapter
two the RLS algorithm in addition to the advantage and disadvantage as well as
the equations used to filter the noise in this algorithm, now, to solve the
problem git need to update these equations to solve this problem.

d(i) = x(i) 3.30
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v(i) = wh(@) x(i) 3.32
ATt (i — 1)x(D)

KO = I et - e 331
e(i) = x(i) — y(1) 3.33
w(i+ 1) =w(i) + k(i)e*(i) 3.34
i) =A"re (i — AT R(D (D — 1) 3.35

The figure 3.42 shows how an algorithm can be represented in the Simulink

MATLAB program.
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Figure 3.42 Solution using the RLS algorithm
Where

1- Itis the noise source, it is the Gaussian noise (white noise).

2- The Gain, uses to normalize the noise in this Simulink by multiplying
the Gaussian noise by 0.03.

3- Sum, uses to summation two signals or more, in this case it is used to
add the noise signal with the sine wave.

4- |s the input signal (sine wave) the amplitude of this signal =1 and the
frequency =100 HZ.

5- Lambda value 4 = 0,9.

6- The adaptive filter (RLS algorithm) blocks and the value of the filter
length is(q) =5.
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7- Squared error, when compared between the desired signal and the
output signal of the adaptive filter produces an error signal.

8- Is a DSP tool called signal to work space block used for finding the
Mean-squared error.

9- Time scope, used to display the result.

The results that got after running the Simulink MATLAB program shown

in Figure 3.43.

‘ S Wave

1 = Square Error RLS
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|
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Figure 3.43 Pertinent signals when using the RLS algorithm to solve the

Gamer suppresses problem.

In the Figure 3.43 the MATLAB result of the RLS algorithm, which shows in

the first part can be seen the desired signal d (i) or the original signal (i) it
is of the same value, in the second part can see the noise signal (i) 4+ x (i},

when adding the original signal to the white noise (Gaussian noise) after
multiplying by the factor 0.003 to normalize noise, the signal result is the input

of the RLS filter.The third part is the squared error, the error is produced by
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comparison between the desired signal d(i) and the output signal of the
adaptive filter x (). Finally the output of RLS filter (). The implementation
time is 0.5 Sec, the value of iteration (length of the filter) is 5.

The value of the squared error is very small infact equal to 0.40 at a time of
0.008 Sec. That means the result of the RLS algorithm is good and effective for

noise cancelling.
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Figure 3.44 MSE of the RLS algorithm

The Figure 3.44 shows the MSE of the RLS filter.In this figure the value of
MSE is 0.23, and the value convergence is 2.5 samples in the implementation
time (0.5 Sec), this result is considered ideal because of less implementation

time, and the number of iterations few as well.
3.4.4 Comparison of Results

As discussed in section 3.1.5 the factors which can depend on selecting the best
algorithm in order to solve any problem when using the adaptive filter or using

ANC. The first factor is the cost, because of the complex equations in the RLS
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filter, so needing a hardware with special specifications, thus, RLS algorithm

has the highest cost. The second factor is the MSE, the Figure 3.45 shows the

compariso
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n among the three algorithms.
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Figure 3.45 Comparison between MSE for the algorithms LMS, NLMS and

RLS

In Figure 3.45,the least value in the RLS algorithm is 0.23 and in the NLMS
algorithm is 0.28, finally in the LMS algorithm is 0.34 that is the highest
among the three algorithms. The convergence rate, in LMS algorithm is 100

samples, in the NLMS algorithm is 37 samples, and in the RLS algorithm is 2.5

samples. That means the RLS algorithm has faster convergence rate. The last

factor is Tracing, the Figure 3.47 shows the comparison among errors in the

three algo

rithms.
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Figure 3.46 Comparison between the error signal in the three algorithms

Figure 3.46 shows, the comparison among the error signals, the error signal in
the LMS algorithm is represented by the blue signal, the error signal in the
NLMS algorithm is represented by the red signal, and the error signal in the
RLS algorithm represented by the green signal. As seen in Figure 3.46 shows
the error in the LMS algorithm which is very big and spends a lot of time to
cancel the noise. On the other hand, the RLS algorithm has less error and

spends a short time to cancel the noise.
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CHAPTER 4

PRACTICAL APPLICATION

4.1 Introduction

In this chapter, firstly the research discusses Active Noise Cancelling, where
the research presents the examples of the ANC, and uses of the three
algorithms (LMS, NLMS and LMS) of analyzing these examples and
comparing the results. The research uses two types of noise, the Gaussian noise
(white noise) and the color noise to test these algorithms.Secondly the
researcher discusses the Channel Equalization, and uses the three algorithms
(LMS, NLMS and LMS) to analyze these examples and compare the results.

4.2 Active Noise Cancelling

In this part the research represents this case ‘Active Noise Cancelling’ in the
proposed example, that shown in the figure 4.1, and compare the results of the

three algorithms.

4.2.1 Using Gaussian Noise

In this section of the thesis, the research presents an example of the adaptive
filter and the practical environment for this filter, where the Gaussian noise
(white noise) is used to test the three algorithms.The Figure 4.1 shows an
example of the adaptive filter, which can test the algorithms on this filter,
where all the algorithms (LMS, NLMS, RLS) has been applied and discuss

the results.
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Figure 4.1 Proposed example for the ANC using Gaussian noise

Where:

1. The source signal x(i) which is represented by the song.wav. The

sampling frequency8000 HZ.

2. Sum, used for the summation of two signals or more, in this case it is
used for adding the noise signal to the source signal.

3. Lowpass filter, in this example is used to change the properties of the
noise signal, thus the noise signal becomes different from the noise
source.

4. It isthe noise source, it is the Gaussian noise (white noise).

5. The step size, which is in the algorithms (LMS and NLMS) is p, and
in the RLS algorithm is A.

6. Squared error, when comparing the desired signal and the output signal
of the adaptive filter produces an error signal.

7. The adaptive filter block

8. Terminator.

9. Speaker to listen to the output sound.

10. Time scope, used to display the result.
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4.2.1.1 Solution Using the LMS Algorithm

This paragraph describes the simulation and the actual results of LMS
algorithm when applying Gaussian noise corruption input signal.

The ANC program, using the LMS algorithm to solve the problem the signal
corrupted by a Gaussian noise, shown in Figure 4.1, and how can it be solved
by using a simulation MATLAB program.

In this example the value of step size u is 0.0003 (slow convergence), and the
value of the filter length (q) is 32, the initial value of filter weights is 0.1, and
the implementation time is 6 Sec. The Figure 4.2 represents the LMS filter

output.
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Figure 4.2 Output of the LMS algorithm when using Gaussian noise.
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In the Figure 4.2, as seen the source wave x(i) in the first part. Whereas in the
second part as seen the noise signal »(i) which represents the desired signal
d (i), the third part is the squared error e*(i), is the result of comparing the
source signal x=() to the error signale(i).Eventually, gives the output signal.

In this algorithm, at the beginning of implementation, the value of squared

error e2(i) is very big, the error takes 10.25 Sec to cancel the noise, until the

value of the squared error becomes equal to zero.

4.2.1.2 Solution Using the NLMS Algorithm

In this section the fast convergence rate has been applied after that the slow
convergence rate has been used, and also the Gaussian noise has used on the

original signal x(1). Figure 4.1 shows the proposed example, and how it can be
applied to the NLMS algorithm, in this case the step size () is a 0.03 (fast

convergence), and the initial value of filter weights is 0.1, and the value of the
filter length (q) is 32, where the implementation time is 6 Sec. The Figure 4.3
represents the NLMS filter output.
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Figure 4.3 Output of the NLMS algorithm when using Gaussian noise.
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The Figure 4.3 shows, the input signal x (1), this signal is the sound wave and

extension (.wav). The Gaussian noise produces a random signal with
uniformity or Gaussian (normal) distribution. Consequently, the squared error
is used to measure the ratio of the error. Finally the output signal of the NLMS
filter, and that is supposed to be an equal input signal.

In the Figure 4.3, the value of squared errors, as noted, the algorithm spends
almost 0.449 seconds to become an acceptable conversion property, to become
the squared error closer to zero. From the result in Figure 4.3, can notice that
the NLMS algorithm is good for canceling the noise because they spent a
little time to do it. But as seen in the Figure 4.3 in the squared error and
specifically between the 1.568 Sec and the 1.849 Sec, presents some of the

noise, which means that the NLMS algorithm is not the most stable.

4.2.1.3 Solution Using the RLS Algorithm

Figure 4.1 contains the active noise cancellation software built to work with the
wave being corrupted by Gaussian noise. This filter has a length of 32, and
initial value of filter weights was 0.1. The lambda A was is chosen to be equal
to 1, after the implementation of the test results which are as in the following

form.
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Figure 4.4 Output of the RLS algorithm when using Gaussian noise

The Figure 4.4 represents the four signal results, these signals are, the input
signal x(i),The noise signal (i) which represents the desired signal d (i), the
noise signal is the Gaussian noise (white noise) processed by low pass filter so
as to change the characteristics of the noise signal and producean other noise
signal.The squared error, when comparing between the error signal e(i)of the
ANC and the input signal x(i) will produce the squared error. Finally the
output of the RLS algorithm.

Figure 4.5 represents the zooming in the Figure 4.4, as seen the signal output
between 0 to the second 0.025.
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Figure 4.5 The output of RLS algorithm

Figure 4.5 represents the zooming of figure 4.4, where signal output can seen
between 0 and 0.025 second.

The Figure 4.5 shows the squared error as very little, and the convergence rate,
spends very short time, less than 0.002 Sec, that means the convergence rate is

very fast.

4.2.2 Using Color Noise

In this section the three algorithms have tested on the proposed example,
applying the color noise and comparing the results. Figure 4.6 shows the design

of the active noise cancel, and the difference between the results when a

Gaussian noise is used along with a color noise.
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Figure 4.6 Proposed example for the ANC using color noise

The difference between the example that uses the Gaussian noise and the
example that uses the color noise is: in the color noise the microphone has used
as a source of the noise, that means a noise source is random, but in the

Gaussian noise a steady source is used

4.2.2.1 Solution Using the LMS Algorithm

The length of the filter has been chosen to be 32, and the step size u is 0.0003.

The input signal now malformed with colored noise. The noise source is a
random signal, the microphone is used to detect to this noise. In this section the
LMS algorithm used to test the proposed example. Figure 4.7 shows the results

of this algorithm.
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Figure 4.7 The Simulink output when applying the LMS algorithm and using

color noise

In the Figure 4.7, the first signal is the input signal x(i) which is an audio

wave. The frequency of this wave is 8000 HZ. The second signal is noise

signal n( ) this noise is called the color noise, the difference between the white

noise (Gaussian noise) and the color noise is that the color noise is random.
The third signal is the squared error. Finally, the output of the LMS filter.

In Figure 4.7 as noted that the effect of the color noise on the original signal is
very small, the squared error is small, depends upon the value of the
convergence rate in the color noise on the power of the noise, namely, the
convergence rate in a color noise is not fixed. The result in an LMS algorithm
is good in this case that the noise power is little. While taking into

consideration the value of the step size (x) which is equal to 0.0003.
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4.2.2.2 Solution Using the NLMS Algorithm

As discussed earlier that the NLMS algorithm is an update of the LMS
algorithm, where an NLMS algorithm is to address some of the mistakes in the
LMS algorithm. Figure 4.6 shows the Simulink cancelling the color noise. The

length of the filter is 32, the step size u is 0.003 (fast convergence) and the &

constant is 1.0. The color noise is detected by the microphone. The Figure 4.8
shows the Simulink result.
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Figure 4.8 The Simulink output when applying the NLMS algorithm and

using color noise

Figure 4.8, has four sections, the first section represent's the original signal or

the input signal x () The frequency of the sound signal of the original signal is

8000 HZ. The second section is the noise signal =(i}, which contains the
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original signal added to the color noise. The third section represents the
squared error, and has a value close to zero. The final section is the filter's

output y (i), when comparing the original signal with the output signal the

results must be equal to or close to zero.
In the Figure 4.8, especially in the third section in the squared error, as noted,
that the value of the squared error is small, but spends a long time training the

adaptive filter and cancelling the noise.
4.2.2.3 Solution Using the RLS Algorithm

In this portion the RLS algorithm has been applied to the proposed example
and test this algorithm on the ANC to know the effect of this algorithm on the
ANC. The Figure 4.6 shows the Simulink cancelling the color noise. The

length filter is 32, the value of 1 is 1, the initial value for the other parameters

in the RLS filter is zero. The color noise was detected by the microphone. The

Figure 4.9 shows the Simulink result.
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Figure 4.10 Represents the zoom view from the figure 4.9

In the Figures 4.9 and 4.10, notably, the first signal is the input signal x(7).1t is

audio wave. The frequency of this wave is 8000 HZ. The second signal is noise
signal »( ) this noise is called the color noise, the difference between the white
noise (Gaussian noise) and the color noise is that the color noise is random.
The third signal is the squared error. Last but not the least, the output of the
RLS filter.

In the figure 4.10, the value of the convergence rate is a very fast in
comparison to the LMS algorithm and NLMS algorithm.

4.3 Channel Equalization

Telephone, wireless and optical channels, in other words telecommunications
channels, are vulnerable to Inter Symbol Interface (ISI). A frequency-selective

and/or dispersive communication link between sender and receiver causes
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detrimental effects. The simple method to downplay from this detrimental
effect is channel equalization. Thus higher rates of data are empowering. ISl
is introduced by an incorporated equalizer within the receiver and channel. The
ISI, in telecommunication, is a modality of signal distortion, in which one
interface with a subsequent symbol is defined as an Inter Symbol Interface
(ISI). This phenomenon is undesirable to have as it has the same effect as a
noise in the previous symbol. Consequently, the communication will be less
reliable. The multipath propagation, or inherent non-linear frequency response,
of a channel causes the successive symbols to "blur” together, and at worst, it
may cause the ISI [17] [18].

In this section as discussed the Channel Equalization problem, where all the
algorithms (LMS, NLMS, RLS) have been applied and analyze the results. The
Figure 4.11 shows how these can solve this problem.
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Figure 4.11 Channel Equalization

Where:

1. Random integer generation .

2.
3.
4.
S.
6.
7.
8.

To modulate the signal

Telephone channel.

Gaussian noise.

Adaptive filter.

Delay system and delay time = 0.010 second.

To extract the modulation.

To Separate the imaginary signal from the real signal, and cancel the
imaginary signal.
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9. The absolute value.

4.3.1 Solution Using the LMS Algorithm

This section shows the results of the application of the LMS algorithm to test
how effective it is of at solving the Channel Equalization problem. The figure
4.11shows how to represent this problem in the Simulink MATLAB. The
Figure 4.12 shows the result of the Simulink.

S(K) input signal

output fitterd :s:ig
: 5 |

Figure 4.12 Pertinent signals when using the LMS algorithm to solve the

Channel Equalization

In the Figure 4.12 as be seen three signals. The input signal is the random

signal s(k)the whose amplitude varies between 0 and 15.The output
signal y(k)has an amplitude that varies between (-10 to 10). Finally, the Error
signal e(k).This signal’s amplitude varies between (0 to 1). The Error signal is

quite noticeable because it takes a long period of time, moreover the value of
the Error in the 2nd second increases, after which the value of the Error signal

becomes close to zero. The convergence rate is very slow, i.e. takes 0.5 second.
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The implementation time is 3 Sec and the value of the filter’s length(the
number of iterations) is equal to 64.

4.3.2 Solution Using the NLMS Algorithm

After applying the LMS algorithm on the figure 4.11, now the NLMS

algorithm is applied to the same problem that was shown in figure 4.11. The

figure 4.13 shows us the result that is obtained from the NLMS algorithm

Figure 4.13 Pertinent signals when using the NLMS algorithm to solve the

Channel Equalization

In figure 4.13, the input signal s(k) is seen, the output signal yv(k), and the
Error signal e(k).The amplitude of the input signal varies between (0 to 15),
the amplitude of the output signal between (-10 to 10), the Error value is very
big and, hence, takes a very long time. Therefore, it can be said that the LMS
algorithm has failed to solve this problem (Channel Equalization). The
implementation time is 3 Sec and the value of the filter length (the number of

iterations) is equal to 64.
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4.3.3 Solution Using the RLS Algorithm

In the chapter 3 all the theories of the adaptive filter were applied and
discussed the modus operandi of these theories,then explained the
derivation of the  equations defining the theories. The figure 4.13
shows the result of the application of the RLS algorithm to figure
4.11

|| i 1 || |. | | | | il | I

Figure 4.14 Pertinent signals when using the RLS algorithm to solve the

Channel Equalization

The figure 4.14 shows three signals.The first signal is the input signal x(k),
the second signal is the output signal v(k), and the last signal is the Error
signal e(k). The amplitude of the input signal varies between (0 to 15), and the

amplitude of the output signal varies between (-10 to 10). The Error signal in
the RLS algorithm is spending the normal amount of time. The Convergence

rate is the fastest, and spends 0.19 seconds. Knowing that the implementation
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time is 3sec.Again, the value of the length of the filter (the number of
iterations) is equal to 64.
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CHAPTERS

CONCLUSIONS

5.1 Conclusions

This study discussed the adaptive filter algorithms (LMS, NLMS, RLYS)
and compared these three algorithms with one another. The results obtained
from applying the adaptive filter theories, were presented, and noise canceling
from the audio and sine wave, to determine the best algorithm. It observed that
the RLS algorithm gave the best, and the most stable results. This algorithm
required a comparatively smaller number of iterations to result with a
convergence rate that was very fast. Furthermore, despite the value of the MSE
and Error rate being small, the algorithm is very complex and is expensive.
From the results of the NLMS algorithm, can observe instability especially in
the Channel Equalization application, and that it had a greater iteration number
than the RLS algorithm. Moreover, although it is cheap, the value of MSE and
Error rate are large and the convergence rate is fast. The LMS algorithm is a
simple, non-complex algorithm, but needs a very large number of iterations,

and has a low convergence rate. Its MSE and Error rate is also very big.

Number
) . Convergence
Algorithm | Stability | Complex of MSE
) of Rate

Iterations

LMS Stabile | Simple | Very high Slow Very big
Non : . :
NLMS ) Simple High Fast Big
Stabile

RLS Stabile | Complex Low Very fast Small

Table 5.1 Comparison Between the Three Algorithms

From the table above, it can be seen that the RLS algorithm is better, more
robust and more stable than the MLNS algorithm and the LMS algorithm.
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Additionally, RLS algorithm has a very low error ratio compared with the
other algorithms.

The adaptive filters are more effective in the color noise than in the Gaussian
noise. Since the MSE is more stable, it spends comparatively little time to filter
the color noise. The NLMS algorithm failed in the Channel Equalization. The

RLS algorithm shows the best performance among the three algorithms.
5.2 Future Work
The future work in the field of the adaptive filter is to further develop the RLS

algorithm in order tominimiseit’sdisadvantages most importantly it’s complex

equations and high cost.
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