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ABSTRACT

MULTI - WORD EXPRESSION DETECTION FOR TURKISH

HURMEYDAN, Nazli
M.Sc., Department of Computer Engineering
Supervisor: Assist Prof. Géneng ERCAN

February 2016, 38 pages

In this thesis, I performed text analytics on Turkish academic articles about four
science subjects and detected collocations according to statistical measures and tried
to benchmark the results of each method in these subjects. The main purpose of my
thesis is to create a terminology dictionary using only example journal articles. In
accordance with this purpose, I applied some machine learning methods on Weka to

test if my scores and Weka results can get more reliable results.

Keywords: collocation detection, multiword expression extraction
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COK KELIMELI TURKCE DEYIiM BELIRLEME

HURMEYDAN, Nazli
Yiiksek Lisans, Bilgisayar Miihendisligi Anabilim Dali
Tez Yoneticisi: Yrd. Dog¢. Dr. Géneng ERCAN
Subat 2016, 38 sayfa

Bu tezde Tiirkge akademik makaleler tizerinden cesitli metodlarla hesaplama yaparak
deyim analizi yapmaya calisgtim. Dort farkli konu bashig: altindaki makalelere
uyguladifim metodlarin sonuglarini sunarak dogruluk karsilastirmas: yaptim.
Buradaki temel amacim bir dizi akademik makale verildiginde klasik istatistiksel
analiz yontemleri ile o aragtirma alam if;in bir terminoloji sozlligii ¢ikarmaktir. Bu
ama¢ dogrultusunda da esas uygulamamin yam sira Weka ile makine §grenmesi
yontemlerini kullandim. Bundaki amacim ise her iki uygulamanin kombinasyonu ile

daha iyi sonug elde edip etmedigimi test etmektir.

Anahtar Kelimeler: deyim belirleme, ¢ok kelimeli s6z ¢ikarma
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CHAPTER 1

INTRODUCTION

The importance and need to recognize terms and their relations became more
eminent as the current state-of-the-art in Web technologies, Ontology Learning,
Machine Translation and especially Artificial Intelligence systems advanced.
Progress in information technology requires having more reliable knowledge base
systems. Due to this requirement terminology extraction becomes considerably

substantial which finds terms salient for a given corpus.

Although this subject has importance in various applications of technological
systems, not a lot of works or systems exist in the literature targeting Turkish
language and Turkish documents. With this motivation the main purpose of my
thesis is create a terminology dictionary using some journal articles by applying

classical collocation analysis methods.

This thesis is organized in the following order. In Chapter 2, I will first present a
short survey of the literature. Then in Chapter 3, I will present methodologies I used
in my research. This problem for Turkish is a challenge as Turkish is an agglutinative
language having derivational word structure. Also most idioms cannot be translated
literally. In languages similar to Turkish, it is better to find solutions according to the
structure of the language but it isn’t easy at all. Accordingly, I applied some
statistical methods in my thesis like frequency, null hypothesis, t — test, chi — square,
likelihood and mutual information. In Chapter 4, results of our experiments in
terminology extraction for different research domains is presented. Finally in Chapter
5, I interpreted the results according to the recall and precision values and tried to

improve the result using machine learning algorithms.



CHAPTER 2

LITERATURE SURVEY

Natural Language Processing (NLP) is a branch of Artificial Intelligence which
emerges from the desire to develop technology for understanding and generating
natural language by computers. Since Anthropology science illustrate the relation
between developed human intelligence and language, studies about language
processing conducted over the Artificial Intelligence have gained importance again
thus studies on NLP are increased. Automated terminology extraction problem got its

share from this interest as well.

As known multi-word expressions compose an important part of languages, therefore
an important body of literature focusses on detecting and extracting expressions or
idioms [1][7]. The usage of notions like term, phrase, technical term facilitates the
understanding of the problem, but in the context of informational retrieval they are
not clear enough. Differences or similarities of these notions must be known as term
collapses the meaning of both word and phrases but regarding to pure linguistic view
using collocation is a proper choice. The definition of collocation is forming
meaningful phrases with more than one word that reflects the culture of the language
and is understood easily among everyone who knows the language. A more clear one
is “it is a co-occurrence which encompasses both the observable frequency
information and its interpretation as an indicator of statistical association.” [1]. To
internalize in the best way: “A collocation is a word combination whose semantic
and / or syntactic properties cannot be fully predicted from those of its components

and, which therefore has to be listed in a lexicon.”[1].

It can be classified in two basic ways like positional and relational co-occurrences.

Positional one represents the physical distance between words and relational one



refers linguistic or syntactic interpretations of words. It will be mentioned more

under the title of terminology extraction approaches.

2.1 Characteristics of Collocations

e Non-compositionality: If a phrase has a totally different meaning than the
interpretational sense of its lexical components. For instance, kick the bucket
(means to die) or white elephant phrases. The latter of them means
“unnecessary stuff ” that both white or elephant terms are not relevanf to the

meaning of the phrase.

e Non-substitutability: The components of collocations cannot be altered with

any other terms or substitutions even if the meaning of substituted word suits.
For example every minute counts can’t be replaced by hours or separate the

men from the boys is a stereotype expression it isn’t related with gender.

e Non-modifiability: Some expressions cannot be changed with ease if it is
seen there won’t be meaning distortions. For instance, small hours (means
after midnight) cannot be modified to liftle hours or nine days’ wonder

(easily forgotten) can’t be modified like fen days’ wonder.

The resulting of these features of collocations we realize that if word-by-word
translations aren’t probable, combination is certainly a collocation. In an example,
make a decision phrase’s exact translation in Turkish is karar vermek . karar refers
decision whereas vermek means give. Understanding the notion of collocation in
detail is the most significant part of my study because it forms the basis of my
thesis. Same with mine the goal of most researcher has been provide the set of

collocations from main corpus [1, 2, 3, 5, 6, 7, 8, 16].



2.2 Terminology Extraction Approaches

Basically there are two mainstream approaches identified in most papers [1, 2, 3, 4,

5, 6, 7, 16]. Linguistic approaches and statistical approaches are essential methods.

Also there are hybrid approaches which are formed by using both of them has been

tried to increase the efficiency each of it [1, 2, 3, 4, 5, 6, 7, 16].

Linguistic approaches: In this approach term recognition is relied on syntactic
properties of terms and linguistic analysis. In a simple way within a linguistic
approach main corpus can be parsed via syntactic patterns or linguistic filters,
basically pronouns verbs or any other stop words can be eliminated to expose
sufficient and useful candidates. Under this subject expressions’ variations

can be collected as a unique term if there exists synonyms [2, 3, 6, 16].

Statistical approaches: Statistical approaches try to extract most probable

collocations by evaluating ranks of each although statistical measures can
lead to a list of phrases that are not linguistically correct — filtered
expressions. In every method it is necessary to calculate frequency of each
single word and pairs because pair frequency is a member of association
measures and single words are certainly used in order to evaluate other
measures like Dice Factor, Mutual Information, T-Score, Log—Likelihood
Ratio, Chi—Square, Null-Hypothesis. In addition to them, Standard Deviation
calculation between pairs can indicate whether it is a collocation or not. [1, 2,

3,4,5,6,7,16].

Hybrid approaches: This type is combination or mixture of two basic methods

linguistic and statistical approaches. Indeed, application o linguistic method

before statistical approach makes the candidate list more reliable and it can be



more meaningful than implementation of solely statistical measures on main

primitive and non—eliminated sources [2, 3, 6, 16].

2.3 Collocation Descriptions According to Several Researchers

e Firth describes the collocation that it is a structure which a word forms with
other words and it must be addressed separately each meaning and usage of
pairs [9].

e Similar to Firth’s definition, Halliday qualifies the collocations as syntactic
units or groups that a word can establish in conjunction with other words. He
indicates the words that is chosen as examples in written and oral
expressions, exhibits a relation. For example if we deal with pairs like “tough
discussion”, “stiffness in the discussion™, “hardened discussion”, we see the
collocational properties in “discussion” and the other words associated with
tough or toughness [10].

e Nesselhauf defines the collocation as associations within a certain range of
words that provides a specific amount of usage and specifies them usually
having some formulaic structure. For him, because of this formulaic nature it
is led to difficulties in separating collocations from expressions or idioms
[12].

o According to Mitchell’s opinion, idioms differ from the other word
combinations both formulaic structures and features shown by the mean of
them. So Mitchell claims that collocations does not have much restrictions
and stereotyping that idioms have [15].

&

e Cruse describes expressions as “ combinations of words that has a single
semantic structure”, collocations as “constantly combined sequence of lexical

elements” and thinks in determining the meaning of a word, examples of this



word’s collocations is helpful. Thus Cruse has an opinion that expressions
and collocations are totally different from each other[13].

His work in which he analyzes English collocations, Kjellmer seen that he
has a wider approach to collocations. Kjellmer defines the collocations as a
number of frequently adjacent elements that are formed in a grammatical

rules who accepted expressions as a subgroup of collocations[14].

2.4 Some Past Related Works

In study [2], term recognition is made on a specific application domain by
specifically implemented terminology extraction architecture which consists
of many association measures in literature and a new linguistic approach
sufficient for subject or structure of this specific domain. The corpus is
provided by European Space Agency, relevant to the topic of institution and
has about 673000 words. Briefly it is firstly carried out by a modular
syntactic parser, eliminated adjective stop—words and then the remaining
terms are incurred on statistical step. In this way comparatively “best” list of
collocations are recognized.

The study of Dunning [4] particularly uses the likelihood method which can
reveal substantial conclusions even when text corpora is small. It is
mentioned and illustrated about comparisons between chi—square and
likelihood results intercalarily touching on problems caused by applying
normal distribution to find and analyze rare events.

With similar aim of detecting multiword expressions there is a reference
research in Arabic [6]. It proposes three complementary methods that relies
on cross lingual correspondence asymmetries, translational-based approach
and corpus—based approach. As a result of this study only few candidates are

found because of the rich and complex structure of the language.



A. Dinu, P. Dinu, 1. Sorodoc et al. shows that [5] for efficient collocation
detection a rank aggregation method is proposed. Application of the research
is done by first carrying out some association measures like dice method, z-
test, chi-square test, likelihood ratio. Then ranking distance (aggregation) is
applied to measure similarity between two lists [5]. With comparing all
methods it is recognized that aggregation method is better. After verifying
aggregation method’s efficiency it is used to calculate the language similarity
among English, Italian, French and Spanish.

The research [3] focused on hybrid method in order to find accurate
collocations from English, French, Spanish and Italian corpora with é two—
stage process. In first stage, candidates are selected from the base corpora
according to syntactic parses. Following this, terms are ranked by the log-
likelihood ratio test. It is shown that traditional window method isn’t as
useful as the hybrid method that consists of both statistical and syntactic
analysis of raw text corpora.

Although there are many studies in different languages like English, Spanish,
Chinese, French, Arabic, Russian and Portuguese there is only two
corresponding research in Turkish literature on this subject. In one of them,
the study includes statistical approaches on both stemmed and surface—
formed corpora and it is recognized that chi—square hypothesis test and
mutual information method result better accuracy [8]. I used same methods
but as different from that study I gathered the corpus from four different
domain and did not use stemmed corpora. In second one, two corpora of news
text are used which one is large and other one is small. By using syntax based
method on large corpora some rules are created and processed on small one.

So results are considerably good [16].



CHAPTER3

METHODOLOGY

This thesis tries to detect real multiword expressions in real Turkish academic
articles. My aim is extracting collocations as effectively as possible by assessing

different statistical collocation methods in Turkish language terminology extraction.

On the first stage I collected raw text corpora from DergiPark which is an electronic
platform to publish national academic journals conducted by TUBITAK ULAKBIM.
I gathered the corpus from four different domains, namely Child Development, Law,
Geography, Economic and Administrative Sciences. For each corpus frequency, null
hypothesis, t—test, chi—square, likelihood and mutual information scores are

calculated for candidate biword phrases.

Before explaining methods that I used in this study, I have to touch upon how did I
evaluate and detailed information of the corpus. In the beginnig I wrote a Java
program and used Lucene Analyzer to count frequencies which is the basic and
significant part of these formulations. Apache Lucene is a free open source library
for performing full text search. Briefly the main logic is indexing the data and
working on it. In the indexing stage I filtered the stopwords to decrease redundant
words but I didn’t use stemming which reduces words to a root form. The reason of
not using stemming is not to eliminate the collocations including words having
affixes. For example; “mal geliri” is a collocation in case of stemming this phrase
becomes “mal gelir” which will not be considered as accurate. After indexing single
words I indexed pairs. These pairs are genereated by combining all word pairs. For
example, in the original text I have a sentence like “a b ¢ d” then pairs will be “a b”,

“b ¢”, “c d” will be generated. The corpus has a structure as in Table 1.



Subject Of N(tokens) num_ber of single numbt.ar of unique
Corpus unique words bigrams
Child Development | 121.493 26.209 66.596
Law 324.403 43.718 159.290
Geography 198.862 31.028 103.658
Economics 198.229 40.691 113.486
ALL 842.987 141.646 443.030

Table 1. Corpus Summary

My purpose in here is to score each bigram by using each methods that I mention
above and find a terminology of each domain according to these scores. In the

following subsection I will be explaining the statistical methods I used in detail.

3.1 Frequency

Frequency is directly produced from the raw corpora, without any statistical
methods, thus it is the simplest method for extracting collocations. Simply we count
the terms and order them from most frequent bigrams to least. Being simplest
method arises a solid difficulty as high frequency can be accidental not related to the
importance of the phrase for the research domain, thus there could be many

insignificant or irrelevant bigrams.

3.2 Null — Hypothesis

Co-Occurence by chance is a common problem in statistics therefore we want to
know if two words are random occurrences or not. A null hypothesis Hy is formed for
modelling randomness stating that this combination occurs just by chance. First we
need to identify the null hypothesis of biword phrases where w' is the first term and

w” is the second term of the phrase




Ho : P(w'w?) = P(w")P(w?)

With this formulation we assume the probability of cooccurrence is independent
from each word’s occurrence and equal to product of individual probabilities. This
independence model is our null hypothesis. Then the probability of occurence is
calculated, depending on this value of probability the null hypothesis is accepted or
rejected. If the co-occurence cannot be explained by chance, it could hint that this

phrase is a collocation.

3.3 The T — Test

The t-test looks at the mean and variance of a sample, where the null hypothesis is
that the sample is drawn from a distribution with mean p. The test computes the
difference between the observed and expected means, scaled by the variance of the
data, and tells us how likely it is to get a sample of that mean and variance (or a more

extreme mean and variance) assuming that the sample follows normal distribution.[7]

where ¥ is the sample mean, s? is the sample variance, N is the sample size, u is the
mean of the distribution. To explain in probability form that is used in my calculation
part;

" P(wlw?) — P(wh)P(w?)

If the t is large enough we can reject the null hypothesis® independency and it means

word pair forms a collocation.

10



3.4 Pearson’s Chi — Square Test

Chi square test is defined with a similar purpose to t-test. However t-test does not
assume a normal distribution, chi-square method simply sums the difference

between expected and observed frequencies. A contingency table is formed as given

below;
For P(ab ),
Wy =a W, #a
W =5 f0 f1
W, # b 2 £3

g i z (0ij — Eyj)?
= B
— ij
i

where [ ranges over rows of the table, j ranges over columns, 0;; is the observed

value for cell and E;; is the expected value.

Applying on two word evaluation as mine;

A = N(fofs — f1f2)?
(fo + Aot + L)z + )

In formulation, f frequencies are combined according to the existance of pairs in
bigrams. In case of calculating the phrase “a b”, f; is a frequency of bigram that first
word is and second word is b. f; is a frequency of bigram that first word isn’t a but
second word is b. f; is a frequency of bigram that first word is a but second word

isn’t b. f3 is a frequency of bigram that neither first word is a nor second word is b. If

11



the y? is large enough we can reject the null hypothesis’ independency and it means

word pair forms a collocation.

3.5 Likelihood Ratios

It is based on ratio between the likelihood of the observed and expected data so the
result implies how much likely one hypothesis is than the other. Likelihood ratio test
does not depend on a point null hypothesis because it computes the maximal
likelihood estimate and checks its consistency with null hypothesis value.

The formula is;

L(H
logh = Iogﬁ

b(cy2;€1,0)b(c2—C12;N—C1,D)
b(c12;€1,01)b(C2—C12;N—C1,02)

log L(c12,¢1,p) +logL(cz — c12, N — ¢4, p) —logL(ci3,¢1,p1) —
log L(c; — €12, N — ¢1,p2)

I

where b is a binomial distribution;
. s 2 k — A=k
b(k; n,m) = (k)x (1-x)

L(k,n,x) = x*¥(1 —x)"*

and

= £ —iC12 o CaCpy
P= P1 . b2 Nt
¢4 is frequency of wy
¢ is frequency of w,
C1, is frequency of wiw,

N is frequency of single unique words

12



3.6 Mutual Information

An information-theoretically motivated measure for discovering interesting
collocations is pointwise mutual information and is an estimate for logarithm of the
p—value. By this method it is found out how much information does the entity of one

word gives about the other word.

Assuming two words x and y;

P(xy)
I(x,y) =1lo
() =legprpis PG
To interpret results and illustrate that;
P(xy)

T

P(x)P(y)

=l 5P

If the cooccurrance appears by chance and two words are independent from each

other we get result as 0. So we try to find collocations in higher values.

13



CHAPTER4

APPLICATION AND RESULTS

As an application part, I applied all methods on data of each subject. The tables

Table 2 and Table 3 shows some examples of extracted phrases for each subject.

CHILD
DEVELOPMENT LAW
ozel egitim s0z konusu
FREQUENCY | okul éncesi toplu is
ozel gereksinimli tiirk borglar
N Q(jf:l-lk egitim ?S is
HYPOTHESIS egitim ¢cocuk is hukuk
egitim cocuklarin sayili ig
dzel egitim s6z konusu
T-TEST okul dncesi toplu ig
ozel gereksinimli tiirk borglar
cellular subscriptions ugur yagci
CHI-SQUARE | elektrik ¢arpmasi ggiiiivveennlliikk kkoonnsseeyyii
telephone lines hye jeong
children with netice sebebiyle
LIKELIHOOD | primary school sbzlesmesi yapma
yiiriittiigii down berner kommentar
a.n gutierrez aannddllaa mmaallaarraa
MUTUAL S s
INFORMATION aba eya aavvrruuppaa bbiirrllii

abd’deki avustralya’daki

abdel nour

Table 2. Example of Bigrams 1

14



GEOGRAPHY ECONOMICS
cografya dergisi sosyal bilimler
FREQUENCY |yer alan kayit dis1
sosyal bilgiler yeni ekonomi
L cografya cougrafya ekonomf ekonomf
HYPOTHESIS arasinda cografya ekonomi ekonomik
dogal cografya ekonomi sosyal
cografya dergisi sosyal bilimler
T-TEST yer alan kayit dis1
sosyal bilgiler yeni ekonomi
ayse caglivan vrd tmt
CHI-SQUARE | camlik magaralari asuman oktayer
dogrultu atiml yaln zca
mezunu dgretmenlerin test sonuglarn
LIKELIHOOD |yayinlari no televizyon yay
ering kuraklik doneme ait
&L a.cogf"afya Ogretmeninden [ a.ldia't s6 ,
INFORMATION abrasion platform a.o balkanli
acaglayan firat.edu.tr a.vasi tasiz

Table 3. Example of Bigrams

Table 2 and Table 3 have results on each domain and each method. Chi-square,
likelihood and mutual information methods look partially bad and I think that is

because of the methods’ “list rare ones first” structure.

After taking results I took them and compare with the dictionary that I have from
internet site of TUBA(Turkish Academy of Science)[17]. TUBA started “Science
Glossary of Turkish Terms™ project with support of State Planning Organization of
Republic of Turkey on 2002. The purpose is to use and develop Turkish in education,
communication and scientific works. Experts form the list of subdomains and after
the unity of ensurement is provided these subdomains are collected and glossary is

generated. Some examples in this dictionary that I used is as in Table 4.
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Child

Economy Law Geography Development
cari kur davanin diismesi | abrazyon platformu | aile planlamasi
ticaret kredisi adli sicil akarsu havzasi dil geligimi
dolayli vergi idari karar yaz giinii yaratici bellek
nominal deger nedensellik bag: | bitki ortiisii sembolik oyun
mal geliri zimmet sugu kapal1 havza iistiin zeka
_enflasyon sarmali | bagkanlik divam | tropikal iklim zihin korliigii

digsal etkenler

limitet sirket

richter 6lgegi

gelisim aksamasi

otonom yatirim oturma hakki salt nem isitme sinin
arizi igsizlik gaiplik karari toprak kaymasi mekanik zeka
is degerlemesi borg erteleme hava basinci rochester yontemi

Table 4. Example of Terms in Dictionary

In the first step for evaluation of terms I created tables that contain bigram numbers,

precision and recall values. First tables show how many bigrams are founded in first

50, first 100, the list’s first middle and the last parts among the run list. Other two

graphics demonstrate the precision recall values according to each method that I

applied.

Secondly, I run all of my list on Weka and applied some machine learning methods

to test if my scores and Weka results can get more reliable results. To apply Weka

step, first I created “arff” files to run this tool. I combined the results of all methods

on each domain under specific attributes like this;
@relation DOMAIN_NAME

(@attribute frequency numeric

(@attribute null numeric

(@attribute ttest numeric

@attribute chi numeric

@attribute like numeric

@attribute mutual numeric

@attribute class {var,yok}

16



@data
262,0.000008,16.125187,69135.552724,-0.758994,8.04637,yok
123,0.000005,11.03733,25540.477844,-224.479803,7.703501,yok

Then I used SpreadSubsample class that is a sampling tool and dataset can be
spreaded specifically with this filter. I used SpreadSubsample on Weka to spread my
each list in a random and balanced manner according to existing or non-existing
property of terms(according to attribute c/ass) and I got train list with this. Because it
is important of have a balanced distribution of classes “var”and “yok” to make
reliable training on the dataset. Then rest of the list became test part on which I will
run J48tree (decision tree) and Naive Bayes methods.

J48 is a Java implementation in Weka of the algorithm which is known as C4.5 and
also ID3. Basic concept of these algorithms are difference in entropy (gain).
Formulation is[18];

Gain(A) = Info(D) — Info,(D)

Info(D) = = ) piloga(@)  Infou(D) = Z || oy XInfo)

Attributes with highest gain are choosen for splitting the data while generating
subsets of the tree and the tree itself. So J48 is a method which is a tree created using
a rule based machine learning model. According to train set a decision tree is
generated and in case of new item classification this tree is used.

Naive Bayes classifier predicts an item according to data of train set individually and
evaluate the probability of inclusion to the class by simple Bayesian method. The

formulation is as below [18];
P(X|C)HP(C)
P(Ci]X) = P—(l_ x)l
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Pixicy = | [Pexilco
k=1

Last step is gathering all the results and comparing them with my results that I got

form my program.

4.1 PRECISION AND RECALL VALUES

After giving the tables I want to mention that efficiency of method is understood
from the location of terms. It is expected from a good method that most of the
collocations are found at first 50 but at least in all tables I expect to find collocations

in the first parts of the list.

4.1.1 ECONOMY

LIKELIHOOD | FREQUENCY | y e s | T-TEST | |\ popvaTiON S(;:Ul:li%E
first 2 4 2 4 0 0
o 7 9 3 9 0 1
FIRST 124 160 185 149 19 49
MID 151 206 213 160 82 118
LAST 230 230 230 230 230 230

Table 5. Found Collocations on Economy Corpus

Table 5 shows the amount of found collocations on Economy corpus by each
method. On Economy corpus it can be realized that 230 collocations are found as

distribution on Table 5 and recall and precision values are evaluated from these

values.
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=== LIKELIHOOD

== FREQUENCY

== NULL-
HYPOTHESIS

sl T-TEST

==3=MUTUAL
INFORMATION

first first FIRST MID LAST =@=CHI-SQUARE
50 100

Figure 1.Recall chart on Economy Corpus

In Figure 1, although first 50 and 100 class has less ground truth terms, frequency

and t-test are the best methods. According to recall chart on economy most effective

method is null-hypothesis on first part of list, chi-square on middle part of list and

mutual information on last part of list.

10

o =¢=LIKELIHOOD

° 4 == FREQUENCY
FREQUE

T AN

6

5 / \\ = NULL-

4 \\ HYPOTHESIS

3 34=T-TEST

2

1 ==MUTUAL

0 - INFORMATION

first first FIRST MID LAST

=@ CHI-SQUARE
50 100 CHI-30

Figure 2. Precision chart on Economy Corpus
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In Figure 2, precision values due to the too small ratio (denominator is high) first,

mid and last categories perfomed poorly. According to precision chart on economy

most effective methods are frequency and t-test on first 50 and 100 part of list,

second good method is likelihood.

4.1.2 LAW
LIKELIHOOD | FREQUENCY |, M0LL | Trest | MURPAL | (;iﬂ;m
i 2 10 2 10 0 0
o 2 12 3 12 0 0
FIRST 101 132 112 126 27 59
MID 142 153 162 146 93 126
LAST 176 176 176 176 176 176

Table 6. Found Collocations on Law Corpus

Table 6 shows the amount of found collocations on Law corpus by each method. On

Law corpus it can be realized that 176 collocations are found as distribution on Table

6 and recall and precision values are evaluated from these values.
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=@==|[KELIHOOD

== FREQUENCY

=== NULL-
HYPOTHESIS

—¢=T-TEST

=ie=MUTUAL
INFORMATION

first first FIRST MID LAST —@—CHI-SQUARE
50 100

Figure 3.Recall chart on Law Corpus

In Figure 3, although first 50 and 100 class has less bigrams, frequency and t-test are
the best methods. According to recall chart on law most effective method is
frequency on first part of list, chi-square on middle part of list and mutual

information on last part of list.
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== |IKELIHOOD

20 w—'
== FREQUENCY
15
\ === NULL-
10 HYPOTHESIS
\ == T-TEST
5
== MUTUAL
0 A INFORMATION

first  first FIRST MID LAST «=@=CHI-SQUARE
50 100

Figure 4. Precision chart on Law Corpus

In Figure 4, precision values due to the too small ratio(denominator is high) first, mid

and last categories performed poorly. According to precision chart on law most
21



effective methods are frequency and t-test on first 50 and 100 part of list, second

good method is null-hypothesis.

4.1.3 GEOGRAPHY

LIKELIHOOD | FREQUENCY | o niie o | T-TEST | \nroRmaTion SQCUTizE
st 0 2 4 2 0 0
Ty 1 3 4 3 0 0
FIRST 33 43 43 40 7 16 .
MID 41 52 57 46 25 34
LAST 62 62 62 62 62 62

Table 7. Found Collocations on Geography Corpus

Table 7 shows the amount of found collocations on Geography corpus by each

method. On Geography corpus it can be realized that 62 collocations are found as

distribution on Table 7 and recall and precision values are evaluated from these

values.
80
—¢=—LIKELIHOOD
70
60 —8—FREQUENCY
50
40 - == NULL-
HYPOTHESIS
30
—=¢=T-TEST
20
10 - == MUTUAL
0 - INFORMATION

first

50 100

first FIRST MID

LAST

=@==CHI-SQUARE

Figure 5.Recall chart on Geography Corpus
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In Figure 5, although first 50 and 100 class has less bigrams, null-hypothesis is best
method. According to recall chart on geography most effective methods are
frequency and null-hypothesis on first part of list, chi-square on middle part of list

and mutual information on last part of list.

9
% o === | |KELIHOOD
7 \
) \ ==ll=FREQUENCY
. \
e N ULL-
4 HYPOTHESIS
3 \ =3 T-TEST
2
1 i MUTUAL
o 4 — S —— . INFORMATION
first 50 first FIRST MID LAST =@=CHI-SQUARE

100

Figure 6. Precision chart on Geography Corpus

In Figure 6, precision values due to the too small ratio(denominator is high) first mid
and last categories are not good results. According to precision chart on geography
most effective method is null-hypothesis on first 50 and 100 part of list, second good

methods are frequency and t-test.
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4.1.4 CHILD DEVELOPMENT

NULL- MUTUAL CHI-
LIKELIHOOD | FREQUENCY | yyporygsis | TT*T | INFORMATION | SQUARE
first
50 1 5 2 5 0 0
first
100 3 11 4 11 0 0
FIRST 51 66 70 59 5 12
MID 61 79 88 67 25 49
LAST 91 91 91 91 91 91~

Table 8. Found Collocations on Child Development Corpus

Table 8 shows the amount of found collocations on Child Development corpus by

each method. On Child Development corpus it can be realized that 91 collocations

are found as in the distribution given on Table 8 and recall and precision values are

evaluated from these values.

first first FIRST MID LAST

50

100

=§=_LIKELIHOOD

== FREQUENCY

==gir=NULL-
HYPOTHESIS

—>=T-TEST

== MUTUAL
INFORMATION

=@==CHI-SQUARE

Figure 7. Recall chart on Child Development Corpus
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In Figure 7, although first 50 and 100 class has less bigrams, frequency and t-test are
best methods. According to recall chart on child development most effective method
is null-hypothesis on first part of list, chi-square on middle part of list and mutual

information on last part of list.

12
—o—LIKELIHOOD
10 ~l/'1
. \ —8—FREQUENCY
6 \ —#=NULL-
\ HYPOTHESIS
4 1k ‘\\ =6=T-TEST
2 40/\
—¥=MUTUAL
0 - INFORMATION

first first FIRST MID LAST —@—CHI-SQUARE
50 100

Figure 8. Precision chart on Child Development Corpus

In Figure 8, precision values due to the too small ratio(denominator is high) first, mid
and last categories haven’t good results. According to precision chart on child
development most effective methods are frequency and t-test on first 50 and 100

part of list, second good method is null-hypothesis.

4.2 WEKA RESULTS

Tables below demonstrate the value changes between original precision,
recall values of main part that I got after the application of methods and precision,
recall values of list that Weka generated. After getting each list that occurs by
descending order of bigram probabilities of Weka results, I found precision and
recall values of each list. Then found the difference between these result and original

values in percent to consider and compare the accuracy of my results.
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4.2.1 ECONOMY

4.2.1.1 Decision Tree on Economy Corpus

First of all as seen in Table 9 and Table 10, as mutual and chi-square recall
values are lower, Weka results improved these results. Decision tree results have
better accuracy on first 100 and first part of list at all methods. All precision values

are worse on Weka results.

e Tl Sy HYIEJ(;JTI“I%F-ZSIS TEST | roRMATION S(;:nglRE
first 50 -0,100 -0,970 -0,100 -0,970 0,769 0,769
first 100 1.572 0,702 3,311 0,702 4,615 4,181
FIRST 32,241 16,589 5,719 21,371 77,893 64,849
MID -3,278 -11,538 -3,712 3,679 -18,930 -21,538
LAST -28,963 -5,050 -2,007 -25,050 -58,963 -43,311

Table 9. Changes in Recall values of Decision Tree on Economy Corpus (%)

LIKELIHOOD | FREQUENCY |, DVLLe | mrest | MUERAL | (;;:UT;{E
first 50 -2,000 -6,000 -2,000 -6,000 2,000 2,000
st ] 41,000 -3,000 3,000 | -3,000 6,000 5,000
FIRST -0,031 -0,126 -0,192 -0,097 0,246 0,167
MID -0,040 -0,089 -0,043 0,001 -0,133 -0,149
LAST -0,196 -0,047 -0,028 -0,172 -0,383 -0,286

Table 10. Changes in Precision values of Decision Tree on Economy Corpus (%)
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4.2.1.2 Naive Bayes on Economy Corpus

In a difference with Decision Tree, according to Table 11 and Table 12 Naive

Bayes on Economy results are less more accuracy on first part of list at all methods.

In depending precision values are a bit better than Decision Tree but still all

precision values are worse on weka application.

LIKELIHOOD | FREQUENCY HYII’“(;J'II‘JII[JI-I.SIS T-TEST INFIng;ON Séﬁlﬁ
frst50 | 0100 | -0970 | -0,100 | -0970 | 0,769 | 0,769
first 100 1572 0,702 3,311 0,702 4,615 4,181
FIRST 29,164 13,512 2,642 18,294 74,816 61,773
MID -0,970 -9,231 -1,405 5,987 -16,622 -19,231
LAST -28,194 -4,281 -1,237 24,281 -58,194 -42.542

Table 11. Changes in Recall values of Naive Bayes on Economy Corpus (%)

LIKELIHOOD | FREQUENCY HYE(;J%’IESIS T-TEST ]NF“SEETTII‘ON SQCIﬁ\Il-!E
first 50 -2,000 -6,000 -2,000 -6,000 2,000 2,000
first 100 -1,000 -3,000 3,000 -3,000 6,000 5,000
FIRST -0,042 -0,137 -0,203 -0,108 0,236 0,156
MID -0,032 -0,081 -0,035 0,009 -0,125 -0,141
LAST -0,193 -0,044 -0,025 -0,169 -0,381 -0,283

Table 12. Changes in Precision values of Naive Bayes on Economy Corpus (%)
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4.2.2 LAW

4.2.2.1 Decision Tree on Law Corpus

According to Table 13 and Table 14, Weka first 50, 100 and first part of list

results are better than my recall results even on frequency method that is best method

on Law corpus.
NULL- MUTUAL CHI-
LIKELIHOOD | FREQUENCY | iy poyrhgsis | T"TEST | [NFORMATION | SQUARE
first 50 5,114 0,568 5,114 0,568 6,250 6,250
first 100 6,155 0,473 5,587 0,473 7,292 7,292
FIRST 19,697 2,083 13,447 5,492 61,742 43,561
MID -10,795 0,568 -15,909 1,136 -25,000 -25,568
LAST -8,902 -2,652 2,462 -6,629 -36,742 -17,992
Table 13. Changes in Recall values of Decision Tree on Law Corpus (%)
NULL- MUTUAL CHI-
LIKELIHOOD | FREQUENCY | yvpirpgpsis | TTEST | jNFORMATION | SQUARE
first 50 8,000 -8,000 8,000 -8,000 12,000 12,000
e 5,000 -5,000 4,000 | -5,000 7,000 7,000
FIRST -0,051 -0,109 -0,071 -0,098 0,089 0,028
MID -0,055 -0,017 -0,072 -0,015 -0,102 -0,104
LAST -0,045 -0,024 -0,008 -0,038 -0,137 -0,075

Table 14. Changes in Precision values of Decision Tree on Law Corpus (%)
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4.2.2.2 Naive Bayes on Law Corpus

As shown in Table 15 and Table 16, difference between Decision Tree results

first part of list results are little more than Naive Bayes results so my original values

are little worse than Weka order.

NULL- MUTUAL CHL
LIKELIHOOD | FREQUENCY | yryporppsis | T-TEST | {NpORMATION | SQUARE
first 50 5,114 0,568 5,114 0,568 6,250 6,250
first 100 6,155 0,473 5,587 0,473 7,292 7,292
FIRST 20,739 3,125 14,489 6,534 62,784 44,602
MID -11,837 -0,473 -16,951 0,095 -26,042 -26,610
LAST -8,902 -2,652 2,462 -6,629 -36,742 -17,992
Table 15. Changes in Recall values of Naive Bayes on Law Corpus (%)
NULL- MUTUAL CHI-
LIKELIHOOD | FREQUENCY | vy porygsis | T"TEST | NFORMATION | SQUARE
first 50 8,000 -8,000 8,000 -8,000 12,000 12,000
fist | 5,000 25,000 4,000 | -5,000 7,000 7,000
FIRST -0,049 -0,107 -0,070 -0,096 0,091 0,030
MID -0,056 -0,019 -0,073 -0,017 -0,104 -0,105
LAST -0,045 -0,024 -0,008 -0,038 -0,137 -0,075

Table 16. Changes in Precision values of Naive Bayes on Law Corpus (%)
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4.2.3 GEOGRAPHY

4.2.3.1 Decision Tree on Geography Corpus

According to recall Table 17, Decision Tree order isn’t better than the

original results but on first part of list it is increased minimum 8 percent. Precision

values are still worse than original ones as considerd in Table 18.

LIKELIHOOD | FREQUENCY | . SULL- | T-TEST WF%EID;II?[‘I;ON " SI?AIRE
first 50 0,000 -3,226 -6,452 -3,226 0,000 0,000
first 100 -1,613 -4,839 -6,452 -4.839 0,000 0,000
FIRST 24,899 8,770 8,770 13,609 66,835 52,319
MID -6,653 -8,266 -16,331 -3,427 -22.,782 -22.,782
LAST -18,246 -0,504 7,560 -10,181 -44.052 -29,536

Table 17. Changes in Recall values of Decision Tree on Geography Corpus (%)

LIKELINOOD [ FREQUENCY HY?(;J%HL‘;SIS T-TEST | noroRMATION SQ%}HI-{E
first 50 0,000 -4,000 -8,000 -4,000 0,000 0,000
first 100 -1,000 -3,000 -4,000 -3,000 0,000 0,000
FIRST -0,023 -0,052 -0,052 -0,043 0,052 0,026
MID -0,017 -0,020 -0,035 -0,012 -0,046 -0,046
LAST -0,046 -0,014 0,000 -0,032 -0,093 -0,067

Table 18. Changes in Precision values of Decision Tree on Geography Corpus

(%)
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4.2.3.2 Naive Bayes on Geography Corpus

According to Table 19 and Table 20, On Naive Bayes it is still worse than
original recall values but it is better than Decision Tree order at all first 50, 100, first

and second part of list.
LIKELIHOOD | FREQUENCY HYPN(‘)JTL];:SIS FEERE | st ot éﬁf{w
first 50 3,125 -0,101 -3,327 -0,101 3,125 3125
first 100 1,512 -1,714 -3,327 -1,714 3,125 3,125
FIRST 28,024 11,895 11,895 16,734 69,960 55,444
MID -0,403 -2,016 -10,081 2,823 -16,532 -16,532
LAST -27,621 -9.879 -1,815 -19,556 -53,427 -38,911

Table 19. Changes in Recall values of Naive Bayes on Geography Corpus (%)

LIKELIHOOD | FREQUENCY HYE(;JTLI'{‘;:SIS TS | e | QCIE\II-!E
first 50 2,000 -2,000 -6,000 -2,000 2,000 2,000
first | 0,000 22,000 3,000 | -2,000 1,000 1,000
FIRST -0,020 -0,049 -0,049 -0,040 0,055 0,029
MID -0,012 -0,014 -0,029 -0,006 -0,041 -0,041
LAST -0,055 -0,023 -0,009 -0,041 -0,101 -0,075

Table 20. Changes in Precision values of Naive Bayes on Geography Corpus

(%)
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4.2.4 CHILD DEVELOPMENT

4.2.4.1 Decision Tree on Child Development Corpus

In Table 21, recall values are increased only on methods are partially bad

according to original recall values except null-hypothesis at first 100 listIt is

increased 1,48% unit according to previous value. Weka precision values are worse

at good methods as seen in Table 22.

LIKELIHOOD | FREQUENCY | iy porin o | T-TEST mFlggﬂ?T];ON S()(:I?;iaﬂ
first 50 0,862 -3,534 -0,237 -3,534 1,961 1,961
first 100 2,586 -6,206 1,487 -6,206 5,882 5,882
FIRST 14,544 -1,939 -6,335 5,753 65,094 57,401
MID 4,697 1,401 -4,094 6,895 -6,292 -24.973
LAST -19,242 0,539 10,429 -12,648 -58,802 -32,428

Table 21. Changes in Recall values of Decision Tree on Child Development

Corpus (%)
NULL- MUTUAL CHI-
LIKELIHOOD | FREQUENCY | yyporygsis | TTEST | [NFORMATION | SQUARE
first 50 0,000 -8,000 -2,000 -8,000 2,000 2,000
e 0,000 -8,000 21,000 | -8,000 3,000 3,000
FIRST -0,067 -0,135 -0,153 -0,103 0,140 0,108
MID -0,009 -0,022 -0,045 0,000 -0,054 -0,131
LAST -0,104 -0,022 0,018 -0,077 -0,266 -0,158
Table 22. Changes in Precision values of Decision Tree on Child Development

Corpus (%)
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4.2.4.2 Naive Bayes on Child Development Corpus

According to Table 23 and Table 24, only difference between Decision Tree

method and Naive Bayes is there is a little more accuracy on second part of list at

Naive Bayes recall values but it doesn’t make any sense because the purpose is to

find collocations at first 50, 100 or at least first part of list.

LIKELTHOOD | FREQUENCY |, NULL= | rrest | MLECAL o S&Tﬁ
first 50 0,862 -3,534 -0,237 -3,534 1,961 1,961
first 100 2,586 -6,206 1,487 -6,206 5,882 5,882
FIRST 14,544 -1,939 -6,335 5,753 65,094 57,401
MID 6,658 3,361 -2,133 8,856 -4,331 -23,012
LAST -21,202 -1,422 8,468 -14,609 -60,763 -34,389
Table 23. Changes in Recall values of Naive Bayes on Child Development
Corpus (%)
LIKELIHOOD | FREQUENCY | v oot oy | T-TEST INEGRMATION SQCU}JI\IEXE
first 50 0,000 -8,000 -2,000 -8,000 2,000 2,000
first 100 0,000 -8,000 -1,000 -8,000 3,000 3,000
FIRST -0,067 -0,135 -0,153 -0,103 0,140 0,108
MID -0,004 -0,018 -0,040 0,005 -0,050 -0,126
LAST -0,108 -0,027 0,014 -0,081 -0,270 -0,162
Table 24. Changes in Precision values of Naive Bayes on Child Development

Corpus (%)

30




4.3 Summary of Results

At the end of these application basically result of my program is as shown

below;
ECONOMY
METHOD
RECALL(%) PRECISION(%)
first 50 1,739130435 8 FREQUENCY, T-TEST
first 100 3,913043478 9 FREQUENCY, T-TEST
FIRST 80,43478261 0,489042798 NULL
Table 25. Best results of Economy Corpus
LAW
METHOD
RECALL(%) PRECISION(%)
first 50 5,681818182 20 FREQUENCY, T-TEST
first 100 6,818181818 12 FREQUENCY, T-TEST
FIRST 75 0,248601616 FREQUENCY
Table 26. Best results of Law Corpus
GEOGRAPHY
: METHOD
RECALL(%) PRECISION(%)
first 50 6,451612903 8 NULL
first 100 6,451612903 4 NULL
FIRST 69,35483871 0,124446502 NULL,FREQUENCY
Table 27. Best results of Geography Corpus
CHILD DEVELOPMENT
METHOD
RECALL(%) PRECISION(%)
first 50 5,494505495 10 FREQUENCY,T-TEST
first 100 12,08791209 11 FREQUENCY,T-TEST
FIRST 76,92307692 0,315329519 NULL

Table 28. Best results of Child Development Corpus
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According to Table 25, Table 26, Table 27and Table 28 it is well understood
that independently frequency, t-test and null-hypothesis gave the best results.
Precision and recall values are resulted unbalancely because they are calculated
differently. Precision is like “ how many true bigrams are found in first 50 bigrams”
so the precentage is calculated as dividing true bigram amount by 50. Due to this
situation precision is more meaningful at first 50 and 100 section. Recall is like “
how many of true bigrams are found ” so the recall percentage is calculated as
dividing true bigram amount by total true bigram amount. This situation makes first
50 and 100 give less meaningful results because results are little amount at first 50
and 100 part. Considering these properties, according to precision result's< Law
domain has best results at first 50 and first 100 part and according to recall results
Economy has best results at first part of list.
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CHAPTER 5

CONCLUSION

In a brief explanation my aim was to find bigrams in real existing Turkish
academic articles by using frequency, null hypothesis, t—test, chi-square, likelihood
and mutual information methods in this work. Although there is lots of similar works
on other languages, in Turkish it is less studied and I tried to demonstrate accuracy of
Turkish corpora by using these statisticals methods which are well known in

literature.

First of all I want to show a summary that explains briefly the results of the
program that I generated. For each subject there is order as best to worst according to

recall and precision values below:

For Economy
Recall: null hypothesis,frequency,t-test,likelihood,chi-square,mutual information

Precision:frequency,t-test,likelihood,null-hypothesis,chi-square,mutual information
For Law

Recall: frequency,t-test, null hypothesis,likelihood,chi-square,mutual information
Precision:frequency,t-test,null-hypothesis, likelihood,chi-square,mutual information
For Geography

Recall: null hypothesis,frequency,t-test,likelihood,chi-square,mutual information
Precision: null hypothesis,frequency,t-test,likelihood,chi-square,mutual information

For Child Development
Recall: frequency,t-test, null hypothesis,likelihood,chi-square,mutual information

Precision: frequency,t-test, null hypothesis,likelihood,chi-square,mutual information
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One problem that I saw is frequency, t-test, null hypothesis gave best results
and likelihood method has a moderate power but chi-square and mutual information
have bad results. The reason must be formulation because while calculating the
probabilities of bigrams due to the structure of these methods it is given the best
values to less occuring biwords, therefore list has true bigrams at the end recall

values became good at middle and last parts on these methods.

Other problem is even best methods like frequency has very low accuracy at
first 50 and 100 section. I think the reason is source data contain few words and the
verification source contains few bigrams. At the same time because of the same
reason, I got better results in some specific domain. For example, Law domain has
most number of tokens and bigrams and it induce to have best precision values on
first 50 and first 100 part of list. On the other hand, having less words in dictionary
database of Law caused less recall value on first part of list with respect to Economy.
To have same amount of tokens doesn’t mean it should be gotten similar results like
between Economy and Geography domain. Two of them have same amount of
tokens but amount of unique bigrams of Economy is more. This shows that
frequencies of each bigram of Geography is higher. If we look at the results, this
issue provides the more accuracy at first 50 and first 100 recall values of Geography.
It means not only the amount of bigrams are important, efficient sources make the
accuracy higher. So If I had more efficient articles and comparing dictionary with

more expressions were available, results could have been better.

Weka results was worse than it is expected. According to differences between
Weka results and my best resulted methods. In Economy corpus Decision Tree
analysis increased recall values about %5,72 null hypothesis at first part, %0,7
frequency and t-test at first 100 results. In Law corpus Naive Bayes analysis
increased recall values about %0,56 frequency and t-test at first 50 results, %0,47
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frequency and t-test at first 100 results, %3 frequency at first part results. In
Geography corpus Naive Bayes analysis increased recall values about % 11

frequency and null hypothesis at first part results.

Although there is some increase in recall values on my best methods on Weka
results, recall and precision values couldn’t be more higher than the original values
even in some methods it had worse than original ones. I think there is a reason that
effect slightly this situation. I separate the whole bigram list for having a train file.
So rest of the list became test file and it was lost some non-existing and existing
bigrams. Due to the less bigram amount that is already existing on original 1isi, this
decreasing may have had an impact. On the other hand, probabilities of bigrams are
calculated highly close even the same so ordering couldn’t be susceptible.This was

also effect the results.

In some related works, I came across similar difficulties. Although integrating
morphological analysis to the extraction process, making 100 percent extraction is
not possible because of reasons like there are quite number of foregin multi-words
that don’t exist in dictionary database [16] which I struggled too. The work that
contains both linguistic and statistical methods, it is noticed that frequency is the best
method and after linguistic step precision values reach 47 percent without any

statistical stage[2].

In addition, whatever the language is, more empirical data needs to be
collected in order to improve our understanding of cooccurrence data, statistical
association and its relation to collocativity[1] and in order to get useful results it is
considered that there must better be applied grammatical parsing or any lexical

preprocesses before applying statistical methods.
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APPENDIX
By run the program that I generated , I got the results as following tables . They
include best 20 bigrams and the calculated values according to relative method and

corpus subject. At the end of this application I tried to apply all these methods on the

data which formed with the combination of the others.

Al1.CHILD DEVELOPMENT

Al.1 FREQUENCY

BIGRAM VALUE

Gzel editim 275
okul éncesi 262
dzel gereksinimli 123
egitim fakiiltesi 121
Oncesi egitim 119
{iniversitesi egitim 117
normal gelisim 112
gelisim gdsteren 109
fakiiltesi dergisi 104
child development 99
anne baba 95
egitim dergisi 95
erken ¢ocukluk 90
bilissel gelisim 84
egitim bilimleri 82
ankara iiniversitesi 79
yiiksek lisans 77
down sendromlu 72
ilk yardim 68
lisans tezi 60
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A1.2 NULL - HYPOTHESIS

BIGRAM

VALUE

cocuk egitim

7,524812E-05

egitim cocuk

7,524812E-05

egitim gocuklarin

6,447435E-05

cocuklarin egitim

6,447434E-05

¢ocuk cocuk

5,399023E-05

gocugun egitim

4,923955E-05

egitim cocugun

4,923955E-05

dzel egitim 4,873452E-05
cocuk ¢ocuklarin 4,626009E-05
cocuk oyun 4,203266E-05
oyun gocuk 4,203266E-05
anne egitim 4,191674E-05

oyun ¢ocuklarin

3,601456E-05

cocuklarin oyun

3,601456E-05

¢gocugun cocuk

3,532918E-05

yag egitim 3,316304E-05
egitim okul 3,181632E-05
cocuklar egitim 3,114296E-05
anne gocuk 3,007509E-05
¢ocuk anne 3,007509E-05
Al13T-TEST
BIGRAM VALUE
ozel egitim 16,225563
okul 6ncesi 16,125187
6zel gereksinimli 11,037330
egitim fakiiltesi 10,816595
Gncesi egitim 10,609242
liniversitesi egitim 10,524101
normal gelisim 10,514584
gelisim gOsteren 10,394865
fakiiltesi dergisi 10,150249
child development 9,904733
anne baba 9,691362
erken ¢ocukluk 9.,439801
egitim dergisi 9,430535
biligsel gelisim 9,090426
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egitim bilimleri 8,891401

ankara iiniversitesi 8,815331

yiiksek lisans 8,753843

down sendromlu 8,477750

ilk yardim 8,216112

lisans tezi 7,736046
Al.4 CHI - SQUARE

BIGRAM VALUE

cellular subscriptions 121669,003951
elektrik carpmast 121669,003951
telephone lines 121669,003951
elestirisinin elestirisi 121669,002632
elif sazak 121669,002632
optimumdergi.usak.edu.tr balcilar 121669,001410
cengiz goksen 121669,001258
hayriye bilginer 121669,001258
kaynastirma uygulamasina 121669,001258
atakurt is1l 121669,001258
bekir onur 121669,001258
viicuda kesici 121669,001258
¢aglayan dinger 121669,001258
babaanne anneanne 121669,001258
behav pediatr 121669,001258
birlesmis milletler 121669,001258
biitiinleme siire¢lerindeki 121669,001258
del bambino 121669,001258
dondurma yenilmez 121669,001258
eastern mediterranean 121669,001258
Al1.5 LIKELIHOOD

BIGRAM VALUE

children with 1552,437741

primary school 1408,418367

yiriittiigii down 1382,829234

merkezi'nde down 1379,010149

mit down 1377,284058

ozetle down 1377,284058

kaslarin motor 1376,099119

goz motor 1372,821191

dénemdeki down 1370,514086

A3



duyusal motor 1370,271290
alg1 motor 1369,825928
developmental motor 1365,874814
iilkemizde son 1365,572751
kars1 son 1363,926619
dzellikle down 1362,451992
gelisimi down 1359,973318
sosyal motor 1358,854152
cocuklarin motor 1355,042904
normal gelisim 1206,530322
fakiiltesi dergisi 1183,494385

Al.6 MUTUAL INFORMATION

BIGRAM VALUE

a.n gutierrez 16,892602
aba eya 16,892602
abd’deki avustralya’daki 16,892602
ablamgile gittim 16,892602
abusive versus 16,892602
acaba gocugumuz 16,892602
acad sci 16,892602
accid emerg 16,892602
acizligi katmerlestirmesidir 16,892602
acous tic 16,892602
acqui sition 16,892602
adaylarindan baglamak 16,892602
adaylarini kapsamistir 16,892602
adler’den aktardigina 16,892602
ado lescence 16,892602
adurakoglu mynet.com 16,892602
advancing democracy 16,892602
affection envy 16,892602
afyon kocatepe 16,892602
ai'ittem tidjs 16,892602
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A2 LAW
A2.1 FREQUENCY

s6z konusu 589
toplu ig 396
tiirk borglar 360
i5 sdzlesmesi 343
ihtiyati tedbir 320
is kanunu 285
is hukuku 274
insan haklar 263
belirsiz alacak 246
alt igveren 205
say1li is 204
sosyal giivenlik 201
evde hizmet 190
is sézlesmesinin 187
yer alan 177
borglar kanunu’nun 172
belirli siireli 164
asil igveren 159
kismi dava 158
hukuk devleti 157

A2.2 NULL - HYPOTHESIS

BIGRAM VALUE

is is 9,970052600E-05
is hukuk 5,444355300E-05
sayili ig 3,505648400E-05
iligkin is 3,345882000E-05
calisma ig 3,183043000E-05
isginin is 2,878871800E-05
is isginin 2,878871800E-05
igveren ig 2,820495500E-05
is s6z 2,786698900E-05
igverenin is 2,626932100E-05
is hukuku 2,537831500E-05
genel is 2,408789000E-05
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konusu is

2,368847500E-05

isci i

2,245950000E-05

tarafindan is

2,067748800E-05

is sozlesme

2,055459100E-05

say1l1 hukuk 1,914332600E-05
borglar is 1,907982200E-05
is hizmet 1,895692500E-05

sdzlesmesi is

1,846533600E-05

A23T-TEST

BIGRAM VALUE

stz konusu 24,180660

toplu ig 19,656395

tiirk borglar 18,914246

is s6zlesmesi 18,196236

ihtiyati tedbir 17,853453

ig kanunu 16,527065

insan haklari 16,176014

is hukuku 16,054690

belirsiz alacak 15,661911

alt igveren 14,208326

sosyal giivenlik 14,127565

evde hizmet 13,735153

sayili ig 13,485193

is sbzlegmesinin 13,388565

yer alan 13,254636

borglar kanunu’nun 13,066797

belirli siireli 12,781374

kismi dava 12,527276

asil isveren 12,504008

hukuk devleti 12,444238
A2.4 CHI-SQUARE

ugur yaget 324987,00716644
ggiiiivveennlliikk kkoonnsseeyyii 324987,00716644
hye jeong 324987,00716644
justes motifs 324987,00716644
rahime erbas 324987,00716644
tchd cehamer 324987,00716644
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wessels beulke

324987,00716644

boy lece 324987,00716644
computer arbeitsplitze 324987,00716644
dor diincii 324987,00716644
job sharing 324987,00716644
miihf had 324987,00716644
sharing computer 324987,00716644
tomris mengiisoglu 324987,00716644
www.belgenet.com arsiv 324987,00716644
WWW.CvCe.eu viewer 324987,00716644
affari sociali 324987,00716644
aggressive incumbents 324987,00716644
aksoyoglu necati 324987,00716644
aktiflerin satilmasini 324987,00716644
A2.5 LIKELIHOOD

BIGRAM VALUE

netice sebebiyle 2233,422417

stzlesmesi yapma 1794,138414

berner kommentar 1635,004777

terdr yapt 1617,799444

bununla birlikte 1606,029364

yargilama sirasinda 1557,359884

alt nda 1501,648376

alinan igte 1463,071043

belirsiz alacak 1420,293400

isverenin esit

1411,448019

istege bagh

1379,199133

prof dr 1256,790003
chkd cilt 1251,089330
alacak davasi 1250,001793
yenilik doguran 1230,316276
6te yandan 1189,909026
sebebiyle agirlasmis 1138,117819
ola rak 1124,559344
kidem tazminati 1104,105030
arka plandaki 1093,978578
A2.6 MUTUAL INFIRMATION

BIGRAM VALUE

aannddllaa mmaallaarraa 18,310022
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aavvrruuppaa bbiirrllii

18,310022

abdel nour 18,310022
abouts facts.asp 18,310022
ab’ye katilimdaki 18,310022
aczi iflasi 18,310022
acisi ¢ikarilmamis 18,310022
aciy1 azaltmakla 18,310022
adamdan olusurlard: 18,310022
adaylarinda girecekleri 18,310022
adetlere emsallere 18,310022
adlandi rilabilecek 18,310022
administratives théorie 18,310022
advice index.pdf 18,310022
aerial incident 18,310022
af duygularin 18,310022
affect reconviction 18,310022
affirmation surabondante 18,310022
afga nistan 18,310022
afrika'da fanon 18,310022
A3. GEOGRAPHY
A3.1 FREQUENCY
BIGRAM VALUE
cografya dergisi 301
yer alan 186
sosyal bilgiler 182
ege cografya 181
sosyo ekonomik 169
aegean geographical 163
geographical journal 163
6gretmen adaylarinin 158
dergisi aegean 153
journal vol 153
cografya 8gretmen 149
villik ortalama 131
ekonomik seviye 125
kiy1 ¢izgisi 104
yer almaktadir 96
orman yanginlarinin 95
dergisi say1 87
s6z konusu 86
cografi bilgi 80
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| yillar1 arasinda

A3.2 NULL —-HYPOTHESIS

BIGRAM VALUE

cografya cografya 4,183310E-05
arasinda cografya 2,046255E-05
dogal cografya 1,819253E-05
yilinda cografya 1,481994E-05
cografya dergisi 1,413894E-05
iizerinde cografya 1,329579E-05
alan cografya 1,326336E-05
ekonomik cog@rafya 1,326336E-05
cografya sosyal 1,280936E-05

istanbul cografya

1,258236E-05

ege cografya 1,242022E-05
cofrafya ege 1,242022E-05
arasinda cevre 1,130992E-05
cevre arasinda 1,130992E-05
cografya 6gretmen 1,096092E-05
dgretmen cografya 1,096092E-05

6nemli ¢evre

1,050335E-05

dogal cevre

1,005525E-05

cevre dogal

1,005525E-05

arasinda yer 9,993337E-06
A33T-TEST

BIGRAM VALUE

cografya dergisi 17,186810
yer alan 13,543453
sosyal bilgiler 13,461378
ege cografya 13,269497
sosyo ekonomik 12,971132
aegean geographical 12,751492
geographical journal 12,747278
dgretmen adaylarinin 12,546750
journal vol 12,351433
dergisi acgean 12,337153
cografya 63retmen 12,027461
yillik ortalama 11,364102
ekonomik seviye 11,150077
kiy1 ¢izgisi 10,166154
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yer almaktadir 9,760240
orman yanginlarmin 9,728819
dergisi say1 9,293161
s6z konusu 9,266908
cografi bilgi 8,901550
yillar1 arasinda 8,838717
A3.4 CHI-SQUARE
BIGRAM VALUE
ayse cagliyan 19944,800985
camlik magaralari 19944,800985
dogrultu atim 19944,800517
giris cikis 19944,800517
marly bare 19944,800517
antep fistig1 19944,800517
din¢ durmaz 19944,800517
esigi depresyonlarini 19944,800517
figu 19944,800517
gaussian filter 19944,800517
geka.org.tr yukleme 19944,800517
geolsci micropal 19944,800517
kontey ner 19944,800517
lokanta kahvehane 19944,800517
micropal foram.html 19944,800517
necmettin erbakan 19944,800517
sorunla karsilasmadigi 19944,800517
talveg kotundaki 19944,800517
www.gumrukticaret.gov.tr altsayfa 19944,800517
www._jains.com.tr uploaded 19944,800517
A3.5 LIKELYHOOD
BIGRAM VALUE
mezunu dgretmenlerin 2266,892463
yayinlar1 no 1772,654693
ering kuraklik 1668,385116
ortagag sicak 1588,722641
faktor analizi 1584,762470
rearranged from 1425,582963
analizler sonucunda 1406,904730
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associated with 1400,864880
maden ¢ay1 1395,313867
etkinlik indisi 1394,902071
ozellikle kis 1394,061972
analizi sonucunda 1389,335717
etkisi altinda 1387,282842
formasyonlarinin alansal 1385,115607
deniz altinda 1383,170823
su altinda 1382,051339
sehircilik miidiirligii 1378,385491
subesi miidiirliigi 1377,477438
yanan alanlarda 1377,146539
kiyasla alansal 1376,118246

A3.6 MUTUAL INFORMATION

BIGRAM VALUE

a.cografya 6gretmeninden 17,605653
abrasion platform 17,605653
acaglayan firat.edu.tr 17,605653
accompanied assessments 17,605653
acquire guidance 17,605653
acreage shown 17,605653
adalarindan endonezya’ya 17,605653
adetten bagladigindan 17,605653
adnksdagitapp adnks.zul 17,605653
afel giinéte 17,605653
affairs reviw 17,605653
agregat stabilitesi 17,605653
ailem akrabalarimin 17,605653
akamete ugratir 17,605653
akarsulan daglan 17,605653
akarsularinin énemlilerinden 17,605653
akarya kit 17,605653
akaryakitla dolduruyordu 17,605653
akdag’in kuzeyindekiler 17,605653
akdilek aybasti 17,605653
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A4.ECONOMICS

Ad4.1 FREQUENCY

BIGRAM VALUE

sosyal bilimler 219
kayit dis1 217
yeni ekonomi 194
kayitdisi ekonomi 174
bilimler enstitiisii 170
enstitiisii dergisi 158
s6z konusu 130
dergisi cilt 116
iiniversitesi sosyal 111
iigiincii yol 105
kayitdigi ekonominin 101
sosyal bilgiler 94
ortaya ¢ikan 82
bilimler dergisi 74
disi ekonomi 74
¢.ii sosyal 72
dis1 ekonominin 69
ver alan 68
biit¢e agiklari 67
ankara iiniversitesi 65
A4.2 NULL - HYPOTHESIS

BIGRAM VALUE

ekonomi ekonomi

4,589258E-05

ekonomi ekonomik

4,452876E-05

ekonomi sosyal

3,300447E-05

ekonomik sosyal

3,202365E-05

sosyal ekonomik

3,202365E-05

ekonomi yeni

2,795833E-05

yeni ekonomi

2,795833E-05

yeni ekonomik

2,712748E-05

sosyal yeni

2,010674E-05

yeni sosyal

2,010673E-05

ekonomi énemli

1,899121E-05

dnemli ekonomik 1,842683E-05
yeni yeni 1,703256E-05
ekonomi dergisi 1,534299E-05
ekonomi tiirkiye 1,503613E-05
tiirkiye ekonomi 1,503613E-05

ekonomi ortaya

1,496794E-05
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tiirkiye ekonomik

1,458929E-05

kayitdisi ekonomi

1,404736E-05

ekonomi kayitdisi 1,404736E-05
A4.3 T - TEST

BIGRAM VALUE

sosyal bilimler 14,709760
kayit dig1 14,701759
yeni ekonomi 13,529561
bilimler enstitiisii 13,019436
kayitdig1 ekonomi 12,979317
enstitiisii dergisi 12,537012
s6z konusu 11,389083
dergisi cilt 10,732900
iiniversitesi sosyal 10,383516
ii¢iincii yol 10,219859
kayitdisi ekonominin 9.968168
sosyal bilgiler 9,627020
ortaya ¢ikan 9,030254
bilimler dergisi 8,531238
¢.il sosyal 8,443942
dis1 ekonomi 8.383397
dis1 ekonominin 8,239922
yer alan 8,216054
biitge agiklari 8,168818
ankara iiniversitesi 8,008652

A4.4 CHI - SQUARE

BIGRAM VALUE

vrd tmt 198689,014368
asuman oktayer 198689,014368
yaln zca 198689,010482
asia minor 198689,007771
dwlk & 198689,007771
abant izzet 198689,007771
akgul.bilkent edu.tr 198689,007771
izzet baysal 198689,007771
icerip icermedigini 198689,007771
kapi talist 198689,007771
ker porter 198689,007771
marie claire 198689,007771
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mektep hocasi

198689,007771

tansu ¢iller 198689,007771
tepeden inmeci 198689,007771
thousand oaks 198689,007771
ulgen tam.doc 198689,007771
ucan satolar 198689,007771
www.adana to.org 198689,007771
dos santos 198689,005481
A4.5 LIKELIHOOD
BIGRAM VALUE
test sonuglari 1585,679007
televizyon yay 1497,630039
déneme ait 1464,124933
quarterly journal 1389,446052
kalkinmis iilkelerde 1388,573809
iizerine etkileri 1385,943418
european journal 1381,194135
american journal 1380,526090
iktisadi etkileri 1380,203765
growth journal 1376,007505
uygun politikalari 1372,179486
istikrarli risk 1371,696365
economic journal 1367,293458
kaynaklanan yapisal 1366,711242
insanlarin risk 1366,656817
itibaren yapisal 1365,657527
dolayisiyla yapisal 1363,777481
arasindaki yapisal 1362,522851 | -
figiincii yol 1328,532381
kayitdisi ekonominin 098,784176
A4.6 MUTUAL INFORMATION
BIGRAM VALUE
a.lda"t s6 17,600152
a.o balkanli 17,600152
a.vasl tasiz 17,600152
a:ieak selm 17,600152
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aat miihendisleri

17,600152

abbasi s.m 17,600152
abdelma lek 17,600152
abi deye 17,600152
abul eenea 17,600152
ab’nin benimsedigi 17,600152
acti vity 17,600152
addansa sasa 17,600152
adl yazllmaltdu 17,600152
adli kitabinin 17,600152
adnib1 tmti1 17,600152
adolf sootbeer 17,600152
adun etmistir 17,600152
ady worswick 17,600152
aeyl f.dtm 17,600152
ag.daki karakteristiklerde 17,600152
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