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ABSTRACT 

 

 

Constructing Low Diameter Topic-Based Pub/Sub Overlay Network  

With Minimum Maximum Node Degree 

 

 

 

LAYAZALI, Sina 

M.Sc., Department of Computer Engineering 

Supervisor: Prof. Dr. Müslim BOZYİĞİT 

 

January 2016, 55 pages 

 

 

 

Publish/subscribe communication systems, where a large number of nodes (publishers and 

subscribers) are interested in variety of topics, have received more attention in recent years. 

Constructing an efficient overlay network that connects the nodes interested in several topics is 

an important issue in these systems. In constructing effective and scalable overlay networks, 

pub/sub network designers prefer to keep the diameter and maximum degree of the network low. 

This is in addition to lower running time cost and higher scalability. However, the existing 

algorithms seem to fail in decreasing maximum node degree and reducing diameter. 

 

To address these issues for a given set of nodes with variety of topics, we present a heuristic 

algorithm known as Constant Diameter Minimum Maximum Degree (CD-MAX) which 

decreases the maximum node degree and maintains the diameter of the overlay at most at two. 

The new algorithm improves the maximum node degree, by 64 percent.  

 

The CD-MAX algorithm selects the node with the lowest node degree and connects it to its 

neighbors. For more than two nodes with an equal highest node degree, this algorithm selects the 
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node with the highest density. The CD-MAX algorithm has a refinement version that decreases 

the maximum node degree even further.  

The algorithm is validated and analyzed through simulations.  

 

Keywords: Peer-To-Peer Network, Publish/Subscribe Systems, Overlay Network Diameter, 

Node Degree, Decentralized / Centralized Topology, Minimum Maximum Node Degree.  
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ÖZ 

 

 

 

Minimum Maksimum Düğüm Dereceli Düşük Çaplı Konu Tabanlı Yayınla / Abone Ol 

Bindirmeli Ağ Kurulumu 

 

 

 

 

Sina LAYAZALI 

Yüksek Lisans, Bilgisayar Mühendisliği Bölümü 

Tez Yöneticisi: Prof. Dr. Müslim BOZYİĞİT 

Ocak 2016, 55 sayfa 

 

 

 

Birçok abonelik içeren, Yayınla / Abone Ol iletişim sistemleri giderek daha yaygınlaşmaktadır. 

Konuların her birine ayrı ayrı abone olmuş düğüm iletişimlerini birbirine bağlayan etkin bir 

bindirmeli ağ tasarımı yapmak bu sistemlerin temel problemidir. Bir bindirmeli ağ tasarlamak 

için ideal olan, yalnızca maksimum düğüm derecesinin düşük tutulması değil, aynı zamanda ağın 

düşük çaplı ve ölçeklenebilir olması da önemlidir. Mevcut algoritmalar maksimum düğüm 

derecesi ve çapını düşürmekte başarısız bulunmaktadır.  

 

Bu çalışmada, maksimum düğüm derecesini düşüren ve ağ çapını en fazla ikide sabitleyen, Sabit 

Çap Minimum Maksimum Dereceli (CD-MAX) adı verilen yeni bir algoritma sunulmaktadır. 

CD-MAX algoritması maksimum düğüm derecesini yaklaşık %64 iyileştiren bir algoritmadır.  

Ölçeklenebilir bir ağ kurabilmek için, CD-MAX algoritması en düşük düğüm dercesine sahip 

düğümü seçer ve bu düğümü bitişik düğülmelere bağlar. Eşit düğüm derecesine sahip birden 

fazla düğüm varsa, algoritma en yüksek yoğunluğa sahip düğümü seçer. CD-MAX 
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algoritmasının düğüm derecesini daha da aşağı çeken bir versiyonu da  bu çalışmaya dahil 

edilmiştir. 

 

Algoritmanın doğrulanması ve analizi simülasyon ortamında gerçekleştirilmiştir. 

 

 

Anahtar Kelimeler: Eş Düzeyli ağ, Yayınla / Abone Ol Sistemleri, Bindirmeli Ağ Çapı, Düğüm 

Derecesi, Dağıtık / Merkezi Topoloji, Minimum Maksimum Düğüm Derecesi. 
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CHAPTER I 

 

INTRODUCTION 

 

 

1.1 Background 

 

In pub/sub systems, publishers forward different types of messages to specific subscribers in a 

decoupled mode. Publishers broadcast the information through logical channels and subscribers 

receive them based on their topic interests. Pub/sub systems are divided into two different types 

namely topic-based and content-based. In the first group, publishers broadcast their messages to 

the “topics”, where each topic is exclusively pertained to a specific logical channel. Then 

subscribers receive all messages associated with the topics to which they subscribed [1]. 

Publishers also take the responsibility of classifying the messages which subscribers can receive.  

 

In a content-based system, subscribers only receive those messages whose attributes match with 

the interest of subscribers. These attributes characterize the logical channels [2]. Because of 

scalability and wide applicability, many applications such as stock-markets, Twitter, GUIs, cloud 

computing, online multiplayer games and RSS brokering services have been introduced during 

the last decade [3] [4] [5].  

 

In this work, a fully decentralized topic-based pub/sub system based on the P2P connected 

overlay for each topic 𝑚 is studied. For each topic 𝑚 ∊ 𝑀, the subgraph derived from the nodes 

interested in 𝑚 is connected. Hence, the nodes interested in topic 𝑚 do not need to rely on other 

nodes in order to send or receive their messages. Such a network is referred to as topic-

connected. Since nodes with a high number of connections need to maintain all the connections 

(e.g., checking the accessibility of neighbors) and data streaming through the connections, the 

overlay networks with low maximum node degree and low diameter are desirable in empirical 

studies. If there is a proper correlation between node subscriptions, then by adding only one edge 

between two nodes, the connectivity of many topics subscribed by those two nodes will be 

satisfied.  
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Hence, the maximum node degree and number of connections provided by the overlay will be 

considerably lower. The importance of the contribution of nodes has been highlighted in recent 

papers such as “Constructing Scalable Overlay for pub-sub with Many Topics” shown by 

“Gregory Chockler” [6]. 

 

In this thesis, we focus on constructing an efficient TCO with the least possible maximum degree 

and a maximum diameter of 2. Reducing the maximum degree of overlay can play a vital role in 

a variety of network fields such as survivable and wireless network design [7] [8] [9] [10]. 

Chockler et al. presented the concept of topic-connectivity in which an individual overlay 

network connects nodes with similar topics [6]. They introduced the Greedy Merge algorithm to 

construct an overlay with the least possible number of connections. We use their idea as a 

reference and a principle to construct an effective and scalable overlay network. Furthermore, a 

number of other solutions for overlay design have been introduced recently [2]. However, all of 

these existing methods suffer from high diameter or maximum node degree [11] [12] [13]. 

 

1.2 Objectives 

 

The aim of this dissertation is to develop an algorithm to construct a scalable TCO which has a 

low maximum node degree and a constant diameter 2 simultaneously. In fact, our algorithm  

(CD-MAX) has improved the results of the algorithms in the literature including CD-ODA І and 

CD-ODA ІІ. These algorithms are implemented on the network and the results were compared 

with the results of CD-MAX. 

 

1.3 Organization of the Thesis 

 

This dissertation contains six chapters. In Chapter I, we introduce the problems related to 

pub/sub systems design and the main goal of this dissertation is explained. In Chapter II, we 

conduct a survey on pub/sub networks. In Chapter III, the concept of the Greedy Merge 

algorithm has been interpreted which builds an overlay with minimum number of edges. The 

algorithm plays a principle role for constructing an efficient pub/sub overlay network.  
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In chapter IV, the algorithms which have been used for Topic-Based pub/sub Overlay Network 

design are demonstrated.  

 

Chapter V includes the developments and discussion of CD-MAX. Chapter VI includes the 

comparison of experiment results of the CD-MAX algorithm with existing methods, such as GM, 

CD-ODA, CD-ODA І and CD-ODA ІІ. Finally in Chapter VII, the conclusion is presented.  
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Chapter II 

 

Publish/Subscribe systems 

 

 

2.1 Introduction 

 

The pub/sub systems attract large number of users due to loosely coupled communication [14] 

[15] [3] [12] [16] [17]. Generally, subscribers irrespective of publishers express their passion for 

an event occurring in the environment. Then they receive the events which are coincident with 

their interests asynchronously. Pub/sub systems are well-known communication paradigm to 

establish wide range of distributed applications [18] [19] [20] [21] [22] [23] [24] [25] [26] [27] 

[28]. Today, the Internet has significantly reshaped the distributed systems which comprise large 

numbers of entities whose behavior should change under different conditions. These constraints 

increased the demand for loosely coupling approaches which improved the flexibility and 

scalability of applications [29]. In pub/sub systems, publishers who are conscious of the 

attendance of subscribers, broadcast information pertaining to a variety of events throughout the 

system by assigning a specific value from a set of well-defined attributes. After that, the 

subscribers who announced their topics of interest by proper subscription, wait until they are 

informed about a matched phenomenon. The pub/sub structure delivers the events to subscribers 

whose subscriptions are matched to those events [30]. Creating a centralized pub/sub system 

provides a proper view of the system which leads to matching algorithm implementation to 

becoming much easier. However, there is one drawback. It lacks scalability when the number of 

publishers and subscribers grows. Therefore, a decentralized pub/sub topology is more suitable 

in order to provide an effective techniques for matching. The P2P model is a suitable architecture 

to establish large scale distributed systems [31]. 

 

Generally, pub/sub systems are classified in two different groups namely topic-based and 

content-based. The first group appears as a news room where users participate in an ideal group 

of topics by declaring their interests. Consequently, all messages about those topics will be sent 

to every user who has joined that particular group [32]. 
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On the other hand, a content-based method allocates an ability to their users to express their own 

interests by assigning predicates over a specific value from a set of well-defined attributes. In 

fact, the matching algorithm between publishers and subscriptions is implemented based on the 

value of attributes referred to as content.  

 

In order to achieve scalability and fault tolerance, pub/sub systems are implemented in a 

distributed manner. Distributed solutions mostly attempt topic-based systems [33] [34]. 

However, in content-based systems, some intend to multicast messages according to routing trees 

methods and a number of others use the concept of rendezvous guaranteeing all the events and 

subscriptions take part in the system [6] [29] [35] [36] [37] [38]. Furthermore, a number of 

application designers endeavor to combine both content-based and topic-based pub/sub systems 

[27]. For instance, in some implementation, a topic-based system is accomplished in a 

decentralized manner by utilizing a DHT, such as by Peter “Triantafillou and Ioannis 

Aekaterinidis” [39]. 

 

2.2 Publish/Subscribe Challenges  

 

In order to design a pub/sub system, there are three main challenges; these include: 

 How subscribers can express their interests in the events observed by the system.  

 How notification service, which can be an individual, centralized server or a collection of 

distributed processes, are performing; and 

 How publishers forward messages to subscribers. In other words, in which manner 

notification services manage the underlying network levels to send content to subscribers 

properly. 

These states are coupled strongly and their contribution can affect system performance. For 

instance, a rudimentary subscription algorithm may improve the functionality of multicasting; 

however, it facilitates poor expression ability for subscribers to announce their interested topics 

[30]. 
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Figure 2.1: General Pub/Sub System Model 

 

2.3 Principle Publish/Subscribe Characteristics 

 

In this section, a general view of the pub/sub system with its functions and components 

participating in the system is presented. Figure 2.1, shows a generic model of a pub/sub system. 

 

2.3.1 Publish/Subscribe Components 

 

Generally, a pub/sub system can be modelled as a trimerous <∏, β, ∑ > collections of functions. 

The sets involved are determined based on their functionality: ∏ = 𝑝0, … , 𝑝𝑖−1 is a set of 

𝑖 processes in the system that act as publishers providing information to those need it. 

∑ = 𝐶0, … , 𝐶𝑗−1 is set of 𝑗 processes referred to as subscribers that are known as consumers of 

information provided by publishers. The set of publishers and the set of subscribers can have 

non-zero intersection, which means that the process can also operate as both publisher and 

subscriber.  

β = 𝐵0, … , 𝐵𝑘−1 is set of k processes known as brokers. 

It is assumed that publishers and subscribers are not coupled, meaning that a process in ∏ is not 

able to make a connection directly with a process that belongs to ∑ nor contrariwise (unless it 

acts as both publisher and subscriber).  
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Decoupling is an ideal feature of communication systems. Systems with decoupling mechanism 

do not need to consider any issues such as addressing and synchronization. 

A set of brokers named β, presents a logical centralized service that enables publishers and 

subscribers to connect. In other words, any publisher or subscriber can exclusively connect to the 

brokers in order to send or receive specific information. Not only do brokers provide 

communication between publishers and subscribers, they also keep publishers and subscribers in 

a decoupled mode during communication process.   

A broker is also referred to as a notification service and every publisher and subscriber 

participating in the network acts as a client for the broker. [40].  

 

2.3.2 Publisher and Subscriber Communication Mechanism 

 

Each publisher or subscriber can interact with a notification service via a set of provided 

functions. A publisher broadcasts some specific data pertaining to an event 𝑞 to other 

components by implementing the publish (𝑞) function over the broker. After that, the broker 

submits the information to specific subscribers by executing notification (𝑞) over them.  

  

In pub/sub systems, subscriber can install or remove a subscription on the broker by executing 

the subscribe (𝜎) and unsubscribe (𝜎) functions respectively [30].  

 

2.3.3 Notification and Subscription 

 

In a pub/sub system, publishers create an event, while a broker dispatches the notification to 

consumers (subscribers). In pub/ sub systems, notifications are referred to as a collection of 

attribute-value pairs. Each attribute comprises a title, a plain character string, and a type, which 

is considered to be principle data types presented in programming languages or query languages 

(e.g. integer, real, string, etc.). Subscribers express their interests via subscription. A subscription 

is defined as a set 𝜕 = (𝑝, 𝑟) where, 𝑟 ∊ ∑ is the sets of subscribers waiting for an event and 𝑝 is 

responsible for announcing events occurring through the system. It can be said that a notification 

𝑛 matches a subscription if and only if it convinces 𝑝 associated with that subscription.  
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The algorithm which submits that notification 𝑛 coinciding with 𝑝 is referred to as matching, 

where (𝑛 ⊂ 𝑝) [30]. 

 

 

2.4 Network Communication Topology 

 

Before we start considering the pub/sub architecture, it would be very helpful to consider some 

basic information about two important network communications protocols namely client-server 

and P2P, as explained as follow: 

 

2.4.1 Client-Server Network Architecture 

 

Today client-server networks are ubiquitous in array of applications. Websites are example of 

client-server networks where users send request to servers in order to acquire specific 

information.  

Moreover, desktop applications which comprise local and wide area network connectivity are 

connected to a server. Figure 2.1 shows a simple client-server architecture. 

There are many applications in which client-server architecture is implemented; however, most 

suffer from scalability issues meaning an increasing number of clients over the network, would 

increment communication load on the server, thereby leading it to collapse or inability to 

respond. 

 

 

 

 

 

 

 

 

 

Figure 2.2: Client-Server Architecture 

Server 

Client 
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Figure 2.3 shows the clients-server architecture with many clients. Recently, to solve this 

drawback, a number of solutions have been presented. Examples include the “scale up” which 

dedicates more power and resources to the server and “scale out” which adds extra severs [41].  

However, there are obstacles to set up solutions on the networks. For example, scaling up is 

costly due to requirements for more advanced hardware. Although the second solution is 

potentially more flexible, additional infrastructure layers are required.  

 

 

 

 

Figure 2.3: Client-Server Architecture with Large Number of Clients 

 

2.4.2 Peer-To-Peer (P2P) Network Architecture 

 

P2P has been one of the most effective technologies presented in the field of networking in 

recent years. Although file sharing applications use P2P, it does not mean that P2P is merely 

used in only file sharing applications. P2P can be seen as an ad-hoc network or two connected 

PCs in a room transferring specific files [42]. 

 

Recently P2P file sharing applications such as Napster, Scribe, Bayeux and Siena have 

astonished many users [41]. An employer’s idea is that “P2P provides users to share their content 

and beneficial services in a decentralized manner” [43].  
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This definition highlights two principle characteristics of P2P networks.  

 

 Scalability: compatibility of the system in terms of changes in the size. For example, 

Stability and simplicity of the network should be guaranteed even though network 

components are growing. 

 Fault Tolerance / Reliability: failure of each component cannot cause to malfunction 

of an entire system. 

 

Files sharing networks, such as Gnutella are desirable example of reliability and scalability of 

P2P networks. P2P networks are classified into two distinct classes: Pure P2P and Hybrid P2P. 

In the first group, there is no central server. Gnutella and Freenet are well known examples of 

this type of network. Unlike the Pure P2P networks, in Hybrid networks, such as Magi, Groove 

and Napster a central server is provided to obtain specific information like peer identity. In this 

type of network, every peer before connecting to others should primarily contact a central server 

[41]. 

 

2.4.2.1 Peer-To-Peer Architecture Topology 

 

The P2P approach differs from its rival, the client-server attitude. Instead of concentrating on 

making communication between the server and its own clients effective, P2P tends to consider 

the manners in which clients communicate. For example, a website called www.book.com 

declares that a new version of book published on the website can be downloaded for free. 

However, the download link will be removed following day. Therefore, users will engage with 

refreshing the page and they will be eager to download the book once it appears. If we imagine 

that when a book becomes available, massive requests through clients cause server collapses 

under the strain.  

Now it is time for P2P to take center stage in order to prevent a web browser collapse. Unlike the 

client-server mechanism, which tends to send files from a server to receivers (all clients) directly, 

P2P technology sends files to a small number of clients and a number of the remaining clients 

can download files from the clients that have already downloaded the file. Subsequently any 

other remaining clients can download the file from the second level and so on. This process will 

http://www.book.com/
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be even faster when a file is split into chunks and divided among clients who download it 

directly from a server or other clients who downloaded earlier.  

 

2.4.2.2 Peer-To-Peer Challenges 

 

In a P2P network app, each client should be capable of discovering, connecting and even 

communicating with other clients participating in a network application. To overcome such 

issues, the server can keep a list of clients which is accessible to clients that keep them in touch 

with themselves. Alternatively, they can use an infrastructure that enables the client to discover 

other clients. File sharing systems are mostly equipped with particular lists on the server in 

which services are defined as trackers. 

In a file sharing topology, a client can act as a server by proclaiming that it has a file available to 

share and so registers it with a tracker. It is obviously clear that a real (pure) P2P network 

comprises only clients. (that is, no servers at all) 

 

In P2P networks, dividing peers into different groups, where peers can communicate with their 

group members, boosts network performance and impedes connection topology to become 

extremely complex. Moreover, classifying peers in different local based groups can improve 

network performance, since peers can communicate with each other with a small number of hops 

among network computers.  

 

Although communication protocols, such as TCP/IP, have been advanced significantly, 

improvement in high-level (e.g. services) and low level technologies (e.g. multicast protocols in 

which multiple endpoints received data concurrently) are still continuing. 

Figure 2.4 shows a typical P2P architecture. P2P systems are convenient for pub/sub architecture 

design. 
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Figure 2.4: P2P Architecture 

 

A group of peers can be deem well-connected if and only if at least one of the following 

conditions can be implemented on them: 

 

 Any pair of peers can connect. In other words, any peer communicates with any ideal 

requested peer. 

 There are a small number of connections intersecting any pair of peers. 

 Removing any peer cannot impede other peers from communicating with each other. 

 

It has to be noted that these statements do not mean that each peer must connect to other peers 

directly. In fact, a group of peers which tends to be well-connected merely needs to connect with 

a very number of peers. 

 

2.5 Publish/Subscribe System Architecture  

 

The architecture of pub/sub generally can be divided into P2P and client-server groups [29]. 

Clients also perform as either subscribers, or publishers or both subscribers and publishers. From 

now on, publishes and subscribers are referred to as event clients. 
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2.5.1 Client-Server Model 

 

In this model, every components performs as an event client or broker. When an event occurs in 

the system, the broker broadcasts it to its clients. Moreover, each server communicates with 

other servers to achieve a number of benefits including scalability. 

 

The client-Server model can be designed in form of a Centralized Topology, Hierarchical 

Topology, Ring Topology and Irregular Polygon topologies.  

 

2.5.1.1 Star Topology 

 

In this topology, an individual central server intermediates between subscribers and publishers. 

As shown in Figure 2.5, four publishers broadcast events through the system to be delivered to 

subscribers interested in specific events. In this topology, it is feasible that a subscriber can 

receive events from any publishers randomly via a single server intermediating between 

providers and subscribers.   

 

 

 

 

 

 

 

 

 

 

Figure 2.5: Star Topology 
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2.5.1.2 Hierarchical Server Topology 

 

Due to the existence of hierarchical communication among event servers, this topology is 

referred to as hierarchical topology which is known as masterpiece of pub/sub system topology. 

As demonstrated in Figure 2.6, each server maintains a number of publishers and subscribers.  

In this topology, every event server is connected to a root server and server-to-server 

communication and client-to-server obey same protocol. 

 

The main purpose of this topology is to achieve scalability. A root server receives all broadcasted 

events and subscriptions from all of its clients and broadcasts them to its subtree. Moreover, the 

root server operates as a gatekeeper maintaining the traffic of the subtree. Note that, the server-

to- server and server-to-client connection protocols use similar protocol. 

 

  

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 2.6: Hierarchical Server Topology 
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2.5.1.3 Ring Topology 

 

As illustrated in Figure 2.7, servers communicate with other servers in a manner consistent with 

P2P, and the connection of servers is provided in the form of a ring. A server can communicate 

with other servers by bidirectional communication protocol to transmit subscriptions.  

The server-to-server communication type differs from the communication protocol used between 

clients and servers in terms of the amount and type of information that is being transmitted. 

In server-to-server communication, two end nodes manage the information for each other. In 

client-server communication, a client can create a subscription. Or it becomes a recipient for 

broadcasted messages. On the other hand, servers merely act as access points or as routers to 

send messages.  

 

 

 

 

 

 

 

 

 

Figure 2.7: Ring Topology 

 

2.5.1.4 Irregular Polygon Topology 

 

In fact, Irregular Polygon Topology is a generic version of Ring Topology in which all servers 

communicate in a ring form. Similarly to Ring Topology, servers in Irregular polygon topology 

communicate bidirectionally (Figure 2.8). 
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Figure 2.8: Irregular Polygon Topology 

 

2.5.2 P2P Model 

 

In the P2P paradigm shown in Figure 2.9, all nodes can operate in a variety of roles such as a 

publisher, subscriber, root or internal node of a multicast tree and each feasible combination 

related to them.  

In this topology, neither node servers nor node clients are determined and some server capability, 

such as persistence, transaction or security issues, is provided as a local part of the server nodes.  

The overlay network which is going to be design by CD-MAX is derived from the P2P model 

and from the Star Topology. In our topology every node is supposed to be both publisher and 

subscriber both. 

 

 

 

 

 

 

 

 

 

 

Figure 2.9 General Model of a Pub/Sub System based on the P2P model 
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CHAPTER III 

 

Greedy Merge Algorithm 

 

 

3.1 Introduction 

 

In this chapter, we focus on a basic pub/sub system design in which no intermediation (broker) is 

implemented. In order to design an efficient pub/sub system, an effective publication routing 

protocol can play a vital role on a system’s performance. Therefore, quality of a constructed 

overlay can be assessed based on the complexity of the routing scheme applied [21]. 

If all nodes subscribe the same topic 𝑚 ∈ 𝑀, the complexity would be intuitively minimized. In 

this case, the topic can be arranged into a dissemination tree that includes the following features 

[6] [16]: 

 

1. The tree comprises merely the nodes which are interested in topic 𝑚 

2. The diameter of the tree would be lower 

 

In this chapter, we only consider the first issue, the second issue will be dealt in the following 

chapters.  

 

Suppose that 𝐺 is an overlay network, then the essential prerequisite to include issue (1) is a 

topic-connectivity where a sub-graph connects all nodes interested in topic 𝑚. Note that, by a 

separated overlay terminology such as ring, tree or star, it would be much easier to create a topic-

connectivity when a new topic joins the system [6].  

 

To investigate this issue a minimum topic-connected overlay problem is introduced. The main 

goal of this problem is to design an overlay network with a minimum number of links. In this 

chapter, we present the GM algorithm that solves the problem of efficiency. The algorithm 

constructs an overlay including node set 𝑁, topic set 𝑀 and a topic assignment 

function (𝐼𝑛𝑡𝑒𝑟𝑒𝑠𝑡) with a minimum number of edges. 
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Note that this algorithm acts as a reference for our algorithm which builds the overlay network 

with the lowest maximum node degree. For all overlays considered in this thesis, each node can 

act as both publisher and subscriber. The 𝐼𝑛𝑡𝑒𝑟𝑒𝑠𝑡 assignment function for each node 𝑛 ∈ 𝑁 

subscribing topic 𝑚 ∈ 𝑀 is based on a Boolean type over an 𝑁 × 𝑀 matrix. Thus, the 

presentation of an interest function for node 𝑛 interested in topic 𝑚, is 𝐼𝑛𝑡𝑒𝑟𝑒𝑠𝑡 (𝑛, 𝑚) = 𝑡𝑟𝑢𝑒. 

An overlay network over the collection of nodes is a graph defined as follows: 

 

(𝑁, 𝐸) ∶ 𝐸 ⊆ 𝑁 × 𝑁 

 

We present a topic connected components for the topic as follows:  

 

𝑛 = {𝑛 ∈ 𝑁: 𝐼𝑛𝑡𝑒𝑟𝑒𝑠𝑡(𝑛, 𝑚)} 

 

3.2 The Minimum Topic Connected Overlay (MIN-TCO) Problem  

 

The principle aim of the MIN-TCO problem is to establish a topic connected overlay network 

with the least possible number of connections [6]. For a given set of nodes 𝑁, topics 𝑀 and a 

topic assignment function 𝐼𝑛𝑡𝑒𝑟𝑒𝑠𝑡 over 𝑁 × 𝑀, a definition of MIN-TCO (𝑁, 𝑀, 𝐼𝑛𝑡𝑒𝑟𝑒𝑠𝑡) is 

presented as follows: 

 

Definition: (MIN-TCO (𝑁, 𝑀, 𝐼𝑛𝑡𝑒𝑟𝑒𝑠𝑡)) establishes a topic connected overlay 

 𝐺 = (𝑁, 𝐸) such that:  

 

|𝐸| = min 𝐸′ ⊆  2𝐸{|𝐸′|: (𝑁, 𝐸′)} 

 

In addition, 𝑇𝐶𝑂(𝑁, 𝑀, 𝐼𝑛𝑡𝑒𝑟𝑒𝑠𝑡) has the responsibility of registering nodes into the overlay by 

utilizing the given number of links 𝑄 > 0. In other words, the possibility of joining node 𝑛 ∈ 𝑁 

into a topic connected overlay can be determined by 𝑇𝐶𝑂(𝑁, 𝑀, 𝐼𝑛𝑡𝑒𝑟𝑒𝑠𝑡). 
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Definition: (𝑇𝐶𝑂(𝑁, 𝑀, 𝐼𝑛𝑡𝑒𝑟𝑒𝑠𝑡, 𝑄)). Given 𝑖𝑛𝑝 = [𝑁, 𝑀, 𝐼𝑛𝑡𝑒𝑟𝑒𝑠𝑡, 𝑄], decide whether 

 𝑖𝑛𝑝 ∈  𝐿𝑇𝐶𝑂.  

 

Officially, 𝐿𝑇𝐶𝑂 = {[𝑁, 𝑀, 𝐼𝑛𝑡𝑒𝑟𝑒𝑠𝑡, 𝑄] is an overlay network 𝐺 = (𝑁, 𝑀) which provides a 

topic connected for each 𝑚 ∈ 𝑀, 𝐼𝑛𝑡𝑒𝑟𝑒𝑠𝑡, and |𝐸| =Q}. 

 

3.3 Greedy Merge Algorithm Implementation 

 

This algorithm begins with the overlay network 𝐺 = (𝑁, ∅). For each topic 𝑚 ∈  𝑀 there are 

 ∑ | {𝑛: 𝐼𝑛𝑡𝑒𝑟𝑒𝑠𝑡(𝑛, 𝑚) = 𝑡𝑟𝑢𝑒}|𝑚∈𝑀  individual topic connected components of 𝐺. 

The algorithm continues by connecting two nodes at each repetition, untill the resulting overlay 

comprises maximally one topic connected component for each 𝑚 ∈ 𝑀. The two pair of nodes 

connected during at each repetition, are those which have the greatest number of topics in 

common.  

 

For each new pair of nodes such as (𝑛, 𝑤) that is connected to the overlay network, 𝑀(𝑛,𝑤) ⊆ 𝑀 

is considered as a collection of topics 𝑚 ∈ 𝐼𝑛𝑡𝑒𝑟𝑒𝑠𝑡(𝑛, 𝑚) ∩ 𝐼𝑛𝑡𝑒𝑟𝑒𝑠𝑡(𝑤, 𝑚). Moreover, these 

nodes are associated with two distinct number of topic connected components of those topics. 

Therefore, when these nodes are connected, two topic connected components for each 𝑚 ∈

𝑀(𝑛,𝑤)are incorporated as an individual connected component 𝐶𝑚 = 𝑁𝑜𝑑𝑒𝑠[𝑛][𝑚] ∪

𝑛𝑜𝑑𝑒𝑠[𝑤][𝑚]. Hence, the coordination of (𝑛, 𝑤) reduces the quantity of topic connected 

components for each topic 𝑚 ∈ 𝑀 is |𝑇𝑛,𝑤|, where |𝑇𝑛,𝑤| is the number of topics subscribed to by 

nodes 𝑛 and 𝑤.  

At each repetition, the algorithm discovers the edge (𝑛, 𝑤) which its |𝑇(𝑛,𝑤)| is the maximum 

among all node.  

 

Clearly, each added edge leads the overlay to merge two topic connected components. The total 

number of topic connected components of the overlay is reduced at most. In addition, by adding 

an edge, the total number of topic 𝑚 ∈ 𝑀 subscribed by two nodes 𝑛 and 𝑤 is reduced by one.  
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When an edge with |𝑇(𝑛,𝑤)| > 0 cannot be discovered, the algorithm pauses. Because this 

condition implies that for each 𝑚 ∈ 𝑀, the subgraph 𝐺𝑚 ⊆ 𝐺 evolving with subscribers 

associated with that topic, is connected.  

 

In order to discover the ideal edge (𝑛, 𝑤), Algorithms 3.1 and 3.2 utilize an ancillary array 

LinkContrib. In fact, LinkContrib [𝑖] is the subset of all possible edges over 𝑁 × 𝑁 with 

contribution 𝑖; i.e., (𝑛, 𝑤)∈ 𝑙𝑖𝑛𝑘𝐶𝑜𝑛𝑡𝑟𝑖𝑏𝑢𝑡𝑖𝑜𝑛 [𝑖] if 𝑖 =  |𝑇(𝑛,𝑤)|. In other words, the LinkContrib 

for edge 𝑒 ∈ 𝑁 × 𝑁 connecting nodes 𝑛 and 𝑤, is the number of topics which are common 

between these two nodes. Algorithm 3.3 shows the implementation of the discovery of the best 

edge 𝑒 = (𝑛, 𝑤) to be added to the overlay. 

Note that, while edge 𝑒 is added to the overlay and omitted from LinkContrib, the contribution of 

the other edges should be updated.  

 

 

 

Algorithm 3.1: Data Structure of Greedy Merge Algorithm (“Chockler”) [6] 
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Algorithm 3.2: Data Structure Initialization of Greedy Merge Algorithm [6] 

 

 

 

Algorithm 3.3: Overlay Construction of the Greedy Merge Algorithm [6] 

 

3.4 Example for Greedy Merge Algorithm 

 

As it is obvious in Figure 3.1, there are 5 nodes which subscribe to different topics. In addition, 

there is a table of topic connected components which shows the total number of topics 

subscribed by each node. For this example, the GM algorithm finds two nodes which have the 
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maximum number of common topics and connects them with an edge. Put differently, any edges 

added to the network is the one which reduces the total number of topic connected components 

maximally. 

 

When these two nodes are connected, the number of each common topic will decrease by 1 and 

in the following, the topic connect component table will be updated. Figure 3.2 demonstrates the 

implementation of the GM algorithm over the overlay network. 

 

 

Nodes Topics 

𝑵𝟏 {𝐵, 𝐶, 𝐷} 

𝑵𝟐 {𝐴, 𝐵, 𝐶, 𝐸} 

𝑵𝟑 {A,D} 

𝑵𝟒 {A,B,X} 

𝑵𝟓 {A,X} 

 

 

Table 3.1: Topic Assignment for Example 3.1  
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Figure 3.1: Example of GM Algorithm Implementation (Part 1) 

 

 

 

 

Figure 3.2: Example of GM Algorithm Implementation (Part 2) 
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CHAPTER IV 

 

Low Diameter Publish/Subscribe Overlay Algorithms 

 

 

4.1. Introduction 

 

In this chapter, the existing low-diameter algorithms for constructing a topic-based pub/sub 

overlay network including the number of nodes 𝑛 ∈ 𝑁 interested in topic 𝑚, will be presented. 

The overlays are constructed in a decentralized manner by these algorithms. Hence, the nodes 

which are subscribed to similar topics do not need to depend on other nodes to forward their 

messages through the network. As mentioned in Chapter ІІІ, most of the approaches 

simultaneously failed to decrease the maximum degree and the diameter of the overlay. For 

example, “Chockler” posed the GM algorithm to solve the problem. Although, the algorithm 

prepares a low maximum node degree and requires the lowest number of links to construct an 

overlay. However, this algorithm suffers from a high rate of diameter and a lack of scalability 

[6]. This algorithm is presented in Chapter ІІІ. The CD-ODA, CD-ODA І and CD-ODA ІІ 

algorithms establish a topic-based pub/sub network in which each node interested in a variety of 

topics is assured to have low a diameter to forward its messages. However, the maximum degree 

resulting from these algorithms is considerably high. 

The diameter and maximum degree provided by a network can play a vital role in efficient 

routing [7] [9] [44]. Hence, designing a network with a minimum diameter and low maximum 

degree can noticeably improve the simplicity and performance of the network. In the following 

chapters, the efficiency of our presented algorithms is validated by experimental results.  

 

4.2 Constant Diameter Overlay Design Algorithm (CD-ODA) 

 

This algorithm starts with an overlay network defined in Chapter ІІІ as 𝐺(𝑁, ∅).  

At each repetition, a node with the highest number of neighbors is selected. the number of 

neighbors for node 𝑛 can be computed as follows: 
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𝑛𝑢 = |{𝑛 ∈ 𝑁|∃∈ 𝑀, 𝐼𝑛𝑡𝑒𝑟𝑒𝑠𝑡(𝑛, 𝑚) = 𝐼𝑛𝑡𝑒𝑟𝑒𝑠𝑡(𝑢, 𝑚) = 1}| 

 

 

 

Algorithm 4.1: CD-ODA Algorithm (“Onus”) [2] 

 

When node 𝑢 with all its neighbors is connected, all topics associated with the interests of node 𝑢 

will be emitted from the topic sets. The CD-ODA algorithm is shown by Algorithm 4.1.  

 

4.3 Constant Diameter Overlay Design Algorithm І (CD-ODA І) 

 

In order to design a network, Algorithm (CD-ODA) considers the number of neighbors, but 

Algorithm (CD-ODA І) presented below, checks the number of weighted neighbors. Similarity 

to the previous algorithm, Algorithm 4.2 starts with an overlay network𝐺(𝑁, ∅). At each 

repetition, node 𝑢 which has the maximum number of weighted neighbors is selected.  

Node 𝑢 and its neighbors are connected, and then the topics in which node 𝑢 is interested, will be 

removed from the topic list. 
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Algorithm 4.2: CD-ODA І Algorithm (“Onus”) [2] 

 

4.4 Constant Diameter Overlay Design Algorithm ІІ (CD-ODA ІІ)  

 

Similarity to the other presented algorithms in this section, this algorithm also starts up with an 

overlay network 𝐺(𝑁, ∅).  

 

 

 

Algorithm 4.3: CD-ODA ІІ Algorithm (“Onus”) [2] 
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During each repetition, each node which has maximum connection density 𝑑𝑢is selected. Then, 

the edges between a selected node and its neighbors are added. Afterwards, all topics in the 

node’s subscription are removed from set of topics. Since all these three algorithms construct a 

network based on the star topology, the diameter of the network will be at most 2. In other 

words, all nodes deployed over the network, require maximally 2 connections to forward or 

receive any subscribed messages. Compared with the GM algorithm, these algorithms have 

considerably lower diameter. However, the number of edges needed to connect the nodes is 

higher than for the GM algorithm. 

In addition, these three algorithms suffer from high rate of maximum node degree. 
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CHAPTER V 

 

Low Diameter Topic-Based Pub/Sub Overlay Network  

With Minimum Maximum Node Degree Algorithm 

 

 

5.1 Introduction  

 

Most of the approaches to designing a scalable overlay network have failed to achieve a good 

tradeoff between maximum degrees and diameter of the overlay. To decrease the number of 

connections, Chockler et al. presented the problem of constructing overlay with the least possible 

links. He considered this issue as an NP-Complete problem and posed the greedy merge 

algorithm to solve that problem [6]. Moreover, a number of other solutions presented in the 

previous chapter provide overlays with a low rate of diameter. Nevertheless, the maximum node 

degree of these approaches is considerably high [2] [21] [45].  

 

In this chapter, a novel algorithm (CD-MAX) is presented in order to design an overlay with 

minimum maximum node degree. As CD-MAX builds the overlay in a star topology, the 

algorithm keeps the diameter of the overlay at most at 2. The algorithm improves the maximum 

degree by 64 percent. To construct a network, CD-MAX initially selects the nodes which have 

the lowest node degree. Each selected node takes the responsibility of topics to which they are 

subscribed. Moreover, the CD-MAX algorithm is attached with 𝑟𝑒𝑓𝑖𝑛𝑒𝑚𝑒𝑛𝑡 that improves the 

maximum degree. 

  

After CD-MAX implementation, the 𝑟𝑒𝑓𝑖𝑛𝑒𝑚𝑒𝑛𝑡 checks all the nodes with a maximum node 

degree. Then, it discovers other nodes with a lower degree for topics subscribed to by the node 

with a maximum node degree. If the 𝑟𝑒𝑓𝑖𝑛𝑒𝑚𝑒𝑛𝑡 can find alternative nodes, the edges which are 

connected to the node with a maximum node degree will be removed. After that, any discovered 

nodes become the center of topics which are subscribed by the previous node. In this chapter, 

five different examples are illustrated that give an explicit view of the CD-MAX algorithm. We 

validate and analyze the performance of the algorithm in the following chapter. 
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5.2 Implementation  

 

In this section, we present the CD-MAX algorithm in order to decrease the maximum node 

degree problem. This algorithm shown in Algorithm 5.1, starts with the overlay network 𝐺(𝑁, ∅) 

similarity to other presented algorithms. During each loop, CD-MAX selects a node 𝑢 with 

maximum connection density 𝑑𝑢 among those which increase the current maximum degree 

minimally. Afterward, node 𝑢 is connected to its neighbors and the topics subscribed by node 𝑢 

are eliminated from the original topics set. In other words, upon each repetition, the CD-MAX 

algorithm selects the node 𝑢 with the lowest node degree. If CD-MAX finds more than two 

nodes with an equal lowest node degree, the algorithm selects the node with the highest node 

density (𝑑𝑢). Then, CD-MAX adds edges between node 𝑢 and all nodes defined as its neighbors. 

Topics subscribed by the node 𝑢 will be removed from the topic sets. 

 

Note that the CD-MAX algorithm includes a refinement part. When CD-MAX is terminated,  

CD-MAX 𝑟𝑒𝑓𝑖𝑛𝑒𝑚𝑒𝑛𝑡 takes center stage. It checks all nodes and finds the nodes with the 

maximum degree, which are the center nodes for specific topics. After that, it searches the 

overlay to discover alternative nodes with a lower node degree for those topics to which they 

subscribed by the node with a maximum node degree. If 𝑟𝑒𝑓𝑖𝑛𝑒𝑚𝑒𝑛𝑡 manages to locate those 

nodes, the edges related to the node with a maximum node degree will be removed and new 

discovered nodes will be connected to their neighbors for those topics. 

 

We call this trend CD-MAX 𝑟𝑒𝑓𝑖𝑛𝑒𝑚𝑒𝑛𝑡 for this part of the algorithm. This feature can decrease 

the maximum node degree more significantly than the normal CD-MAX algorithm. This algorithm 

is shown in Algorithm 5.2. 
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Algorithm 5.1: CD-MAX Algorithm 

 

 

 

Algorithm 5.2: CD-MAX refinement Algorithm  
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5.3 CD-MAX Algorithm Complexity 

 

In this section, it is proved that all algorithms with the lowest diameter are implemented 

in Θ(|𝑁|2 ∗ |𝑀|2) time. These algorithms build an overlay with a constant diameter of 2 for each 

topic. During running time, we can calculate overall neighbors’ weight or the density for each 

node. 

 

 In the CD-MAX algorithm, node 𝑞 with a minimum degree is selected to be the center of the 

topics to which it subscribes. The topics to which node q subscribes will be removed from the 

topics list. This iteration will be repeated until all topics are checked. At each iteration, one topic 

minimally will be checked. Hence, CD-MAX algorithm need Θ(|𝑁|2 ∗ |𝑀| ∗ |𝑀|) = Θ(|𝑁|2 ∗

|𝑀|2)time to check all topics. Our algorithm builds an overlay with diameter at most at 2, because 

it constructs a star topology for each topic. 

 

5.4 Examples 

 

In order to present the concept of our algorithm, five different examples are demonstrated. None 

of the existing algorithms presented can build an overlay with lower than the minimum maximum 

degree achieved by CD-MAX algorithm. These examples play a key role in clarifying the concept 

of the CD-MAX algorithm.  

 

Example 5.1: Maximum node degree of all the algorithms is the same 

 

As illustrated in Table 5.1, each node is interested in topics 10 and 20. According to Figure 5.1, 

all algorithms CD-ODA, CD-ODA І, CD-ODA ІІ and CD-MAX require 𝑛 − 1 to construct the 

overlay with a diameter of 2. In addition, the maximum degree of all these algorithms is 𝑛 − 1. 

 

Nodes Topics 

𝑵𝒏 {10,20} 

 

Table 5.1: Topic Assignment for Example 5.1 
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Figure 5.1: Implementation of CD-MAX Algorithm over Example 5.1  

 

Example 5.2: CD-MAX Improved the Maximum Node Degree of the Overlay 

 

Based on Table 5.2, node collection 𝐴 is interested in topics10 and 20. Node collection 𝐵 

subscribed to topics 10 and 30. Node collection 𝐶 subscribed to topics 20 and 30. Node 

collection 𝐷 subscribed to topic 10 and 40. Note that each collection comprises an unknown 

number of nodes, in this case 𝑛.  

 

To construct the overlay based on CD-ODA, CD-ODA І, CD-ODA ІІ and CD-MAX, we need 

6𝑛 − 2 edges. The first three existing algorithms have a maximum node degree at a rate of  

4𝑛 − 1. However, CD-MAX builds the overlay network at a maximum of 3𝑛 − 1. The red and 

black arrows demonstrate the implementation of CD-MAX and other existing algorithms 

respectively (Figure 5.2). Note that, CD-MAX refinement could not decrease the maximum node 

degree for this example. 
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Nodes Topics 

Collection 𝑨 {10,20} 

Collection 𝑩 {10,30} 

Collection 𝑪 {20,30} 

Collection 𝑫 {10,40} 

 

 

Table 5.2: Topic Assignment for example 5.2 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 5.2: Implementation of CD-MAX Algorithm over Example 5.2  
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 Example 5.3: Maximum node degree of CD-MAX algorithm is lower  

 

As shown in Table 5.3, (𝑛 − 1)/4 nodes are interested in topics {10,20}, (𝑛 − 1)/4 nodes are 

interested in topics {20,30}, (𝑛 − 1)/4 nodes are interested in topics {30,40} and (𝑛 − 1)/4 nodes 

are interested in topics {40,50}. In addition, node 𝑢 subscribes to topics {10,20,30,40,50,60}.  

According to the three existing algorithms, node 𝑢 is the center of all topics and it would be 

connected to all nodes. As it is obvious in Figure 5.3, the CD-MAX algorithm provides the overlay 

at a (2 ∗
𝑛−1

4
) + 1 maximum degree. For this example, the CD-MAX algorithm improved the 

maximum degree of the overlay at 50% lower than the others. Same as previous example, the CD-

MAX 𝑟𝑒𝑓𝑖𝑛𝑒𝑚𝑒𝑛𝑡 cannot improve node degree of the overlay. 

 

 

Nodes Topics 

Set A {10,20} 

Set B {20,30} 

Set C {30,40} 

Set D {40,50} 

𝒖 {10,20,30,40,50} 

 

 

Table 5.3: Topic Assignment for Example 5.3 
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Figure 5.3: Implementation of CD-MAX Algorithm over Example 5.3 

 

Example 5.4: CD-MAX Refinement Improves the Maximum Node Degree of the Overlay 

 

For this example (Figure 5.4), there are (
3𝑛

2
) + 1 nodes placed over the network. It can be seen 

that each node subscribes to specific topics. To construct the overlay network, for all three 

algorithms (CD-ODA, CD-ODAІ and CD-ODA ІІ), the node interested in topics 

{𝑥1, 𝑥2, 𝑥3, … , 𝑥𝑛} acts as a center of the overlay which will be connected to all other nodes 

participating in the network.  

However, the CD-MAX functions in a different manner. For example, the node which subscribes 

to 𝑥1 is connected to the nodes which are interested in 𝑥1,2 and 𝑥1, 𝑥2, 𝑥3, … , 𝑥𝑛. This algorithm 

provides the overlay with a maximum node degree 𝑛 related to the node interested in 

topics {𝑥1, 𝑥2, 𝑥3, … , 𝑥𝑛}. However, it is not the end of implementation. It is the time for CD-MAX 

𝑟𝑒𝑓𝑖𝑛𝑒𝑚𝑒𝑛𝑡 to re-construct the overlay with a lower maximum node degree provided by the 

normal CD-MAX. For this example, node 𝑢 that is interested in 𝑥1, 𝑥2, 𝑥3, … , 𝑥𝑛 has maximum 

node degree. All edges which are connected to this node is removed (Grey Arrows) and CD-MAX 

𝑟𝑒𝑓𝑖𝑛𝑒𝑚𝑒𝑛𝑡 finds other nodes with lower node degree.  
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Nodes Topics 

𝑵𝒊 {𝑥𝑖} 

𝑵𝒊,𝒋 {𝑥𝑖,𝑗} 

𝑵𝟏,𝟐,𝟑,…,𝒏 {𝑥1,2,3,…,𝑛} 

 

Table 5.4: Topic Assignment for Example 5.4  

 

 

 

 

 

Figure 5.4: Implementation of CD-MAX Algorithm over Example 5.4 

 

These new nodes (𝑁𝑖,𝑗) take the responsibility of the topics which are subscribed by node 𝑢. Note 

that nodes  𝑁𝑖,𝑗 have priority over nodes 𝑁𝑖and 𝑁𝑗through the CD-MAX 𝑟𝑒𝑓𝑖𝑛𝑒𝑚𝑒𝑛𝑡 

implementation.  



37 

 

 The red arrows imply the new edges that are added by the CD-MAX 𝑟𝑒𝑓𝑖𝑛𝑒𝑚𝑒𝑛𝑡 algorithm. For 

this example, CD-MAX 𝑟𝑒𝑓𝑖𝑛𝑒𝑚𝑒𝑛𝑡 plays a key role in decreasing the maximum node degree. 

This algorithm provides the overlay with a (𝑛)/2 maximum node degree. 

 

Example 5.5: Maximum Node Degree of the Overlay is improved by CD-MAX refinement 

 

As Figure 5.5 illustrates, there are 8 different number of nodes located throughout the network.  

Table 5.5 shows the nodes with their respective topics deployed over the network. The nodes 

degree are shown in Table 5.6. To implement CD-MAX, the following procedure is used.  

 

 

Nodes Topics 

𝟎 {1,2,5,7,8} 

𝟏 {0,1,3,5,7,8,9} 

𝟐 {1,4,5} 

𝟑 {2,4,6} 

𝟒 {0,2,3,4,9} 

𝟓 {2,3,6} 

𝟔 {2,5} 

𝟕 {1,6} 

  

Table 5.5: Topic Assignment for Example 5.5 

 

As it is obvious in Table 5.6, node number 7 has the lowest node degree of all the other nodes. 

Hence, it is selected to be the first node to be connected to its neighbors. The node becomes 

center of topics {1, 6}. Therefore, topics 1 and 6 are removed from the original topic list and the 

topics set for step 1 will be {0,2,3,4,5,7,8,9}. 
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Figure 5.5: Implementation of CD-MAX Algorithm over Example 5.5 (Part 1) 

 

 

 

Node Node Degree Node Density 

0 7 ------ 

1 6 ------ 

2 6 ------ 

3 6 ------ 

4 6 ------ 

5 6 ------ 

6 6 ------ 

7 5 ------ 

 

 

Table 5.6: Node Degree and Node Density for Example 5.5 (Part 1) 
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Figure 5.6: Implementation of CD-MAX Algorithm over Example 5.5 (Part 2) 

 

As explained previously, when more than two nodes have an equal lowest node degree, the node 

with the higher node density will be selected as a node center.  

In the second step, nodes 1 through 6 have the lowest node degrees. However, node 1 is the node 

which has the highest node density (Table 5.7). Hence, this node is selected to be connected to its 

neighbors (Figure 5.7). As a result, node 1 becomes the center of topics {0,1,3,5,7,8,9}. The 

remaining topic list will be {2,4}. 

 

 In the following steps, shown in Figures 5.8 and 5.9, nodes number 2 and 6 are selected to 

become the center of topics 4 and 2 respectively. Consequently topics 4 and 2 are removed from 

the topic list. 
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Node Node Degree Node Density 

0 7 9/6 

1 6 9/5 

2 6 5/5 

3 6 6/5 

4 6 10/6 

5 6 6/5 

6 6 7/5 

 

 

Table 5.7: Node Degree and Node Density for Example 5.5 (Part 2) 

 

 

 

 

Figure 5.7: Implementation of CD-MAX Algorithm over Example 5.5 (Part 3) 
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Node Node Degree Node Density 

0 6 ----- 

2 4 ----- 

3 6 ----- 

4 6 ----- 

5 6 ----- 

6 5 ----- 

 

 

Table 5.8: Node Degree and Node Density for Example 5.5 (Part 3) 

 

 

 

 

Figure 5.8: Implementation of CD-MAX Algorithm over Example 5.5 (Part 4) 
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Node Node Degree Node Density 

0 6 ----- 

3 6 ----- 

4 6 ----- 

5 6 ----- 

  6 5 ----- 

 

 

Table 5.9: Node Degree and Node Density for Example 5.5 (Part 4) 

 

 

 

 

Figure 5.9: Implementation of CD-MAX Algorithm over Example 5.5 (Part 5) 

 

Figure 5.9 demonstrates the result of NORMAL CD-MAX implementation over Example 5.5. 

For this overlay, CD-MAX provides the overlay with maximum node degree of 6.  
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However, CD-MAX 𝑟𝑒𝑓𝑖𝑛𝑒𝑚𝑒𝑛𝑡 can decrease the maximum node degree. This algorithm 

checks the nodes with a maximum node degree. The first node which is checked is node number 

1.  

Therefore, all edges related to node 1 will be removed and CD-MAX 𝑟𝑒𝑓𝑖𝑛𝑒𝑚𝑒𝑛𝑡 finds another 

nodes which are interested in topics {0,3,5,7,8,9} and have a lower node degree. As presented in 

Figure 5.10, node number 0 and 4 are selected to be the center of topics sets {5,7,8} and {0,3,9} 

respectively. 

 

 

 

Figure 5.10: Implementation of CD-MAX Algorithm over Example 5.5 (Part 6) 

 

Although CD-MAX 𝑟𝑒𝑓𝑖𝑛𝑒𝑚𝑒𝑛𝑡 decreased the node degree of node number 1. Node number 7 

still maintains the maximum node degree of the overlay at 5. Therefore, CD-MAX 𝑟𝑒𝑓𝑖𝑛𝑒𝑚𝑒𝑛𝑡 

should find alternative nodes for topics 1 and 6. All edges joined to node number 7 are removed 

as nodes number 1 and 5 become the center of topics 1 and 6 respectively (Figure 5.11).  

As a result, the maximum node degree of the overlay decreases by 2. If each node is to be 

considered as a collection of nodes comprising an unknown number of nodes say 𝑛, the 

maximum node degree of the overlay provided by CD-MAX would be 5𝑛 − 1, because of the 
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original node degree of 4. Meanwhile this number for CD-ODA as well as for CD-ODA І 

is 8𝑛 − 1. In the case of CD-ODA ІІ, it is 7𝑛 − 1. 

 

 

 

Figure 5.11: Implementation of CD-MAX Algorithm over Example 5.5 (Part 7) 

 

Table 5.1, shows the results of all existing algorithms and CD-MAX algorithms that are 

implemented over five different examples, together with optimum solution. As shown,  

CD-MAX achieved the optimum solution.  

 

 

 

Table 5.10: Maximum Node Degree of Overlays Networks Designed by four Algorithms 
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Chapter VI 

 

Results 

 

 

6.1 Introduction 

 

The algorithms presented in this thesis are implemented in the C++ programming language. 

These algorithms are compared on the basis of the average and maximum node degree over the 

resulting overlays. In comparison with the GM algorithm, the CD-MAX algorithm produces at 

least 2.02 times more edges. However, the diameter provided by CD-MAX is significantly lower 

than GM. In fact, CD-MAX maintains the diameter of the overlay at most at 2. Meanwhile, this 

value for the GM algorithm would be Θ (𝑛), where the value of 𝑛 is equal to the number of 

nodes. In addition, the maximum node degree provided by these two algorithms are 

approximately equal. Compared with all constant diameter algorithms, CD-MAX provides the 

same diameter. However, the algorithm noticeably improved the maximum node degree.  

 

In fact, the CD-MAX algorithm provides a desirable rate of diameter and maximum degree for 

each overlay. In this chapter, each algorithm presented in this thesis is implemented and 

simulated through different overlay networks. Both the number of topics and the number of 

nodes will vary through the simulation. As noted earlier, each node has specific subscription size 

and due to memory restriction in this experiment each node subscribes to 10 topics. This number 

is changed for only one simulation between 15 and 35 topics. Moreover, each node 𝑛 ∈ 𝑁 can be 

interested in each topic 𝑚 ∈ 𝑀 with a probability of 𝑝𝑖 in which ∑ 𝑝𝑖𝑖 = 1. 

The topic distribution are selected according to the studies in  [2] [46]. In this chapter, we 

consider how varying the number of nodes, topics and topic popularity distribution affect the 

average and maximum node degree.   
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6.2 The Average and Maximum Node Degree as the Number of Nodes Changes 

 

In this step of the experiment, the number of nodes is being changed between 200 to 400 nodes. 

But, the topic quantity would be stayed at constant number 100. As cited previously, subscription 

size is fixed at 10 and each node subscribes to different topics randomly. The average node 

degree of the overlays computed via following formula is illustrated.  

 

(2 × 𝑡𝑜𝑡𝑎𝑙 𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝐸𝑑𝑔𝑒𝑠)/(𝑇𝑜𝑡𝑎𝑙 𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑁𝑜𝑑𝑒𝑠) 

 

Figure 6.1, demonstrates the average node degree of all the algorithms. The average node degree 

provided by all the existing algorithms decreases slightly as the number of nodes grows. Since 

more nodes are added throughout the network, the possibility of joining nodes with a higher 

correlation will increase. Therefore, with a lower number of edges, more nodes are connected 

and the average node degree of the overlay will decrease and the maximum node degree of the 

constant diameter algorithms will increase (Figure 6.2).   

However, the average node degrees of CD-MAX and CD-MAX 𝑟𝑒𝑓𝑖𝑛𝑒𝑚𝑒𝑛𝑡 increase, as the 

number of nodes grows. Unlike the other constant diameter algorithms, in which a small number 

of nodes covers most topics, in order to decrease the node degree of the overlay, the CD-MAX 

and CD-MAX 𝑟𝑒𝑓𝑖𝑛𝑒𝑚𝑒𝑛𝑡 algorithm requires nodes with a lower correlation to become the 

center of the topics. Hence, more edges would be needed to connect the nodes thereby raising the 

average node degree. 

 

Compared with the GM algorithm, CD-MAX and CD-MAX refinement require 2.02 and 2.74 

times more edges respectively. Table 6.1 shows the average node degree resulting from the 

algorithms for different node quantities. To consider the maximum node degree with a growing 

number of nodes, more nodes should be connected to the star nodes. Hence, the maximum node 

degree provided by every constant diameter algorithm would increase sharply (Figure 6.2). 

However, the maximum node degree of the GM algorithm will decrease because the node degree 

of the overlay is distributed by more nodes with a higher correlation. The most important point 

about the GM algorithm is that, occasionally a node which has the highest correlation with many 

other nodes will appeare in the network. This node increases the maximum node degree 
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considerably as it is connected to many nodes in a star topology (Table 6.2, the GM algorithm, 

overlay with 350 topics). 

 

Figure 6.1: Average Node Degree for Different Number of Nodes  

 

 

 𝑮𝑴 𝑪𝑫 − 𝑶𝑫𝑨 𝑪𝑫 − 𝑶𝑫𝑨 І 𝑪𝑫 − 𝑶𝑫𝑨 ІІ 𝑪𝑫 − 𝑴𝑨𝑿 𝑪𝑫 − 𝑴𝑨𝑿𝒓𝒆𝒇 

200 6.69 14.55 14.2 13.7 13.52 18.34 

250 6.4 14.3 14.2 13.7 13.8 18.8 

300 6.17 14.7 14.2 13.94 14.1 18.9 

350 6.07 14.3 14.2 13.7 14.2 19.1 

400 5.9 14.3 14.1 13.6 14.2 19.3 

 

Table 6.1: Average Node Degree for Different Number of Nodes  

 

Although GM algorithm has low maximum and average node degree, but it has higher diameter 

[6] [21] [2].  
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Figure 6.2: Maximum Node Degree for Different Number of Nodes 

 

 𝐺𝑀 𝐶𝐷 − 𝑂𝐷𝐴 𝐶𝐷 − 𝑂𝐷𝐴 І 𝐶𝐷 − 𝑂𝐷𝐴 ІІ 𝐶𝐷 − 𝑀𝐴𝑋 𝐶𝐷 − 𝑀𝐴𝑋𝑟𝑒𝑓  

200 22 151 151 135 113 36 

250 20 183 182 164 147 41 

300 20 225 216 205 168 49 

350 24 252 252 236 211 53 

400 18 298 279 279 232 60 

 

Table 6.2: Maximum Node Degree for Different Number of Nodes 
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6.3 The Average and Maximum Node Degree as the Number of Topics Changes 

 

Unlike experiment 6.2, the number of nodes is fixed at 100 nodes and the number of topics 

varies from 200 to 400 topics. Similarity to the previous part, subscription size is assigned at 10 

topics. When the number of topics is increased, the overlay will face two different conditions. 

Firstly, the correlation between nodes will become lower, so more edges will be used to connect 

the nodes. Secondly, the number of nodes which lacks neighbors will also increase. If the first 

condition overcomes the second, the average node degree will increase. CD-MAX refinement for 

250 as the number of topics in Figure 6.3 is a sign of the effect of the first condition. However, if 

the second condition dominates the first, the average node degree will decrease. Overall, these 

states have the most effect on the average degree of the overlay. As Figure 6.3 shows, the second 

condition has a greater effect than the first condition. Hence, the overall average node degree of 

the overlay for every algorithm reduces when the quantity of topics increases. 

 

 

 

Figure 6.3: Average Node Degree for Different Number of Topics  
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 𝑮𝑴 𝑪𝑫 − 𝑶𝑫𝑨 𝑪𝑫 − 𝑶𝑫𝑨 І 𝑪𝑫 − 𝑶𝑫𝑨 ІІ 𝑪𝑫 − 𝑴𝑨𝑿 𝑪𝑫 − 𝑴𝑨𝑿𝒓𝒆𝒇 

200 10.22 14.14 13.84 13.22 13.68 14.4 

250 10.68 13.84 13.48 12.82 12.08 14.8 

300 10.58 12.96 12.72 12.3 12.72 13.12 

350 10.24 12.44 12.28 11.62 12.22 12.28 

400 10.10 11.62 11.48 11.08 11.36 11.92 

 

Table 6.3: Average Node Degree for Different Number of Topics  

 

 

 

Figure 6.4: Maximum Node Degree for Different Number of Topics 
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 GM CD-ODA CD-ODA І CD-ODA ІІ CD-MAX 𝐶𝐷 − 𝑀𝐴𝑋𝑟𝑒𝑓 

200 21 55 55 43 28 18 

250 27 46 45 39 24 16 

300 22 42 37 36 19 15 

350 28 40 40 27 18 14 

400 22 34 34 25 15 13 

 

 

Table 6.4: Maximum Node Degree for Different Number of Topics 

 

In addition, this state (condition 2) has affected the maximum degree of all algorithms. As can be 

seen in Figure 6.4, the maximum node degree of all algorithms are decreasing, as the topics set 

includes more different topics. 

 

6.4 The Average and Maximum Node Degree as the Subscription Size Changes 

 

As final experiment, quantity of nodes and topics are kept at 200 and 100 respectively. However, 

the subscription size starts changing between 15 to 35 numbers. As noted before, each node 

subscribes to different topics randomly by 𝐼𝑛𝑡𝑒𝑟𝑒𝑠𝑡 function. Figure 6.5 and 6.6 illustrate the 

effects of changing subscription size on the presented Algorithms in this dissertation. When 

subscription size grows, nodes can get connected with each other with higher rate of correlation. 

Subsequently, rate of average node degree will be decreased.  

On the other hand, when subscription size is growing, the contribution between each node will 

rise. Therefore, the GM algorithm can find many pairs of nodes, which reduces the total topic 

connected component dramatically. Hence, the maximum node degree will decrease as the 

subscription size increases.  

For all algorithms with star topology, maximum node degree will increase as only nodes are 

chosen to be the center of many topics in order to be connected with their neighbors.  
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Figure 6.5: Average Node Degree for Different Subscription Size 

 

 GM CD-ODA CD-ODA І CD-ODA ІІ CD-MAX 𝑪𝑫 − 𝑴𝑨𝑿𝒓𝒆𝒇 

15 6.49 15.63 14.83 14.69 15.01 19.56 

20 6 15.33 14.8 14.2 13.65 17.21 

25 5.7 13.27 12.79 12.62 12.42 16.19 

30 5.42 13.46 11.9 11.87 11.94 11.42 

35 5.17 11.16 10.29 10.24 9.51 10.33 

 

 

Table 6.5: Average Node Degree for Different Subscription Size 
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Figure 6.6: Maximum Node Degree for Different Subscription Size 

 

 GM CD-ODA CD-ODA І CD-ODA ІІ CD-MAX CD-MAX ref 

15 15 194 193 185 173 53 

20 13 199 197 197 194 68 

25 11 199 199 199 190 78 

30 10 199 199 199 190 90 

35 10 199 199 199 190 90 

 

Table 6.6: Maximum Node Degree for Different Subscription Size 
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CHAPTER VII 

 

Conclusion 

 

 

In this dissertation, we presented an algorithm (CD-MAX) that provides overlay networks with a 

minimum maximum node degree and low diameter. The algorithm is implemented in a 

decentralized manner, thus it is faster. It considerably decreases the maximum degree, thus the 

resulting overlay network becomes more scalable compared to the other algorithms studied. 

According to existing studies in the field, minimizing the maximum degree plays a key role in a 

number of network domains, such as survivable and wireless networks [3] [4] [8] [9] [10] [47]. 

 

Chockler and Onus [31] studied a number of algorithms to decrease the diameter and average 

node degree of overlay networks. However, their solutions do not have much success in reducing 

the maximum node degree and diameter of an overlay network simultaneously. This problem is 

considered to be an important challenge in the design of effective pub/sub systems. Our solution 

is deduced from the Constant Diameter Overlay Design Algorithm ІІ (CD-ODA ІІ) presented by 

Onus [31]. In this case, design complexity is at logarithmic level. 

 

Compared with the GM algorithm, CD-MAX needs 2.02 times more connections. In addition, 

this value reaches 2.07 when 𝑟𝑒𝑓𝑖𝑛𝑒𝑚𝑒𝑛𝑡 is applied which can reduce the maximum degree 

even further.  

 

Amongst all the presented algorithms, CD-MAX with 𝑟𝑒𝑓𝑖𝑛𝑒𝑚𝑒𝑛𝑡, achieves the best results in 

terms of node degree. According to Experiment 6.3, for an overlay network with 100 nodes and 

200 topics and a subscription size 10, CD-MAX 𝑟𝑒𝑓𝑖𝑛𝑒𝑚𝑒𝑛𝑡 produces a maximum degree of 

18. Meanwhile this value for GM is 21. Although there is no significant difference between the 

two algorithms, the overlay resulting from CD-MAX 𝑟𝑒𝑓𝑖𝑛𝑒𝑚𝑒𝑛𝑡 has a much lower diameter. 

Moreover, the maximum node degree stemming from the existing low diameter algorithms for 

Experiment 6.4 is 2.4, which is greater than that of the CD-MAX 𝑟𝑒𝑓𝑖𝑛𝑒𝑚𝑒𝑛𝑡 algorithm.  
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The CD-MAX algorithm cannot satisfy pub/sub network designers in terms of minimization of 

number of links. According to experiments, CD-MAX 𝑟𝑒𝑓𝑖𝑛𝑒𝑚𝑒𝑛𝑡 needs many more 

connections to build a network. For future work, more effort needs to be put into constructing an 

overlay network with still better maximum degree and minimum diameter clustering [11] [12] 

[13] [48]. 

 

. 
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