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ABSTRACT 

 

 OPTIMAL CONTROL PROBLEMS FOR SAFE AND EFFICIENT LANE 

CHANGES OF SELF-DRIVING VEHICLES 

 

 

ALI, Ardm Haseeb Mohammed 

Ph.D., Department of Electronic and Communication Engineering 

Supervisor: Assoc. Prof. Dr. Klaus Werner SCHMIDT 

 

September 2017, 148 pages 

 

 

Intelligent Transportation Systems (ITS) aim at increasing the traffic throughput and 

safety, reducing the total travel time and traffic congestion using novel achievements 

of communication and control technologies. In particular, the development of self-

driving vehicles is an important application of ITS that is expected to show a 

considerable impact in the near future.  

When implementing self-driving vehicles, the realization of lane changes is a 

necessary task. Accordingly, this thesis focuses on the computation of longitudinal 

and lateral maneuvers during lane changes. The thesis first determines several 

models for the longitudinal and lateral vehicle dynamics that are deemed suitable for 

representing normal driving situations. In addition, a novel method for decoupling 

the longitudinal and lateral motion is proposed. Based on the vehicle models, an 

optimal control problem for lane change maneuvers is formulated and two methods 

for the solution of this optimal control problems are developed. The first method is a 

direct collocation method. Using a given number of collocation points, the optimal 

control problem is converted to a nonlinear programming problem that can be solved 

by standard nonlinear programming solvers. The second method is gradient-based. 
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Using a first-order approximation of the system model, a gradient-based search 

achieves an approximation of the optimal control solution.  

It is observed during the thesis study that the optimal control solutions cannot be 

determined in real-time. In order to address this problem, the thesis further studies 

the approximation of the optimal control trajectories by curves that can be 

parametrized analytically and that can be computed in real-time. To this end, bi-

elementary paths that are based on clothoid curves and their analytical approximation 

by bi-elementary arc-splines are found suitable. The thesis proposed computational 

methods for the fast computation of lane change trajectories using these curves.  

As an application of the developed results, the thesis considers the recent technology 

of cooperative adaptive cruise control (CACC) for tight vehicle following. Existing 

CACC designs assume straight roads and hence only consider the longitudinal 

vehicle dynamics. The thesis extends the existing results to the case of CACC on 

curved roads.  

 

Keywords: Lane change, longitudinal motion, lateral motion, nonlinear vehicle 

model, optimal control, clothoid curve. 
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ÖZ 

 

OTONOM ARACLARIN EMNIYETLI VE VERIMLI SERIT 

DEGISIKLIKLERINE YÖNELIK OPTIMAL KONTROL 

 PROBLEMLERI 

 

 

ALI, Ardm Haseeb Mohammed 

Doktora., Elektronik ve Haberleşme Mühendisliği Anabilim Dalı 

Tez Yöneticisi: Doç. Dr. Klaus Werner SCHMIDT 

 

Eylül 2017, 148 sayfa 

 

 

Akıllı Ulaşım Sistemleri (ITS) yeni iletişim ve kontrol teknoloji gelişmelerini 

kullanarak trafik akışı ve güvenliğini artırmak, toplam seyahat süresini ve trafik 

tıkanıklığını azaltmayı amaçlamaktadır. Özellikle kendi kendine giden araçlar yakın 

gelecekte kayda değer bir etki göstermesi beklenen ITS’nin önemli bir 

uygulamasıdır.  

Kendi kendine giden araçları uygularken şerit değişimlerini fark etmek gerekli bir 

görevdir. Buna göre, bu tez şerit değişimleri sırasında boylamsal ve lateral 

manevraların hesaplanmasına odaklanmaktadır. Tez ilk olarak normal sürüş 

koşullarını temsil etmeye uygun boylamsal ve lateral araç dinamikleri için birkaç 

model belirlemektedir. Ek olarak boylamsal ve lateral hareketi ayrıştıran yeni bir 

yöntem sunulmaktadır. Araç modellerine bağlı olarak, şerit değiştirme manevraları 

için optimal bir kontrol problemi formüle edilip bu optimal kontrol problemlerinin 

çözümü için iki yöntem geliştirilmektedir. İlk yöntem doğrudan düzenleme 

yöntemidir. Belirli sayıda düzenleme noktası kullanan optimal kontrol problemi 

standart lineer-olmayan programlama çözücüler ile çözülebilen lineer-olmayan bir 

programlama problemine dönüştürülmektedir. İkinci yöntem ise gradyan tabanlıdır. 
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Sistem modelinin birinci derece tahminini kullanan bir gradyan tabanlı araştırma, 

optimal kontrol çözümünün tahminini elde etmektedir.  

Tez çalışması sırasında optimal kontrol çözümlerinin gerçek zamanlı olarak 

belirlenemeyeceği gözlemlenmiştir. Bu probleme hitap edebilmek için bu tez analitik 

olarak parametre ile ifade edilebilen ve gerçek zamanlı olarak hesaplanabilen eğriler 

ile optimal kontrol gezingelerin tahminini çalışmaktadır. Bu amaçla, klotoid 

eğrilerine dayalı çift-başlangıç yolları ve bunların çift başlangıç kavis kaması ile 

analitik tahmini uygun bulunmuştur. Tez, bu eğrileri kullanarak şerit değişimi 

gezingelerinin hızlı hesaplaması için hesaplama yöntemleri önermiştir.  

Gelişmiş sonuçların bir uygulaması olarak, bu tez sıkı cihaz takibi için yakın zamanlı 

kooperatif adaptif seyir sistemleri (CACC) teknolojisini değerlendirmektedir. 

Mevcut CACC tasarımları düzgün yolları ele aldığından yalnızca boylamsal araç 

dinamiklerini değerlendirmektedir. Tez CACC vakasının eğimli yollardaki mevcut 

sonuçlarına da değinmektedir.  

 

Anahtar Kelimeler: Şerit değişimi, boylamsal hareket, lateral hareket, lineer 

olmayan araç modeli, optimal kontrol, klotoid eğri. 
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CHAPTER 1

Introduction

Rapid technology development and improvement of human life quality led to a

considerable increase in traffic. It also becomes a reason for increasing the de-

mand for a more efficient and smarter usage of the currently available transporta-

tion infrastructure. The natural consequence of these requirements is the emer-

gence of Intelligent Transportation Systems (ITS). ITS deployments aim at in-

creasing the traffic throughput and safety, reducing the total travel time and traffic

congestion using novel achievements of communication and control technologies

[1, 2, 3, 4]. Integration of communication technologies such as vehicle-to-vehicle

(V2V) and vehicle-to-infrastructure (V2I) communication in ITS give an opportu-

nity for vehicle cooperation, management and coordination of vehicle maneuvers,

provisioning of critical information to road users.

Among the most significant goals of ITS are traffic throughput increase, traffic

safety and reduction of traveling delays. They are targeted implicitly or explicitly

in any ITS application. Different requirements are associated with the stated goals

on different levels of a traffic network. On the overall network level, the route of

each vehicle from its starting position to its destination has to be decided. This

issue is addressed by dynamic route guidance methods that for example suggest

the avoidance of congested areas [5][6][7]. Nevertheless, such methods neglect

how vehicles move on the selected route. This task is handled on the next level

of the traffic network that is concerned with the traffic flow on highways or urban

networks. Finally, methods for the longitudinal and lateral control of vehicles

such as cooperative adaptive cruise control (CACC) and lane changing control

allow the control of individual vehicle maneuvers while ensuring traffic safety
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[8, 9, 10, 11, 12, 13, 26, 14].

The topic of this thesis is the longitudinal and lateral control of self-driving

vehicles (SVDs) in the scope of ITSs. Such SVDs will be available in the near

future [15] and it is predicted by IEEE that SVDs will constitute 75 % of cars by

2040 [16]. In this context, the main task of this thesis is the design of suitable

vehicle trajectories that support vehicle maneuvers such as lane changes in dense

vehicle traffic. Hereby, trajectories are considered suitable if they can be easily

applied in real-time vehicle applications and if they can be used as building blocks

for higher-level planning tasks such as traffic flow control and traffic routing.

The suggested solution is based on a combined optimization of the lateral and

longitudinal movement in the framework of optimal control [17]. In addition,

the thesis investigates the convenient approximation of the optimal control by bi-

elementary paths that are formed as a concatenation of clothoid curves. Based on

this approximation, the thesis develops methods for the real-time computation of

suitable lane change trajectories. Finally, the thesis presents several applications

that can be designed based on the developed results. The main contributions of

the thesis are listed as follows.

• A new nonlinear vehicle model for the longitudinal and lateral motion is

proposed based on a dynamic bicycle model. Using the idea of feedback

linearization, the traction force of the vehicle is computed so as to decouple

the longitudinal motion from the lateral motion. This is essential when

maintaining a desired vehicle speed or acceleration while simultaneously

performing lateral maneuvers.

• Instead of working with a time-based vehicle model, the vehicle model is

converted to a representation that depends on the arc-length. Such represen-

tation is beneficial when comparing the resulting vehicle trajectories on the

road, when determining approximations and when following the computed

trajectories.

• An optimal control problem for lane changes is formulated based on the

developed vehicle model. The formulation is general and can be used for
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representations of the vehicle model in different coordinates.

• A collocation method for the solution of the optimal control problem is

developed. Using a given number of collocation points and third-order

polynomials for approximating the relevant state variables, the optimal con-

trol problem is converted to a nonlinear programming problem. A reliable

solver is used to compute direct solutions of the optimal control problem for

lane changes.

• A gradient-based method for solving the optimal control problem for lane

changes is developed. Using a finite difference approximation of the sys-

tem model, a gradient-based search allows computing the optimal control

solution.

• Optimal control solutions are computed for a wide range of maneuvers,

involving different velocities, accelerations and lane change distances. It is

shown that the gradient-based method determines better solutions regarding

the steering angle for performing optimal lane change maneuvers.

• The main disadvantage of applying optimal control is the fact that optimal

control trajectories cannot be computed in real-time. Analyzing the result-

ing optimal control trajectories, it is determined that they can be tightly

approximated by bi-elementary paths. Such paths are formed by concate-

nating clothoid curves and an analytical approximation of such paths by

arc-spline trajectories is proposed.

• The thesis determines an analytical bound on the path curvature depending

on the maximum velocity profile of a vehicle during a lane change. Using

this bound, the thesis proposes a computational procedure for selecting the

parameters of bi-elementary paths that are suitable for lane change trajec-

tories. This parameter selection can be efficiently carried out in real-time

based on the current vehicle velocity and a bound on the admissible accel-

eration.
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• The thesis further shows that the developed methods can be used to improve

the technology of cooperative adaptive cruise control (CACC) that realizes

tight vehicle following based on distance measurements and communicated

state information among vehicles [18, 19, 20, 21, 22, 23]. Noting that the

existing CACC methods such as [19, 20, 21] are developed under the as-

sumption of straight roads, the case of CACC on curved roads is solved

in the thesis based on decoupling the longitudinal vehicle motion from the

lateral dynamics.

The remainder of the thesis is organized as follows. Chapter 2 gives the back-

ground information about nonlinear vehicle models and clothoid curves that are

used for approximating lane change trajectories. In Chapter 3, the optimal con-

trol problem for lane changes is formulated and solved using collocation and a

gradient-based method. The approximation of optimal control trajectories by bi-

elementary paths is investigated in Chapter 4 and the usage of the approximated

trajectories in different applications for self-driving vehicle is studied in Chapter

5. Chapter 6 gives conclusions and discusses future work.
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CHAPTER 2

Background

This chapter provides the background information for this thesis. The vehicle

models used in the scope of the thesis are introduced and illustrated in Section

2.1. In addition, Section 2.2 provides the basic information about a certain type

of clothoid curves that are used for representing lane change trajectories in this

thesis.

2.1 Vehicle Models

2.1.1 Kinematic Bicycle Model

The most simple model is a purely kinematic bicycle model [24] with three de-

grees of freedom as shown in (Fig. 2.1). The three degrees of freedom are repre-

sented by the vehicle longitudinal position (X), lateral position (Y ) and the vehicle

yaw angle (Φ). The vehicle position is measured along the coordinate axes to the

position of the rear wheel of the vehicle. The vehicle yaw angle (Φ) is measured

with respect to the global (X) axis. The longitudinal velocity of the vehicle at the

center of gravity is denoted as v.

It has to be noted that this model only captures kinematics of the vehicle and

does not consider any dynamics. In particular, the vehicle speed is assumed to be

a constant v. The model equations are

Ẋ = v cos(Ψ) (2.1)

Ẏ = v sin(Φ) (2.2)

Ψ̇ =
v

a+b
tan(δ ) (2.3)
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Figure 2.1: Kinematic Bicycle Model

2.1.2 Dynamic Vehicle Model in Global Coordinates

Since the kinematic model in the previous section does not correctly represent the

vehicle motion in realistic driving scenarios, the study in this thesis is based on

the dynamic bicycle model as shown in Fig. 2.2. The global coordinates are X , Y

and Ψ and a body coordinate frame with the coordinates x, y, ψ is attached to the

vehicle center of gravity (CG).

x

y

b

a

Flr

Fcr

Flf

Fcf

Fxf

Fyf

v

X

Y

Figure 2.2: Dynamic Bicycle Model

The relation between the inertial and body coordinates is

Ẋ = ẋcos(Ψ)− ẏsin(Ψ) (2.4)

Ẏ = ẋsin(Ψ)+ ẏcos(Ψ) (2.5)

Ψ̇ = ψ̇. (2.6)
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The dynamic equations in the body frame are given as

ẍ = ẏψ̇ +
Fxf +Fxr

m
(2.7)

ÿ =−ẋ ψ̇ +
Fyf +Fyr

m
(2.8)

ψ̈ =
aFyf −bFyr

Izz
(2.9)

Hereby, m is the vehicle mass, Izz is the moment of inertia and a, b are the dis-

tances between the wheels and the CG. The longitudinal forces Fxf, Fxr and the

lateral forces Fyf, Fyr at the front and rear tires are computed using (2.10) to (2.13)

depending on the respective forces in the wheel direction Flf, Fcf, Flr and Fcr.

Fx f = Flf cos(δ )−Fcf sin(δ ) (front wheel, x-direction) (2.10)

Fy f = Flf sin(δ )+Fcf cos(δ ) (front wheel, y-direction) (2.11)

Fxr = Flr = 0 (rear wheel, x-direction) (2.12)

Fyr = Fcr (rear wheel, y-direction) (2.13)

Flf is the traction force provided by the engine and Flr = 0 when using actuation

at the front tires. The forces Fcf and Fcr depend on the lateral tire slip angles α f

(front) and αr (rear) of the respective tire:

α f = tan−1(
ẏ+a ψ̇

ẋ
)−δ (2.14)

αr = tan−1(
ẏ−b ψ̇

ẋ
) (2.15)

Then, the tire forces can be computed using the magic formula [25] that is fre-

quently used in the literature [26, 11, 27]. A detailed description of the tire forces

is given in Section 2.1.4.

For further use in the thesis, we finally transform the model in (2.7) to (2.9) to
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the global coordinates X , Y , Ψ. Using (2.4) to (2.6), it holds that

Ẍ = ẍ cos(Ψ)− ẋ sin(Ψ)Ψ̇− ÿ sin(Ψ)− ẏ cos(Ψ)Ψ̇

Ÿ = ẍ sin(Ψ)+ ẋ cos(Ψ)Ψ̇+ ÿ cos(Ψ)− ẏ sin(Ψ)Ψ̇

Ψ̈ = ψ̈.

Substituting (2.7) to (2.8) into these equations leads to

Ẍ = Flf
(cos(δ ) cos(Ψ)− sin(δ ) sin(Ψ)

m
−Fcf

sin(δ ) cos(Ψ)+ cos(δ ) sin(Ψ)

m
−Fcr

sin(Ψ)

m
,

(2.16)

Ÿ = Flf
cos(δ ) sin(Ψ)+ sin(δ ) cos(Ψ)

m
+Fcf

cos(δ ) cos(Ψ)− sin(δ ) sin(Ψ)

m
+Fcr

cos(Ψ)

m
,

(2.17)

Ψ̈ =
a(Flf sin(δ )+Fcf cos(δ ))−bFcr

Izz
. (2.18)

In addition, the slip angles in (2.14) and (2.15) can be formulated using the global

coordinates as

α f = tan−1(
Ẏ cos(Ψ)− Ẋ sin(Ψ)+aΨ̇

Ẋ cos(Ψ)+ Ẏ sin(Ψ)
)−δ (2.19)

αr = tan−1(
Ẏ cos(Ψ)− Ẋ sin(Ψ)−bΨ̇

Ẋ cos(Ψ)+ Ẏ sin(Ψ)
) (2.20)

2.1.3 Dynamic Vehicle Model in Local coordinates

The model in the global coordinates in Section 2.1.2 is formulated using the sec-

ond time-derivatives of the global position X , Y . In this section, an alternative

model that only requires the first time-derivatives of the position coordinates is

derived based on the side-slip angle β similar to [28, 26]. To this end, we first

write the vehicle model in (2.7) to (2.9) in terms of the velocity v =
√

ẋ2 + ẏ2 of

the CG and the slip angle β = tan−1(ẏ/ẋ). We compute

β̇ =
1

1+( ẏ
ẋ
)2
(
ẋÿ− ẏẍ

ẋ2
) =

1

ẋ2 + ẏ2
(ẋÿ− ẏẍ) =

1

v2
(ẋÿ− ẏẍ).
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Substituting (2.7) and (2.8), we obtain

β̇ =
(Flf sin(δ )+Fcf cos(δ )+Fcr) cos(β )

mv
− Ψ̇ cos2(β ) (2.21)

Ψ̈ =
(Flf sin(δ )+Fcf cos(δ ))a−Fcr b

Izz
(2.22)

Ẋ = v cos(Ψ+β ) (2.23)

Ẏ = v sin(Ψ+β ). (2.24)

2.1.4 Tire Force

In order to study the dynamic behavior of vehicles for designing control systems,

a tire model is needed. The magic formula model of Pacejka is a popular model

for this purpose. It is a semi-empirical tire model that determines the tire force

depending on the respective tire slip. Its basic form is given by the following

equations [29, 25]:

Fcf = Dcf sin(Ccf tan−1(Bcf α f −Ecf (Bcf α f − tan−1(Bcf α f )))) (2.25)

Fcr = Dcr sin(Ccr tan−1(Bcr αr −Ecr (Bcr αr − tan−1(Bcr αr)))). (2.26)

In this thesis, we make the common assumption that the parameters for the rear

and front tires are equal. That is, we use B, C, D and E. Here, D determines the

maximum possible lateral tire force, which depends on the normal force of the

vehicle. Using the vehicle mass m and a road friction coefficient µ , the maximum

lateral force is given by

D = µ mg. (2.27)

The remaining parameters are shape parameters that determine the dependency of

the tire force on the slip angle. The magic formula is illustrated by several param-

eter choices in the following figures. Fig. 2.3 shows that the maximum/minimum

force is adjusted by the parameter D. The final force for large values of the slip

angle αf depends on the parameter C as can be seen in Fig. 2.4. The location of
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the maximum/minimum force changes with the choice of B (see Fig. 2.5) and the

sharpness of the maximum of the curve depends on E (see Fig. 2.6).

−20 −15 −10 −5 0 5 10 15 20
−1.5

−1

−0.5

0

0.5

1

1.5
x 10

4

α
f
 [°]

F
lf
 [

N
]

 

 

µ = 0.85

µ = 0.8

µ = 0.75

µ = 0.7

µ = 0.65

µ = 0.6

Figure 2.3: Magic formula: dependency on the parameter D.

In general, the parameter choice for each application depends on the vehicle

and the specific tires used. In this thesis, we use the parameters from [30] as

summarized in Table 2.1.

Table 2.1: Vehicle parameters.

m Izz B C D E a b

1480 1950 8.22 1.65 −1.7 ·104 -10 1.421 1.029
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Figure 2.5: Magic formula: dependency on the parameter B.

11



−20 −15 −10 −5 0 5 10 15 20
−1.5

−1

−0.5

0

0.5

1

1.5
x 10

4

α
f
 [°]

F
lf
 [

N
]

 

 

E = −50

E = −40

E = −30

E = −20

E = −20

E = 0

Figure 2.6: Magic formula: dependency on the parameter E.
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2.1.5 Simulation

In order to validate the vehicle model, we present several simulation examples of

vehicle maneuvers. Fig. 2.7 to 2.12 show simulations with an initial velocity of

v0 = 20 m/sec and different steering angles δ and traction forces Flf.

Fig. 2.7 shows a left turn with a steering angle of δ = 1◦.
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Figure 2.7: Vehicle simulation: v0 = 20, Flf = 0, δ = 1◦.

The same left turn with an additional traction force of Flf = 500 is shown

in Fig. 2.8. It can be seen in comparison to Fig. 2.7 that the lateral forces are

increased due to the increase in velocity.

The experiment in Fig. 2.9 again considers a left turn with an increase in the

steering angle from 0◦ to 3◦ within 10 sec.

Fig. 2.10 considers the case of a sinusoidal steering angle signal δ = 1◦ sin(2π t).

Fig. 2.11 as well applies a sinusoidal input signal but at a negative traction

force Flf = −500 (braking). Here, the lateral forces are decreased compared to

Fig. 2.10 due to the decreased velocity.

Finally, Fig. 2.12 performs a left/right turn by a change in the steering angle
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Figure 2.8: Vehicle simulation: v0 = 20, Flf = 500, δ = 1◦.

at a higher velocity of v0 = 30m/sec.

14



0 2 4 6 8 10

0

2

4

time [sec]

δ 
[°

]

0 2 4 6 8 10
0

100

200

300

time [sec]

ψ
 [
°]

0 10 20 30 40 50 60 70 80 90
0

20

40

X−position [m]

Y
−

p
o
s
it
io

n
 [
m

]

0 2 4 6 8 10
0

5000

10000

time [sec]

F
c
f [

N
]

0 2 4 6 8 10
0

5000

10000

15000

time [sec]

F
c
r [

N
]

Figure 2.9: Vehicle simulation: v0 = 20, Flf = 0, δ = 0.3◦ t.
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Figure 2.10: Vehicle simulation: v0 = 20, Flf = 0, δ = 1◦ sin(2π t).
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Figure 2.11: Vehicle simulation: v0 = 20, Flf =−500, δ = 1◦ sin(2π t).
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Figure 2.12: Vehicle simulation: v0 = 30, Flf = 0, δ = 0.01◦−0.05◦σ(t −3).
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2.2 Clothoids Curves and Approximations

This thesis is concerned with the computation and representation of lane change

trajectories for self-driving vehicles. A trajectory type that is frequently used in

road construction is the clothoid curve, whose curvature changes linearly with the

arc-length [31]. Since clothoid curves are also employed in this thesis, Section

2.2.1 provides a brief explanation of clothoid curves. A disadvantage of clothoid

curves is the lack of an analytical representation. A possible approximation of

clothoid curves in the form of arc-splines is described in Section 2.2.2.

2.2.1 Clothoid Definition

Clothoids are spiral curves as in Fig. 2.13, whose curvature k(s) changes linearly

with their arc-length [32, 33, 34, 35, 36].
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Figure 2.13: Illustration of a clothoid curve

The evolution of a clothoid in the coordinates X , Y , Ψ is evaluated depending

on the arc-length parameter s:

Ψ(s) =
∫ s

0
k(z)dz+Ψs

X(s) =
∫ s

0
cos(Ψ(z))dz+Xs

Y (s) =
∫ s

0
sin(Ψ(z))dz+Ys

Here, Ψs, Xs and Ys represent the initial values for the tangent angle, X-position
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and Y -position, respectively.

In the sequel, we employ the following notation for clothoids with arc-length

S. The starting point is written as Ps =

[

Xs

Ys

]

, the initial curvature is ks = k(0) and

the final curvature is kf = k(S). We write

C = C (Ps,Ψs,ks,kf,S) (2.28)

for a clothoid with starting point Ps, initial tangent angle Ψs, initial curvature ks, fi-

nal curvature kf and arc-length S. We note that a clothoid is uniquely characterized

by these parameters since the curvature is directly given by k(s) = ks+
(kf − ks)s

S
.

For a given clothoid C = C (Ps,Ψs,ks,kf,S), we introduce the notation Ps(C) = Ps,

Ψs(C) = Ψs, ks(C) = ks, kf(C) = kf and S(C) = S. In addition, the change in

tangent angle is computed as ∆Ψ(C) =
(kf + ks)S

2
and the final tangent angle is

Ψe(C) = Ψs +∆Ψ. We further write Yf(C) for the final y-position, whereby it has

to be pointed out that there is no analytical expression for Yf(C).

In order to illustrate the properties of clothoid curves, we consider several

example curves in Fig. 2.14 to 2.19. Fig. 2.14 shows a curve with Ps = 0, Ψs = 0,

ks = 0, kf = 0.015 and S = 100. That is, the curvature increases from k(0) = 0 to

k(S) = 0.015 within an arc-length of S = 100. The final tangent angle is Ψf(C) =

0.75 and the final y-position is Yf(C) = 23.99.

Ps

Pf

Yf 

Figure 2.14: Clothoid curve C (0,0,0, .015,100).

Fig. 2.15 shows an example C (0,0,0, .015,50) with the same parameters ex-

cept for a different arc-length of S = 50. It can be seen that the final tangent angle
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Ψf(C) = 0.375 and the final y-position Yf(C) = 23.99 are both smaller than in Fig.

2.14.

Ps

Pf

Yf 

Figure 2.15: Clothoid curve C (0,0,0, .015,50).

The next example C (0,0.2,0, .015,100) considers the case where the initial

tangent angle is non-zero as shown in Fig. 2.16. Since the remaining parameters

are identical to the first example, it can be seen that the resulting clothoid is only

rotated by Ψs compared to the clothoid in Fig. 2.14. The final tangent angle is

Ψf = 0.95.

Ps

Pf

Ys 
Yf 

Figure 2.16: Clothoid curve C (0,0.2,0, .015,100).

The next example C (0,0, .005, .015,100) considers the case where the initial

curvature is non-zero different from the first example. Fig. 2.17 shows that the

resulting clothoid has a larger final tangent angle Ψf = 1.0 and a larger final y-

position Yf = 39.1 compared to the clothoid in Fig. 2.14.
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Ps

Pf

Yf 

Figure 2.17: Clothoid curve C (0,0, .005, .015,100).

Fig. 2.18 demonstrates a clothoid C (0,0,0,−.015,100) with a negative final

curvature kf = −0.015. Since the remaining parameters are identical to the first

example, it holds that this curve is symmetrical to the clothoid in Fig. 2.14 with

respect to the x-axis and the final angle is Ψf =−0.75.

Ps

Pf

Yf 

Figure 2.18: Clothoid curve C (0,0,0,−.015,100).

In the final example, we consider a clothoid C (0,0,0.015,0,100), whose cur-

vature decreases along the arc-length. That is, the initial and final curvature values

are swapped compared to the clothoid in the first example. In this case, it turns out

that the final angle Ψf = 0.75 is identical, whereas the final y-position Yf = 47.9

is larger compared to Fig. 2.14.

We note that all the previous clothoid examples were chosen such that the sign

of the initial curvature ks and the final curvature kf are the same since such curves
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Ps

Pf

Yf 

Figure 2.19: Clothoid curve C (0,0,0.015,0,100).

are employed in this thesis.

Clothoids are considered as suitable curves for vehicle trajectories since they

enable a smooth change of the trajectory curvature [31, 37, 38]. Although clothoid

trajectories generally do not fulfill the dynamic constraints of the vehicle motion

as described in Section 2.1, it holds that they can be closely followed by vehicles.

On the downside, clothoid curves have several disadvantages in practical applica-

tions. First, it is the case that there is no analytical representation of the X-position

and Y -position of a clothoid trajectory. That is, in order to obtain all points on a

clothoid, the integral equations in (2.28) have to be solved. Accordingly, it is dif-

ficult to directly compute and parametrize clothoid trajectories. It is as well not

possible to characterize offset curves of a clothoid as clothoids, which is for ex-

ample needed when representing parallel lanes of a road [34]. In addition, it is

not straightforward to compute the distance of a point to a clothoid curve, which

is highly relevant when performing trajectory tracking of vehicles.
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2.2.2 Clothoid Approximation using Arc Splines

This section presents arc-splines [34] as an approximation of clothoid curves that

addresses the issues expressed in the previous section. An arc-spline approximates

a clothoid by concatenated arc segments. The resulting curve can be parametrized

analytically and it is straightforward to determine an offset curve for each arc,

which is again represented by an arc. In addition, the minimum distance of any

point to an arc can be evaluated analytically.

We consider the approximation of a clothoid curve C = C (Ps,Ψs,ks,kf,S) as

in (2.28), whereby it is assumed that the initial curvature ks and final curvature kf

have the same sign. Then, an arc-spline with approximation order n is determined

by n+ 1 arc segments. The relevant parameters of an arc-spline are defined as

follows:

• Curvature increment: h =
kf − ks

n

• Curvature of arc j, j = 0, . . . ,n: k j = ks + j h = ks + j
kf − ks

n

• Angle spanned by the first arc ( j = 0): w0 =
Sks

2n

• Angle spanned by arcs with j = 1, . . . ,n−1: w j =
Sk j

n
=

ks S

n
+

j (kf − ks)S

n2

• Angle spanned by the last arc ( j = n): wn =
Skn

2n
=

Skf

2n

• Length of the first and last arc ( j = 0,n): S0 = Sn =
S

2n

• Length of the remaining arcs with j = 1, . . . ,n−1: S j =
S

n

• Angle at the end of each arc for j = 0, . . . ,n−1:

Ψ j = Ψs +
j

∑
i=0

w j. (2.29)

Using the defined parameters, the arc-spline for the clothoid curve in (2.28) is

parametrized as follows.
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First segment ( j = 0)

If ks = 0, the first segment is a line segment from the start point Ps with the

parametrization

Ps + s

[

cos(Ψs)

sin(Ψs)

]

, s ∈ [0,
S

2n
]. (2.30)

and the end point

P0 = Ps +
S

2n

[

cos(Ψs)

sin(Ψs)

]

. (2.31)

We write L =L (Ps,Ψs,SL) for a line segment with starting point Ps, initial orien-

tation Ψs and length SL. That is, the line segment described by (2.30) and (2.31)

is written as L (Ps,Ψs,
S

2n
).

If ks 6= 0, the first segment is an arc segment with radius R0 = 1/ks and center

C0 = Ps +R0

[

−sin(Ψs)

cos(Ψs)

]

from the tangent angle Ψs to the tangent angle Ψ0 =

Ψs +w0 = Ψs +
Sks

2n
. The parametrization is

Ps +R0

[

sin(θ)− sin(Ψs)

cos(Ψs)− cos(θ)

]

, θ ∈ [Ψs,Ψ0] (2.32)

and the end point is

P0 = Ps +R0

[

sin(Ψ0)− sin(Ψs)

cos(Ψs)− cos(Ψ0)

]

. (2.33)

Considering that an arc segment is uniquely determined by the starting point Ps,

the initial orientation angle Ψs, the radius RA and the arc-length SA, we write

A = A (Ps,Ψs,RA,SA) for a general arc segment. The arc segment represented by

(2.32) and (2.33) is hence written as A (Ps,Ψs,R0,R0 (Ψ0 −Ψs)).

Segment 1 to n−1
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These segments are always represented by arc segments with the respective ra-

dius R j = 1/k j, j = 1, . . . ,n−1. The center point is C j =Pj−1+R j

[

−sin(Ψ j−1)

cos(Ψ j−1)

]

,

the parametrization is

C j +R j

[

sin(θ)
−cos(θ)

]

= Pj−1 +R j

[

sin(θ)− sin(Ψ j−1)

cos(Ψ j−1)− cos(θ)

]

, θ ∈ [Ψ j−1,Ψ j].

(2.34)

and the end point evaluates as

Pj =C j +R j

[

sin(Ψ j)

−cos(Ψ j)

]

= Pj−1 +R j

[

sin(Ψ j)− sin(Ψ j−1)

cos(Ψ j−1)− cos(Ψ j)

]

. (2.35)

These arc segments are written as A j = A (Pj−1,Ψ j−1,R j,
S

n
).

Last segment ( j = n)

The type of the last segment depends on the final curvature kf. If kf = 0, the

last segment is a line segment Ln = L (Pn−1,Ψn−1,
S

2n
) from point Pn−1 with the

parametrization

Pn−1 + s

[

cos(Ψn−1)

sin(Ψn−1)

]

, s ∈ [0,
S

2n
]. (2.36)

and the end point

Pn = Pn−1 +
S

2n

[

cos(Ψn−1)

sin(Ψn−1)

]

. (2.37)

If kf 6= 0, the last segment is an arc segment with radius Rn = 1/kf and center

Cn−1 = Pn−1 +Rn

[

−sin(Ψn−1)

cos(Ψn−1)

]

from angle Ψn−1 to angle Ψn. The resulting
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parametrization is

Cn +Rn

[

sin(θ)
−cos(θ)

]

= Pn−1 +Rn

[

sin(θ)− sin(Ψn−1)

cos(Ψn−1)− cos(θ)

]

, θ ∈ [Ψn−1,Ψn].

(2.38)

and the end point is

Pn =Cn +Rn

[

sin(Ψn)

−cos(Ψn)

]

= Pn−1 +Rn

[

sin(Ψn)− sin(Ψn−1)

cos(Ψn−1)− cos(Ψn)

]

. (2.39)

This arc segment is written as An = A (Pn−1,Ψn−1,Rn,
S

2n
).

It is interesting to note that the change of tangent angle ∆θ =
(kf + ks)S

2
is

identical to that of the corresponding clothoid curve. We write Ĉ (Ps,Ψs,ks,kf,S,n)

for the approximation of the clothoid curve C (Ps,Ψs,ks,kf,S) with approximation

order n.

Examples for arc-splines with n= 5 are given in Fig. 2.20 and 2.21. Ĉ (0,0,0,1.2,5,5)

in Fig. 2.20 has ks = 0 such that the first segment is a line segment. The remaining

segments are arc segments with linearly increasing curvature. Accordingly, the

radius of successive arc segments is decreasing.

R1

R2
R3

R4

R5

C1

C2

C3

C4

C5

P1 P2

P3

P4
P5

P0

Figure 2.20: Arc spline Ĉ (0,0,0,1.2,5,5).

Ĉ (0,0,0.3,1.2,5,5) in Fig. 2.21 has ks > 0 and kf > 0 such that all segments

are arc segments.
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R5
C1

C2 C3 C4

C5

R0

C0

P1

P2

P3

P4P5

P0

Figure 2.21: Clothoid curve Ĉ (0,0,0.3,1.2,5,5).

In the scope of this thesis, it is important to note that the approximation ac-

curacy of arc-splines can be adjusted by the approximation order n. In particular,

the following result from [34] ensures that the approximation accuracy increases

quadratically with the approximation order.

Proposition 1. Ĉ (Ps,Ψs,ks,kf,S,n) . Consider a clothoid curve C =C (Ps,Ψs,ks,kf,S)

and its arc-spline approximation Ĉ = Ĉ (Ps,Ψs,ks,kf,S,n) with approximation or-

der n. Write P(s) for the point of C at arc-length s and P̂(s,n) for the point of Ĉ

at arc-length s for approximation order n. Then, it holds that

max
0≤s≤S

||P(s)− P̂(s,n)||= O(1/n2). (2.40)

The increased approximation accuracy is illustrated in the following figures.

the clothoid curve C (0,0,0,0.015,100) and its arc-spline approximation Ĉ (0,0,0,0.015,100,5)

is shown in Fig. 2.22, whereas Fig. 2.23 shows the same clothoid curve and its arc-

spline approximation Ĉ (0,0,0,0.015,100,10). It can be readily seen that the ap-

proximation error is significantly reduced when choosing a higher approximation

order.

In summary, this section considers clothoid curves that are suitable for repre-

senting road segments and their arc-spline approximations. Clothoids are curves,

whose curvature changes linearly with the arc-length, whereas arc-splines consist

of circular segments, whose curvature changes linearly along the arc segments.

The advantage of arc-splines is that they can be parametrized analytically, which

is not possible for clothoids. In addition, it holds that the approximation accuracy
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Figure 2.22: Comparison of C (0,0,0,0.015,100) and Ĉ (0,0,0,0.015,100,5).
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Figure 2.23: Comparison of C (0,0,0,0.015,100) and Ĉ (0,0,0,0.015,100,10)..

of arc-splines can be increased by choosing a sufficient number of arc segments

(approximation order). When using arc-splines for vehicle trajectories, it has to

be taken into account that there are small jumps in the curvature that cannot be

perfectly followed by vehicles.
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CHAPTER 3

Optimal Control Computations for Lane Changes

As the first main contribution of this thesis, this chapter is concerned with the

the computation of lane change trajectories for self-driving vehicles. To this end,

Section 3.1 summarizes some related work on this subject. Section 3.2 develops

the problem formulation in the form of an optimal control problem. Section 3.3

and 3.4 present solutions of this optimal control problem using collocation and a

gradient-based method, respectively. A discussion and comparison of the obtained

results is given in Section 3.5.

3.1 Basic Setting and Related Work

Lane changing is the process, where a vehicle moves from its current lane to an

adjacent lane as depicted in Fig. 3.1.

DX

DY
T

Y

X

Y

Figure 3.1: Basic lane change maneuver.

A lane change is carried out following a certain trajectory T in the coordinate

plane (X-Y -plane). Hereby, the change in the Y -position is given by the lane width

∆Y , whereas the change in the X-position and the orientation angle Ψ during

28



the lane change determine the particular shape of T . In principle, a trajectory

T with a small value of ∆X requires a fast change of the orientation angle Ψ
and is hence difficult to follow when vehicles travel at high velocities or perform

acceleration maneuvers. In turn, trajectories T with large values of ∆X permit

small variations of Ψ and are suitable for fast vehicles. The disadvantage of such

trajectories is given by the fact that vehicles simultaneously occupy two lanes of a

larger segment of the road, leading to an inefficient use of the road infrastructure.

Accordingly, it is highly relevant to adjust lane change trajectories T depending

on the velocity/acceleration profile of vehicles.

Lane changing maneuvers influence the safety and throughput of a transporta-

tion system. A single lane changing vehicle affects the behavior of all the sur-

rounding vehicles in its current and target lanes [9][39]. It was shown in the lit-

erature that lane-changing maneuver due to lane drop generates congestion [40].

Furthermore, one tenth of accidents are caused by lane changes [41]. Hence, a

lane change should be performed in a safe and efficient way avoiding extreme

maneuvers which can impair safety and traffic throughput.

When investigating lane changes, two basic problems are studied in the litera-

ture.

1. From the traffic control perspective, it is necessary to analyze the decision

process of when to perform a lane change and its effect on the traffic flow.

2. From the automatic control perspective, it is important to plan suitable tra-

jectories for lane changes depending on the driving situation and to pre-

cisely follow these trajectories by generating input signals for the vehicle in

order to ensure driving safety and comfort.

Regarding item 1. the survey article [10] gives a detailed review of existing

lane changing models for the traffic flow analysis, indicating their advantages and

disadvantages. The authors classify the lane changing models as models based

on search algorithms (search algorithms from computer science are utilized for

finding future positions of vehicles) and models based on traffic characteristics.

Examples of lane changing models based on search algorithms are [42, 43].
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PRediction In Dynamic Environment (PRIDE) [42] uses short term and long term

prediction algorithms in order to determine the actual vehicle behavior. A cost is

assigned to each of future action (acceleration/deceleration, lane changing) and

the total cost is used for determining the set of possible future positions and cor-

responding probability that a vehicle is going to be in that position. The next

position of a vehicle is chosen according to calculated probabilities and computed

distances between positions. A lane changing model based on a forward search

algorithm is given in [43]. Here, a branching tree of sequential actions for each

modeled vehicle is constructed when a sufficient gap between vehicles is available

in the target adjacent lane. The sequence of actions requiring minimum travel time

is selected and applied by the driver.

Examples of lane changing models based on traffic characteristics are given in

[44, 45, 46, 47, 8, 48]. Gipps’s model in [44] is based on the physical possibil-

ity, safety, necessity and desirability of lane change. Another factor affecting the

drivers decision to change a lane is the distance between the current position and

the intended exit point. Lane changing is possible if there is sufficient gap and the

maneuver is guaranteed to be safe. Wiedemann and Reiter proposed a lane chang-

ing model based on the desire to drive faster or slower. In this model, some lanes

are for fast drivers, some of them are for slow ones. The lane changing depends

on the difference between the front vehicle speed and subject vehicle’s desired

speed [45]. Hidas’ model suggests to classify lane changes as free, forced, and

cooperative. In a free lane change, the distance between leader and following ve-

hicles in the target lane does not change. In a forced lane change, it first decreases

before the maneuver and increases after the maneuver is completed. In a cooper-

ative lane change, it increases before the maneuver and then decreases [46, 47].

Recently the Lane Change Model with Relaxation and Synchronization (LMRS)

was introduced in [8]. Here, relaxation is a phenomenon of driver’s application of

small deceleration and acceptance of different time headways. Synchronization

means alignment with a gap prepared by vehicles in an adjacent lane. Free, syn-

chronized, and cooperative lane changes are realized. Another lane change model

considering the car-following behavior is presented in [48]. This model mainly
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focuses on an accelerated lane change with regard to the kinematic behavior of

the subject vehicle.

It has to be noted that the vehicle models used in the described studies are

abstracted from the actual vehicle dynamics and rather optimized for the simula-

tion/analysis of the traffic flow. That is, the problem of trajectory generation and

trajectory following is not considered in these studies.

There are several research works regarding item 2. A lane change model for

self-driving vehicles was presented in [49]. In this study the emphasis was made

on generating a safe path (based on piecewise Bezier curve). The resulting work

was tested on a real self-driving vehicle. Model predictive control (MPC) is used

in lane change steering maneuver in [50]. Constraints are formulated for find-

ing a trajectory and suitable input signals, while avoiding collisions. The paper

also contains a study on lane changing maneuvers for collision avoidance. [51]

presents and utilizes an optimal-control based method for quantifying the maneu-

verability of actively controlled passenger vehicles during emergency highway-

speed situations. The research is motivated by the desire to better understand the

performance benefits of additional actuated degrees of freedom such as rear steer-

ing when compared to a typical vehicle. The emergency maneuvers considered

are obstacle avoidance, barrier avoidance and lane changes. Necessary conditions

for optimality and optimal control laws are found for each case. Solutions are

found using a lumped-parameter planar single-track vehicle model and nonlinear

tire dynamics are assumed. [11] provide optimal control-based strategies to ex-

plore the dynamic capabilities of a single-track car model that includes tire models

and longitudinal load transfer. The paper explores the system dynamics by the use

of nonlinear optimal control techniques to compute aggressive car trajectories. An

optimal path-planning method is proposed for self-driving ground vehicles in case

of overtaking a moving obstacle in [52]. The path for the overtaking maneuver is

generated by a two-phase optimal path-planning problem. On the one hand, the

vehicle approaches the obstacle as close as possible. On the other hand, tight

following of a reference path and constraints on the lateral acceleration of the

vehicle are imposed. The trajectory generation problem faced by an self-driving
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vehicle in moving traffic is investigated in [14]. A semi-reactive planning strat-

egy is proposed. It realizes long-term maneuvers and ensures short-term collision

avoidance.

The problem in item 2. is the main subject of this thesis. That is, we focus

on the generation of suitable lane change trajectories Td depending on the driving

situation which is described by the velocity/acceleration profile of vehicles. In the

following, we develop optimal control formulations in order to compute trajecto-

ries and input signals for lane changes. Different from the previous studies, the

formulation in this thesis includes variations in the longitudinal vehicle motion

and uses a specific model for decoupling the longitudinal motion from the lateral

vehicle motion as described in the sequel.

3.2 Lane Change Formulation

Our study is based on the dynamic vehicle models in Section 2.1. In the sequel,

we develop optimal control formulations based on these models.

3.2.1 Decoupling The Longitudinal and Lateral Motion

As the first contribution of the thesis, we note that the longitudinal and lateral

dynamics are coupled when using the models in Section 2.1. That is, a change in

the lateral motion via the longitudinal input force Flf has an effect on the lateral

motion and a change in the steering angle δ also has an effect on the longitudinal

motion.

We next propose a modification of Flf in order to decouple the longitudinal

motion from lateral maneuvers. To this end, we define the arc-length q as the
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traveled distance of the CG and the acceleration a of the CG as

q̇ = v (3.1)

a = v̇ =
d

dt

√

ẋ2 + ẏ2 =
1

2
√

ẋ2 + ẏ2
(2 ẋ ẍ+2 ẏ ÿ) =

ẋ

v
ẍ+

ẏ

v
ÿ = cos(β )ẍ+ sin(β )ÿ

= cos(β )
Flf cos(δ )−Fcf sin(δ )

m
+ sin(β )

Flf sin(δ )+Fcf cos(δ )+Fcr

m
.

(3.2)

Solving for Flf and writing ar for the reference value of the acceleration, we obtain

Flf =
mar −Fcf (cos(δ ) sin(β )− sin(δ ) cos(β ))−Fcr sin(β )

cos(δ ) cos(β )+ sin(δ ) sin(β )
. (3.3)

That is, Flf represents the required traction force to achieve a desired accel-

eration ar of the CG even during turning maneuvers (δ 6= 0). Using (3.3), the

longitudinal motion in terms of the motion of the CG is decoupled from the lat-

eral vehicle dynamics. In particular, the longitudinal vehicle model is now given

by

q̈ = ar, (3.4)

We next discuss several requirements when realizing the traction force accord-

ing to (3.3). First, we note that measurements or estimates of the signals δ , β and

Fcf are available in advanced vehicle applications. The steering angle δ can be

directly measured. Furthermore, the sideslip angle β = tan−1(ẏ/ẋ) can either be

estimated directly using recent methods such as [53, 54] or computed using es-

timations or measurements of the velocities ẋ and ẏ from inertial measurement

units and differential GPS [55, 56]. Similar, existing estimation methods such as

[57, 58] can be used for estimating the lateral tire forces Fcf and Fcr.

Second, we consider that the computed traction force Flf in (3.3) has to be

realized by applying torque to the actuated wheels of the vehicle. This task is

achieved by recent methods for traction force tracking [56].
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Decoupled Model in Global Coordinates

Substituting (3.4) in the model in Section 2.1.2, we obtain the following model

including feedback of the force Flf.

Ẍ =
mar v cos(Ψ+δ )−Fcf Ẏ −Fcr Ẏ cos(δ )

m(Ẋ cos(Ψ+δ )+ Ẏ sin(Ψ+δ ))
(3.5)

Ÿ =
mar vsin(Ψ+δ )+Fcf Ẋ +Fcr Ẋ cos(δ )

m(Ẋ cos(Ψ+δ )+ Ẏ sin(Ψ+δ ))
(3.6)

Ψ̈ =−
Fcr b

Izz
+

a(mar v sin(δ )+Fcf (Ẋ cos(Ψ)+ Ẏ sin(Ψ)))

Izz (Ẋ cos(Ψ+δ )+ Ẏ sin(Ψ+δ ))
(3.7)

+
aFcr (Ẋ sin(Ψ) sin(δ )− Ẏ cos(Ψ) sin(δ ))

Izz (Ẋ cos(Ψ+δ )+ Ẏ sin(Ψ+δ ))
. (3.8)

Decoupled Model using the Slip Angle

Substituting (3.3) into the model in Section 2.1.3, the model based on the slip

angle is

β̇ =
cos(β )

mv
(Fcr +Fcf cos(δ )+

mar −Fcf sin(β −δ )
cos(β −δ )

)− Ψ̇ cos2(β ), (3.9)

Ψ̈ =
a(mar +Fcf cos(β )−Fcr sin(β ) sin(δ ))−bFcr cos(β −δ )

Izz cos(β −δ )
, (3.10)

Ẋ = v cos(Ψ+β ) (3.11)

Ẏ = v sin(Ψ+β ). (3.12)

3.2.2 Transformation of the Decoupled Model to Arc-length Coordinates

The models established previously are formulated using differential equations in

time. Nevertheless, when using lane change trajectories, it proves useful to rep-

resent these trajectories depending on the traveled distance on the road, denoted

as arc-length s. We next transform the previous models to a representation in the

arc-length coordinate s. To this end, we first provide several basic substitutions.

In addition, we denote the derivative with respect to the arc-length by •′.
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Ẋ =
dX

dt
=

dX

d s
·

ds

dt
= X ′ · ṡ (3.13)

Ẏ =
dY

dt
=

dY

ds
·

ds

dt
= Y ′ · ṡ (3.14)

Ψ̇ =
dΨ
dt

=
dΨ
ds

·
ds

dt
= Ψ′ · ṡ (3.15)

Ẍ =
d

dt
Ẋ =

d

dt
X ′ · ṡ = X ′′ · ṡ2 +X ′ · s̈ (3.16)

Ÿ = Y ′′ · ṡ2 +Y ′ · s̈ (3.17)

Ψ̈ = Ψ′′ · ṡ2 +Ψ′ · s̈ (3.18)

β̇ =
dβ
dt

=
dβ
ds

·
ds

dt
= β ′ · ṡ. (3.19)

Decoupled Model in Global Arc-length Coordinates

Using the above relations, the model in the global coordinates can be transformed

to the arc-length representation. Note that ṡ = v and s̈ = ar are used.

X ′′ · v2 +X ′ ·ar =
mar v cos(Ψ+δ )−FcfY

′ v−FcrY
′ v cos(δ )

m(X ′ v cos(Ψ+δ )+Y ′ v sin(Ψ+δ ))
(3.20)

Y ′′ · v2 +Y ′ ·ar =
mar vsin(Ψ+δ )+Fcf X ′ v+Fcr X ′ v cos(δ )

m(X ′ v cos(Ψ+δ )+Y ′ v sin(Ψ+δ ))
(3.21)

Ψ′′ · v2 +Ψ′ ·ar =−
Fcr b

Izz
+

a(mar v sin(δ )+Fcf (X
′ v cos(Ψ)+Y ′ v sin(Ψ)))

Izz (X ′ v cos(Ψ+δ )+Y ′ v sin(Ψ+δ ))
(3.22)

+
aFcr (X

′ v sin(Ψ) sin(δ )−Y ′ v cos(Ψ) sin(δ ))
Izz (X ′ v cos(Ψ+δ )+Y ′ v sin(Ψ+δ ))

.

(3.23)
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Decoupled Model in Slip Angle Arc-length Coordinates

Similarly, the model based on the slip angle is formulated in the arc-length coor-

dinates on (3.24) to (3.27).

β ′ · v =
cos(β )

mv
(Fcr +Fcf cos(δ )+

mar −Fcf sin(β −δ )
cos(β −δ )

)−Ψ′ v cos2(β ),

(3.24)

Ψ′′ · v2 +Ψ′ ·ar =
a(mar +Fcf cos(β )−Fcr sin(β ) sin(δ ))−bFcr cos(β −δ )

Izz cos(β −δ )
,

(3.25)

X ′ = cos(Ψ+β ) (3.26)

Y ′ = sin(Ψ+β ). (3.27)

3.2.3 Optimal Control Problem Formulation

The main task of this chapter is the formulation and solution of optimal control

problems for lane changes based on the models in the previous section. The opti-

mal control problem to be solved is written as

min
δ (s)

{
∫ S

0
δ 2(s)ds} (3.28)
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subject to the dynamic equations of the respective model in Section 3.2.2 and the

constraints

(3.29)

Ymin ≤ Y (s)≤ Ymax, ppYmin ≤ Y ′′(s)≤ ppYmax, (3.30)

Ψmin ≤ Ψ(s)≤ Ψmax, ppΨmin ≤ Ψ′′(s)≤ ppΨmax, (3.31)

δmin ≤ δ(s)≤ δmax, pδmin ≤ δ ′(s)≤ pδmax, (3.32)

ṡ(0) = v, s̈(0) = 0 (3.33)

X(0) = 0, X ′(0) = 1, X ′′(0) = 0, Y (0) = 0, Y ′(0) = 0, Y ′′(0) = 0,

(3.34)

β (0) = 0, β ′(0) = 0, β ′′(0) = 0, Ψ(0) = 0, Ψ′(0) = 0, Ψ′′(0) = 0,

(3.35)

X ′(S) = 1, X ′′(S) = 0, Y (S) = ∆Y, Y ′(S) = 0, Y ′′(S) = 0,

(3.36)

β (S) = 0, β ′(S) = 0, β ′′(S) = 0, Ψ(S) = 0, Ψ′(S) = 0, Ψ′′(S) = 0,

(3.37)

That is, the objective is to minimize the accumulated steering angle. In ad-

dition, constraints on Y , Ψ, δ are given by (3.30) to (3.32) and initial and final

conditions are formulated in (3.33) to (3.37). The conditions in (3.30) state that

the lateral (Y -)position and lateral acceleration should remain between the given

bounds. This is necessary in order to ensure that the computed lane change trajec-

tory as in Fig. 3.1 is computed between the respective lanes and without entering

other lanes. In addition, it is preferred to avoid large lateral accelerations. A simi-

lar constraint is given for the orientation angle Ψ and the corresponding rotational

acceleration in (3.31). The steering angle and its derivative are bounded in 3.32,

which captures physical limitations of the steering system. Initially (s = 0), it is

assumed that the vehicle moves along the X-axis with a constant velocity v as

specified in 3.33 to 3.35. At the end of the maneuver (s = S in (3.36) and (3.37)),

the driving direction is again the X-axis. Nevertheless, the Y -position is now ∆Y ,
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which describes the lane change width.

3.3 Collocation Method

3.3.1 Parameters of Our Collocation Method

In order to realize an optimal control solver with direct collocation, we use the

model in the global coordinates X ,Y,Ψ in Section 3.2.2. We recall that the slip

angles formulated in the global coordinates are

α f = tan−1(
−X ′ sin(Ψ)+Y ′ cos(Ψ)+aΨ′

X ′ cos(Ψ)+Y ′ sin(Ψ)
)−δ (3.38)

αr = tan−1(
−X ′ sin(Ψ)+Y ′ cos(Ψ)−b ψ̇

X ′ cos(Ψ)+Y ′ sin(Ψ)
) (3.39)

In order to apply direct collocation, the arc-length is divided into N collocation

intervals with N + 1 equidistant collocation points: sk = k · h with the step size h

and k = 0, . . . ,N.

We use cubic interpolation polynomials for representing the Y -position, the

orientation angle Ψ and the steering angle δ . We further assume that the longitu-

dinal speed v and acceleration ar are known. Hence, it holds for k = 0, . . . ,N and

for sk ≤ t < tk+1

Y k(s) = ak
0 +ak

1(s− sk)+ak
2(s− sk)

2 +ak
3(s− sk)

3

Ψk(s) = bk
0 +bk

1(s− sk)+bk
2(s− sk)

2 +bk
3(s− sk)

3

δ k(s) = ck
0 + ck

1(s− sk)+ ck
2(s− sk)

2 + ck
3(s− sk)

3

Xk(s) = dk
0 +dk

1(s− sk)+dk
2(s− sk)

2 +dk
3(s− sk)

3

Hereby, it is necessary to respect the initial conditions and final conditions for

the state variables and their derivatives in (3.33) to (3.37). In the considered lane

change scenario, it is desired that all initial and terminal conditions evaluate to

zero. Only the final Y -position is determined as Y (S) = ∆Y (lane width) such that

the vehicle moves to the neighboring lane at Y (S) = ∆Y . For the initial and finite
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points, this means that

a0
0 = 0 (3.40)

b0
0 = 0 (3.41)

c0
0 = 0 (3.42)

d0
0 = 0 (3.43)

aN
0 +aN

1 h+aN
2 h2 +aN

3 h3 = ∆Y (3.44)

bN
0 +bN

1 h+bN
2 h2 +bN

3 h3 = 0 (3.45)

cN
0 + cN

1 h+ cN
2 h2 + cN

3 h3 = 0 (3.46)

dN
0 +dN

1 h+dN
2 h2 +dN

3 h3 = 0 (3.47)

For the first derivatives, it must hold that

a0
1 = 0 (3.48)

b0
1 = 0 (3.49)

c0
1 = 0 (3.50)

d0
1 = 1 (3.51)

aN
1 +2aN

2 h+3aN
3 h2 = 0 (3.52)

bN
1 +2bN

2 h+3bN
3 h2 = 0 (3.53)

cN
1 +2cN

2 h+3cN
3 h2 = 0 (3.54)

dN
1 +2dN

2 h+3dN
3 h2 = 1 (3.55)
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The initial and final conditions for the second derivatives are

a0
2 = 0 (3.56)

b0
2 = 0 (3.57)

c0
2 = 0 (3.58)

d0
2 = 0 (3.59)

2aN
2 +6aN

3 h = 0 (3.60)

2bN
2 +6bN

3 h = 0 (3.61)

2cN
2 +6cN

3 h = 0 (3.62)

2dN
2 +6dN

3 h = 0 (3.63)

Moreover, continuity of the state trajectories up to the second time derivative has

to be ensured. For k = 0, . . . ,N −1, this implies that

Y k(h) = Y k+1(0), (Y k)′(h) = (Y k+1)′(0), (Y k)′′(h) = (Y k+1)′′(0)

Ψk(h) = Ψk+1(0), (Ψk)′(h) = (Ψk+1)′(0), (Ψk)′′(h) = (Ψk+1)′′(0)

Xk(h) = Xk+1(0), (Xk)′(h) = (Xk+1)′(0), (Xk)′′(h) = (Xk+1)′′(0)

Evaluating the above equations, we get for k = 0, . . . ,N −1 and Y :

ak
0 +ak

1 h+ak
2 h2 +ak

3 h3 = ak+1
0 (3.64)

ak
1 +2ak

2 h+3ak
3 h2 = ak+1

1 (3.65)

2ak
2 +6ak

3 h = 2ak+1
2 (3.66)

For k = 0, . . . ,N −1 and Ψ

bk
0 +bk

1 h+bk
2 h2 +bk

3 h3 = bk+1
0 (3.67)

bk
1 +2bk

2 h+3bk
3 h2 = bk+1

1 (3.68)

2bk
2 +6bk

3 h = 2bk+1
2 (3.69)
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k = 0, . . . ,N −1 and δ :

dk
0 +dk

1 h+dk
2 h2 +dk

3 h3 = dk+1
0 (3.70)

dk
1 +2dk

2 h+3dk
3 h2 = dk+1

1 (3.71)

2dk
2 +6dk

3 h = 2dk+1
2 (3.72)

Collecting the parameters ak
i ,b

k
i ,d

k
i for k = 1, . . . ,N and i = 0,1,2,3 in the

vector of decision variables z, the equality constraints in (3.40) to (3.63) and (3.64)

to (3.72) can be written with suitable matrices Aeq and beq as

Aeq z = beq. (3.73)

In addition, the dynamic equations in (3.20) to (3.23) need to be met. Evaluating

these equations at each collocation point k h for k = 0, . . . ,N, it must hold that

2dk
2 · v

2 +dk
1 ·ar =

mar v cos(bk
0 + ck

0)−Fcf ak
1 v−Fcr ak

1 v cos(ck
0)

m(dk
1 v cos(bk

0 + ck
0)+ak

1 v sin(bk
0 + ck

0)
(3.74)

2ak
2 · v

2 +ak
1 ·ar =

mar v sin(bk
0 + ck

0)+Fcf dk
1 v+Fcr dk

1 v cos(ck
0)

m(dk
1 v cos(bk

0 + ck
0)+ak

1 v sin(bk
0 + ck

0)
(3.75)

2bk
2 · v

2 +bk
1 ·ar =−

Fcr b

Izz
+

a(mar v sin(ck
0)+Fcf (d

k
1 v cos(bk

0)+ak
1 v sin(bk

0)))

Izz (d
k
1 v cos(bk

0 + ck
0)+ak

1 v sin(bk
0 + ck

0)

(3.76)

Fk
cf = D sin(C tan−1(Bαk

f −E (Bαk
f − tan−1(Bαk

f )))) (3.77)

Fk
cr = D sin(C tan−1(Bαk

r −E (Bαk
r − tan−1(Bαk

r )))) (3.78)

αk
f = tan−1(

−dk
1 sin(bk

0)+ak
1 cos(bk

0)+abk
1

dk
1 cos(bk

0)+ak
1 sin(bk

0)
)− ck

0 (3.79)

αk
r = tan−1(

−dk
1 sin(bk

0)+ak
1 cos(bk

0)−bbk
1

dk
1 cos(bk

0)+ak
1 sin(bk

0)
) (3.80)

These nonlinear equality constraints on the decision variables can be summarized

as

ceq(z, Ẋ
0, . . . , ẊN , Ẍ0, . . . , ẌN) = 0. (3.81)
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Finally, the constraints on the input signal δ , the state variables Y , Ψ and their

derivatives in (3.30) to (3.37) have to be considered for k = 0, . . . ,N

Ymin ≤ ak
0 ≤ Ymax, ppYmin ≤ 2ak

2 ≤ ppYmax, (3.82)

Ψmin ≤ bk
0 ≤ Ψmax, ppΨmin ≤ 2bk

2 ≤ ppΨmax, (3.83)

δmin ≤ ck
0 ≤ δmax, pδmin ≤ ck

1 ≤ pδmax, (3.84)

These constraints can be written as

zmin ≤ z ≤ zmax. (3.85)

with the lower bound zmin and the upper bound zmax for the decision variables z.

In summary, the optimal control problem in (3.28) to (3.37) is converted to the

nonlinear optimization problem

min
z

N−1

∑
k=0

h · (ck
0)

2 + γ h(ck
1)

2 (3.86)

subject to

zmin ≤ z ≤ zmax (3.87)

ceq(z, Ẋ
0, . . . , ẊN , Ẍ0, . . . , ẌN) = 0 (3.88)

Aeq z = beq. (3.89)

This nonlinear program can be solved by any nonlinear programming solver.

In our work, the solver SNOPT [59] provided by the Tomlab software library is

used.

3.3.2 Example Solution

We next show several example solutions when applying the collocation method

for ∆Y = 3.7, which is a common distance for lane changes [60]. Different lane

change distances S ∈ {40,50,60,70,80,90,100,110,120}, travel velocities of v ∈
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{20,30,40,50} and different accelerations of ar ∈ {−2,−1,0,1,2} are chosen.

The following plots show the evolution of the Y -position along the arc-length

for the different cases. Each plot belongs to a certain lane change distance and

shows one subplot for each acceleration value. The results for each velocity are

shown in these subplots. Note that some combinations of velocity/acceleration

might be missing in cases where no optimal control solution could be found by

the collocation method.

It can be seen from Fig. 3.2 and 3.9 that short arc-lengths can only be cho-

sen for small velocities and accelerations. Otherwise, there is no solution for

the optimal control problem. In addition, it can be seen from the figures that

the trajectories for higher velocities start with a smaller curvature in most of the

cases, especially in cases of a positive acceleration. It also has to be noted that,

although the trajectories for different velocities are similar in many cases, some

cases show large deviations. This observation suggests that the obtained solution

might be incorrect in some cases. In order to verify the optimal control solutions,

a gradient-based method for solving the optimal control problem is investigated

in the next section.
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Figure 3.2: Optimal trajectory for S = 50, ar =−2 and ar =−1.
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Figure 3.3: Optimal trajectory for S = 60; ar ∈ {−2,−1,0,1,2}.
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Figure 3.4: Optimal trajectory for S = 70; ar ∈ {−2,−1,0,1,2}.
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Figure 3.5: Optimal trajectory for S = 80; ar ∈ {−2,−1,0,1,2}
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Figure 3.6: Optimal trajectory for S = 90; ar ∈ {−2,−1,0,1,2}
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Figure 3.7: Optimal trajectory for S = 100; ar ∈ {−2,−1,0,1,2}
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Figure 3.8: Optimal trajectory for S = 110; ar ∈ {−2,−1,0,1,2}
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Figure 3.9: Optimal trajectory for S = 120; ar ∈ {−2,−1,0,1,2}
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3.4 Gradient-based Method

In addition to the collocation method in the previous section, we develop a gradient-

based method based on the model in Section 3.2.2.

3.4.1 Formulation of Our Method

In a general form, the state-space model in (3.24) to (3.27) can be written as

z′ = f (z(s),u(s),s) (3.90)

with the state z =
[

β Ψ Ψ′ X Y δ w

]

.

Then, the optimal control problem as in Section 3.2.3 can be formulated as

min
u

φ(z(S)) (3.91)

subject to the constraints

ż = f (z(s),u(s),s) (3.92)

u ∈ U (3.93)

hi(z(S)) = 0,∀i ∈ E (3.94)

g j(z(S))≤ 0,∀ j ∈ J (3.95)

q(z(s))≤ 0,∀0 ≤ s ≤ S. (3.96)

The objective function is chosen as φ(z(S)) = w(S), the terminal equality con-

straints in (3.94) are the same as in (3.33) to (3.37), the input signal belongs to a

given set U in (3.93), terminal inequality constraints in (3.95) can be imposed if

desired and (3.96) represents the additional state constraints in (3.30) to (3.32).

The problem in (3.91) to (3.96) is a nonlinear optimal control problem with

state constraints. A gradient-based method for solving such optimal control prob-

lems is proposed in [61]. We next describe the adaption of this method for the

computation of lane change maneuvers. The application of the method is based
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on the reformulation of the problem in (3.91) to (3.96) in terms of the input signal

u. To this end, the state depending on the applied input u is written as zu and the

objective function is written as F̃0(u) := φ(zu(s)). Then, the reformulated problem

is

min
u

F̃0(u) (3.97)

subject to the constraints

h̃i(u) := hi(z
u(S)) = 0,∀i ∈ E (3.98)

g̃ j(u) := g j(z
u(S))≤ 0,∀ j ∈ J (3.99)

q̃(u)(t) := q(zu(s),s)≤ 0,∀0 ≤ s ≤ S. (3.100)

Using (3.97) to (3.100), the idea of the described method is to perform a search for

the optimal input signal difference d based on first-order functional derivatives:

F̃0(u+d)≈ F̃0(u)+ 〈∇F̃(u),d〉 (3.101)

h̃i(u+d)≈ h̃i(u)+ 〈∇h̃i(u),d〉, ∀i ∈ E (3.102)

g̃ j(u+d)≈ g̃ j(u)+ 〈∇g̃ j(u),d〉, ∀ j ∈ J (3.103)

q̃(u+d)(t)≈ q̃(u)(t)+ 〈∇q̃(u)(t),d〉, ∀t ∈ R. (3.104)

Using an arc-length discretization with (not necessarily equidistant) points s0,s1, . . . ,sn

such that s0 = 0 and sn = S, the functional derivatives can be written as matrices

in the form Fu
0 := ∇F̃(u), Hu

i := ∇h̃i(u), Gu
j := ∇g̃ j(u) and Qu

sk
:= ∇q̃(u)(sk).

These matrices are obtained by an explicit Runge-Kutta simulation using finite

differences in the current implementation. Using these matrices and assuming a

previously computed input signal u with the corresponding state zu, a direction-

finding subproblem is solved in order to find the best modification of the input

signal d:

min
d∈U −u,β∈R

β +
1

2c
||d||2 (3.105)
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subject to

Fu
0 d

c
+max

i∈E

∣

∣h̃i(u)+Hu
i d

∣

∣−max
i∈E

∣

∣h̃i(u)
∣

∣≤ β (3.106)

g̃ j(u)+Gu
j d ≤ β (3.107)

q̃(u)(sk)+Qu
sk

d ≤ β , ∀s0, . . . ,sn. (3.108)

This direction-finding subproblem tries to find a small input difference d such

that the first-order approximation fulfills the terminal and state inequality con-

straints in (3.107) and (3.108). In addition, the objective function is minimized

together with the equality constraint violation in (3.106). This direction-finding

subproblem is convex and can be solved by quadratic programming [61]. It is

applied repeatedly during the actual optimal control algorithm:
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Gradient-based Optimal Control Algorithm

1. Fix parameters γ,η ∈ (0,1), c0 > 0, κ > 1. Choose an initial control input

u0 ∈U which satisfies the constraints g̃ j(u0)≤ 0 for j ∈ J and q̃(u0)(t)≤ 0

for all s0, . . . ,sn. Set l = 0, c−1 = c0,

2. Let cl be the smallest number from the set {cl−1,κ cl−1,κ2 cl−1, . . .} such

that the solution (dl,βl) from the direction-finding subproblem satisfies

βl +
maxi∈E

∣

∣h̃i(ul)
∣

∣

c
≤ 0

3. if βl = 0 return

4. Let al be the largest number from the set {1,η ,η2, . . .} such that

F̃0(ul +al dl)

cl

+max
i∈E

∣

∣h̃i(ul +al dl)
∣

∣≤
F̃0(ul)

cl

+max
i∈E

∣

∣h̃i(ul)
∣

∣+ γ al βl,

g̃ j(ul +al dl)≤ 0,∀ j ∈ J

q̃(ul +al dl)(tk)≤ 0,∀t0, . . . , tn.

Write ul+1 = ul +al dl .

5. l := l +1. Go to step 2)

The algorithm repeatedly tries to adjust the input signal by a difference d in or-

der to minimize the objective function while fulfilling the terminal and state con-

straints. Step 1) defines parameters γ,η ,κ and initializes the weight parameter cl .

In addition, an initial input signal is selected. Step 2) finds a suitable search direc-

tion dl in order to jointly minimize the objective function and the violation of the

equality constraints. If βl = 0 in Step 3), it is concluded that no further improve-

ment is possible such that the algorithm terminates. Otherwise, step 4) determines

a largest possible input adjustment al dl along the chosen search direction without

violating the actual constraints. This adjustment is added to the previously com-

puted input signal such that the new input signal becomes ul+1 = ul + al dl . The

algorithm is then repeated with the new input signal.
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3.4.2 Example Solution

We apply the developed gradient-based method to the same scenarios as in Section

3.3.2. The resulting trajectories can be seen in the following figures. Similar to

the evaluation of the collocation method in Section 3.3.2, it is the case that the op-

timal control problem cannot be solved for large velocities and small arc-lengths.

Fig. 3.10 and 3.11 show that solutions for S = 40 and S = 50 are only possible

for v = 20 m/sec. Optimal solutions for v = 50 m/sec are found starting from an

arc-length of S = 90 (see Fig. 3.15). In general, it is observed that the optimal

trajectories for larger velocities start with a smaller curvature. This effect can be

intuitively explained by the fact that less steering is preferred when traveling at

higher velocities.
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Figure 3.10: Gradient method: S = 40, ∆Y = 3.7, a ∈ {−2,−1,0,1,2}.
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Figure 3.11: Gradient method: S = 50, ∆Y = 3.7, a ∈ {−2,−1,0,1,2}.
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Figure 3.12: Gradient method: S = 60, ∆Y = 3.7, a ∈ {−2,−1,0,1,2}.
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Figure 3.13: Gradient method: S = 70, ∆Y = 3.7, a ∈ {−2,−1,0,1,2}.
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Figure 3.14: Gradient method: S = 80, ∆Y = 3.7, a ∈ {−2,−1,0,1,2}.
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Figure 3.15: Gradient method: S = 90, ∆Y = 3.7, a ∈ {−2,−1,0,1,2}.
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Figure 3.16: Gradient method: S = 100, ∆Y = 3.7, a ∈ {−2,−1,0,1,2}.
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Figure 3.17: Gradient method: S = 110, ∆Y = 3.7, a ∈ {−2,−1,0,1,2}.

0 20 40 60 80 100 120
0

2

4

Arc length [m]

Y
 p

o
s
it
io

n
 [

m
]

a = 2

0 20 40 60 80 100 120
0

2

4

Arc length [m]

Y
 p

o
s
it
io

n
 [

m
]

a = 1

0 20 40 60 80 100 120
0

2

4

Arc length [m]

Y
 p

o
s
it
io

n
 [

m
]

a = 0

 

 

v=20m/sec

v=30m/sec

v=40m/sec

v=50m/sec

0 20 40 60 80 100 120
0

2

4

Arc length [m]

Y
 p

o
s
it
io

n
 [

m
]

a = −1

0 20 40 60 80 100 120
0

2

4

Arc length [m]

Y
 p

o
s
it
io

n
 [

m
]

a = −2

Figure 3.18: Gradient method: S = 120, ∆Y = 3.7, a ∈ {−2,−1,0,1,2}.
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3.5 Comparison And Discussion

We finally compare the trajectories found by the two different optimal control

methods. We choose different arc-lengths S and a low velocity of v = 20 and a

high velocity of v = 40 for this comparison.
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Figure 3.19: Comparison of optimal trajectories for S = 50, v = 20 and a ∈
{−2,−1,0,1,2}.

It can be seen that both methods cannot find a solution for small arc-lengths

and large velocities/accelerations. This is expected due to the vehicle dynamics.

If a solution can be found, it can further be seen that the position trajectories for

both methods are mostly similar. Nevertheless, it has to be noted that the optimal

costs determined for both methods are not identical when looking at Table 3.1.

In particular, much higher costs are required when using the collocation method,

especially in the case of large velocities.

It is hence concluded that the collocation method faces numerical problems.

When inspecting the optimal control solutions it turns out that these problems

occur when representing the steering angle δ . In particular, oscillations in the

steering angle are observed, leading to the larger cost compared to the gradient-
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Figure 3.20: Comparison of optimal trajectories for S = 60, v = 20 and a ∈
{−2,−1,0,1,2}.

based method when solving the optimal control problem. These oscillations can

be seen in Fig. 3.31 and 3.32.

Together, it is concluded that the gradient-based method provides better and

more reliable optimal control solutions for lane changes. Accordingly, the results

of the gradient-based method are used for the further development of the thesis.
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Figure 3.21: Comparison of optimal trajectories for S = 70, v = 20 and a ∈
{−2,−1,0,1,2}.
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Figure 3.22: Comparison of optimal trajectories for S = 70, v = 30 and a ∈
{−2,−1,0,1,2}.
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Figure 3.23: Comparison of optimal trajectories for S = 80, v = 30 and a ∈
{−2,−1,0,1,2}.
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Figure 3.24: Comparison of optimal trajectories for S = 90, v = 30 and a ∈
{−2,−1,0,1,2}.
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Figure 3.25: Comparison of optimal trajectories for S = 90, v = 40 and a ∈
{−2,−1,0,1,2}.
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Figure 3.26: Comparison of optimal trajectories for S = 100, v = 40 and a ∈
{−2,−1,0,1,2}.
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Figure 3.27: Comparison of optimal trajectories for S = 110, v = 40 and a ∈
{−2,−1,0,1,2}.
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Figure 3.28: Comparison of optimal trajectories for S = 100, v = 50 and a ∈
{−2,−1,0,1,2}.
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Figure 3.29: Comparison of optimal trajectories for S = 110, v = 50 and a ∈
{−2,−1,0,1,2}.
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Figure 3.30: Comparison of optimal trajectories for S = 120, v = 50 and a ∈
{−2,−1,0,1,2}.
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Table 3.1: Comparison of optimal cost (1̇0−3) for collocation and gradient-based

method

a =−2 a =−1 a = 0 a = 1 a = 2

coll grad coll grad coll grad coll grad coll grad

S = 70, v = 20 0.67 0.22 0.50 0.16 0.25 0.12 0.78 0.12 0.49 0.10

S = 60, v = 20 0.94 0.35 0.76 0.30 0.53 0.31 0.70 0.30 0.59 0.23

S = 50, v = 20 0.82 0.57 1.06 0.56 0.85 0.55 1.57 0.56 1.00 0.58

S = 90, v = 30 0.21 0.04 0.48 0.03 0.42 0.03 0.60 0.02 0.53 0.02

S = 80, v = 30 0.20 0.09 1.49 0.09 1.51 0.09 1.44 0.11 1.44 0.10

S = 70, v = 30 0.70 0.18 1.05 0.17 0.71 0.19 1.54 0.19 1.28 0.22

S = 110, v = 40 0.33 0.01 0.86 0.02 1.38 0.02 0.45 0.02 0.62 0.02

S = 100, v = 40 0.63 0.03 1.39 0.02 0.53 0.03 1.39 0.03 1.32 0.03

S = 90, v = 40 1.30 0.04 1.28 0.05 0.94 0.04 1.13 0.04 1.11 0.05

S = 120, v = 50 0.80 0.02 0.85 0.02 0.74 0.02 1.15 0.03 1.12 0.03

S = 110, v = 50 0.73 0.03 1.01 0.03 0.86 0.03 0.84 0.03 0.78 0.04

S = 100, v = 50 0.80 0.04 0.87 0.04 0.80 0.04 0.80 0.05 0.82 0.06

0 10 20 30 40 50
−5

0

5
a = −2

arc−length [m]

δ 
[°

]

 

 

0 10 20 30 40 50
−5

0

5
a = −1

arc−length [m]

δ 
[°

]

 

 

0 5 10 15 20 25 30 35 40 45 50
−5

0

5
a = 0

arc−length [m]

δ 
[°

]

 

 
collocation

gradient−based

0 10 20 30 40 50
−5

0

5
a = 1

arc−length [m]

δ 
[°

]

 

 

0 10 20 30 40 50
−5

0

5
a = 2

arc−length [m]

δ 
[°

]

 

 

Figure 3.31: Comparison of optimal trajectories for S = 50, v = 20 and a ∈
{−2,−1,0,1,2}.
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Figure 3.32: Comparison of optimal trajectories for S = 70, v = 30 and a ∈
{−2,−1,0,1,2}.

65



CHAPTER 4

Approximation of Optimal Control Solutions

The previous chapter shows that lane change trajectories for self-driving vehi-

cles can be determined by applying optimal control to nonlinear vehicle models.

Although the computed optimal control inputs could be directly used as feedfor-

ward signals for performing lane changes, it has to be noted that it is not possible

to determine the optimal control solutions in real-time. This chapter shows that

the obtained optimal control trajectories are very similar to bi-elementary paths,

which consist of clothoid segments. Accordingly, the focus of the chapter is the

approximation of the optimal control solutions by bi-elementary arc-splines which

can be computed in real-time.

The chapter is organized as follows. Section 4.1 presents a suitable control

architecture and Section 4.2 provides a representation of position trajectories that

are in general suitable for vehicle following applications. Section 4.3 shows an

approximation of such trajectories that enables an easy trajectory parametrization.

The parametrization of approximated optimal control trajectories is proposed and

analyzed in detail in Section 4.4.

4.1 Control Architecture

It was identified in the previous chapter that optimal control trajectories for lane

changes can be computed by the proposed gradient-based method. Nevertheless,

it has to be noted that the computation of such optimal control trajectories has

several practical disadvantages. First, it is not possible to solve the optimal control

problem in real-time due to the different optimization steps. In addition, it has to

be pointed out that the suggested computation requires a precise knowledge of the
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velocity and acceleration signal of the vehicle during the lane change. Finally, it

is the case that the computed optimal control solution is given by a feedforward

input signal that has to be precisely applied to the vehicle. Hereby, the input signal

is represented by time/steering angle pairs or position/steering angle pairs which

need to be determined for each different lane change.

In order to circumvent the stated problems, this thesis suggests to employ a

generic representation of the position trajectories that is suitable for lane changes.

These position trajectories are then used as reference signals to be followed by the

vehicle, whereby the trajectory following task can be realized by any lane keeping

application. The suggested architecture can be seen in Fig. 4.1.

Lane Change Realization

Vehicle

Signal 

measurement

and

estimation

Maneuver

Computation

Lane 

keeping

Force 

computation

Y d

ar

b, Fcf, Fcr, x, y, j, x, y

Flf

Y

Figure 4.1: Control architecture for trajectory following during lane changes.

In this architecture, the vehicle receives the traction force Flf and the steering

angle δ as input signals. Flf is computed as decoupling force according to (3.3).

The steering angle is computed by the respective lane keeping control applica-

tion. In this thesis, we assume that the lane keeping controller obtains the planned

lane change trajectory Y and a short-term prediction of the vehicle trajectory Ỹ as

an input signal from the maneuver computation unit. In addition, real-time mea-

surements are received from the vehicle. The main subject of this chapter is the

computation of suitable lane change trajectories and predicted vehicle trajectories

by the maneuver computation unit. Hereby, it is desired to determine a suitable

representation of lane change trajectories that closely approximates the actual op-

timal control solution but that can be evaluated in real-time.
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4.2 Elementary Paths and Bi-elementary Paths

In this section, we first introduce the notions of an elementary path and a bi-

elementary path and discuss several properties of these curves.

4.2.1 Elementary Path

An elementary path consists of two clothoid curves that are joined together. De-

noting the overall arc-length of an elementary path as Se, the elementary path

consists of two curves:

• First curve C1 = C (Ps,Ψs,0,k1,Se/2) with the curvature k(s) =
2k1

Se
s, s ∈

[0,Se/2]. In particular, kf(C1) = k1 is the curvature at the end of C1.

• Second curve: C2 =C (Pe(C1),Ψf(C1),k1,0,Se/2) with k(s) =
2k1

Se
(Se−s),

s ∈ [Se/2,Se]. That is, the curvature at the end of the second curve is zero.

For convenience we denote such elementary path as

E (Ps,Ψs,k1,Se) (4.1)

An example for an elementary path with length Se = 100 is show in Fig. 4.2.
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Figure 4.2: Elementary path E (0,0,0,0.015,100).

Using the same notation as in Section 2.2.1, several facts about elementary

paths can be derived [31]. Consider a generic elementary path E =E (Ps,Ψs,k1,Se).
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First, it holds that the tangent angle change can be expressed depending on the

arc-length and the curvature parameter k1:

αE = Ψf(E)−Ψs(E) = 2 tan−1(
Yf(E)−Ys(E)

Xf(E)−Xs(E)
) =

Se k1

2
. (4.2)

From the practical perspective, it is as well important to establish a relation

between the tangent angle change αE and the change ∆YE = Yf(E)−Ys(E) in the

Y-position. For example, such relation will later be needed to evaluate the width

of a lane change. To this end, it is recalled from [60] that

∆YE = Se ·D(αE) · sin(αE/2). (4.3)

Hereby, the function D(αE) is defined as

D(αE) = 2

∫ 0.5

0
cos(2α (−s2 + s))ds. (4.4)

Although it is not possible to evaluate (4.4) analytically, it is possible to compute

D(αE) for the relevant range of values for αE . In this thesis, values of αE ∈

[−π/4,π/4] are used. Noting that D(αE) = D(−αE), it is hence, sufficient to

evaluate D(αE) in the interval [0,π/4]. The resulting function evaluation is shown

in Fig. 4.3. For computational purposes, we propose to use a tight polynomial

approximation of D(αE). In the sequel, we use the approximation

D̂(α) = p0 + p1 α + p2 α2 + p3 α3 (4.5)

with the parameters p0 = 1, p1 = 1.34 · 10−4, p2 = −6.75 · 10−2 and p3 = 1.64 ·

10−3. The approximation is chosen such that the residual norm is below 10−5.

D̂(αE) is also shown in Fig. 4.3.

4.2.2 Bi-elementary Path

The main objective of this section is the representation of lane change trajectories

with the help of clothoids and their arc-spline approximations. Hereby, it has to
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be pointed out that elementary paths are not suitable for this task since they lead

to a change αE in the tangent angle, which is not desired for a lane change. How-

ever it is possible to concatenate two elementary paths with an opposite tangent

angle change in order to obtain a bi-elementary path for lane change trajectories

as shown in Fig. 4.4.
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DY1

DYL
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Figure 4.4: Components of a bi-elementary path.

A bi-elementary path consists of 5 segments C1,C2,L,C3,C4 that are defined in

terms of the arc-length parameter s. The segments C1 and C2 form an elementary
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path

E1 = E (0,0,k1,Se1) (4.6)

starting from the point Ps(E1) = 0 with the tangent angle Ψs(E1) = 0. The length

of E1 is SE1
and the maximum curvature is k1. As a result, an angle change of

αE1
=

SE1
k1

2
is obtained. Writing α =αE1

for brevity, the change in the Y-position

is approximated by

∆YE1
= SE1

D̂(α) sin(α/2). (4.7)

E1 is followed by a straight line segment

L = L (PE(E1),Ψf(E1),Sl) (4.8)

with length Sl and with the orientation angle αE1
of the preceding elementary path

E1. Accordingly, the change in the Y-position of L is

∆YL = Sl sin(αE1
) (4.9)

C4 and C5 again form an elementary path

E2 = E (Pf(L),α,k2,SE2
) (4.10)

with length SE2
that starts from the end point Pf(L) of the preceding line segment

with the tangent angle α . In order to ensure that the tangent orientation Ψf(E2) at

the end of the curve is zero, it must hold that

αE2
=

SE2
k2

2
=−

SE1
k1

2
=−α.

That is, it must hold that

k2 =−
Se1 k1

Se2
. (4.11)
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Since the tangent angle changes from α to zero, the associated change in the Y-

position is approximated by

∆YE2
= SE2

D̂(α) sin(α/2). (4.12)

Then, the overall change in the Y-position of a bi-elementary path is derived

from (4.7), (4.9) and (4.12) as

∆Y = SE1
D̂(α) sin(α/2)+Sl sin(α)+SE2

D̂(α) sin(α/2). (4.13)

In the remainder of the thesis, it will be more convenient to consider a different

parameterization of a bi-elementary path based on the share of each part in the

overall arc-length S. To this end, we introduce the parameters λ ∈ (0,1) and

γ ∈ (0,1] and define

SE1
+SE2

= γ S

SL = (1− γ) ·S

SE1
= λ γ S

SE2
= (1−λ )γ S.

That is, γ represents the length of the elementary paths in relation to the overall

arc-length S. A large value of γ (and hence small value of 1− γ) implies a short

straight line segment L. The ratio of the arc-lengths of the elementary paths E1

and E2 is given by λ . If λ > 0.5, it holds that E1 is longer than E2.

Using these shape parameters λ and γ , a bi-elementary path can be character-

ized as

B(S,k1,λ ,γ). (4.14)
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and the overall change in the Y-position is approximated as

∆Ŷ = ∆YE1
+∆YL +∆YE2

= SE1
D̂(α) sin(α/2)+SL sin(α)+SE2

D̂(α) sin(α/2)

= λ γ SD̂(α) sin(α/2)+(1− γ)S sin(α)+(1−λ )γ D̂(α) sin(α/2)

= S
(

γ D̂(α) sin(α/2)+(1− γ) sin(α)
)

. (4.15)

In addition, we define the function PB : [0,S] 7→ R : PB(s) =

[

X(B,s)

Y (B,s)

]

as the

trajectory of the bi-elementary path in the X-position and Y-position.

Fig. 4.5 and 4.6 show bi-elementary paths with arc-length S = 100 and cur-

vature k1 = 0.005 for different values of λ and γ . The variation of λ in Fig. 4.5

shows that choosing a larger value of λ (a longer first elementary path E1) also

leads to a larger change in the Y-position. The same effect is observed for a larger

value of γ (a shorter straight line segment L) in Fig. 4.6.
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Figure 4.5: B(S,k1,λ ,γ) for S = 100, k1 = 0.005, γ = 1 and different λ .

4.2.3 Parameter Computations

When determining lane change trajectories for self-driving vehicles based on bi-

elementary paths, it is required to determine the relevant parameters S, λ , γ , ∆Y ,

k1 and α . According to the previous section, these 6 parameters are related by the
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Figure 4.6: B(S,k1,λ ,γ) for S = 100, k1 = 0.005, λ = 0.5 and different γ .

following equations:

∆Y = S
(

γ D̂(α) sin(α/2)+(1− γ) sin(α)
)

(4.16)

α =
λ γ Sk1

2
(4.17)

That is, it is required to assign four of these parameters. The remaining parameters

can be computed from (4.16) and (4.17).

Regarding the choice of the fixed parameters, we consider two relevant cases.

In all cases, the change in Y-position ∆Y and the shape parameters λ and γ are

given.

Case 1: λ , γ , k1 and ∆Y are given

In this case, it is assumed that also the curvature parameter k1 is known. Since

|k1| denotes the maximum curvature of the first elementary path and |k2|=
λ k1

1−λ
denotes the maximum curvature of the second elementary path, the choice of k1

determines the maximum curvature encountered on the bi-elementary path. Then

it is required to determine α and S. We know from (4.16) and (4.17) that

γ λ Sk1

2
⇒ S =

2α
γ λ k1

.
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This can be substituted in the equation for ∆Y and we get

∆Y =
2α

γ λ k1

(

γ D̂(α) sin(α/2)+(1− γ) sin(α)
)

.

This gives a nonlinear equation for α

f1(α) = 2α
(

γ D̂(α) sin(α/2)+(1− γ) sin(α)
)

−∆Y λ γ k1 = 0. (4.18)

It will be shown in Section 4.2.4 that (4.18) can be solved uniquely using the

Newton method.

Case 2: λ , γ , S and ∆Y are given

In this case, it is assumed that also the arc-length S is known. The choice of

S determines the length of the lane change on the road. Then it is required to

determine α and k1.

We know from the above equations that

α =
γ λ Sk1

2
⇒ k1 =

2α
γ λ S

.

This can be substituted in the equation for ∆Y and we get

∆Y = S
(

γ D̂(α) sin(α/2)+(1− γ) sin(α)
)

.

This again gives a nonlinear equation for α that can be uniquely solved using

the Newton method:

f2(α) =
(

γ D̂(α) sin(α/2)+(1− γ) sin(α)
)

−∆Y/S = 0 (4.19)

4.2.4 Newton Method

It is desired to obtain a fast solution of the nonlinear equations in (4.18) and (4.19)

in order to evaluate bi-elementary paths for lane changes in real-time. This sec-

tion shows that the Newton method is suitable for this purpose and even provides
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a unique solution in both cases. To this end, we first briefly describe the Newton

method. Consider the equation f (α) = 0, where f (α) is a nonlinear function. Us-

ing an initial value α0 and the first derivative f ′(α) of f (α), the Newton iteration

proceeds as follows

zi+1 =−
f (zi)

f ′(zi)
+ zi, i = 0,1, . . . . (4.20)

The iteration terminates if | f (αi+1)| < ε , where ε is a small tolerance value.

Depending on the nonlinear function f , the convergence of the Newton method

might be slow and it is not ensured that the correct root is found for functions

with multiple roots. Nevertheless, there are several results that support unique

convergence [62].

Proposition 2. Consider a function f : α 7→ f (α) : [a,b]→R. Assume that f (α)

is twice differentiable and satisfies the following conditions on [a,b]:

1. f (a)< 0 and f (b)> 0

2. f ′(α)> 0 on [a,b]

3. f ′′ > 0 on [a,b]

Then, the Newton iteration converges to a unique solution α⋆ of the equation

f (α) = 0 in [a,b] if the starting value fulfills α0 ≥ α⋆.

Proposition 3. Consider a function f : α 7→ f (α) : [a,b]→R. Assume that f (α)

is twice differentiable and satisfies the following conditions on [a,b]:

1. f (a)< 0 and f (b)> 0

2. f ′(α)> 0 on [a,b]

3. f ′′ < 0 on [a,b]

Then, the Newton iteration converges to a unique solution α⋆ of the equation

f (α) = 0 in [a,b] if the starting value fulfills α0 ≤ α⋆.

We next use these two propositions to show that the Newton iteration con-

verges to a unique solution for the cases in Section 4.2.3 and 4.2.3.
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Case 1

Theorem 1 shows that the nonlinear equation (4.18) fulfills the conditions in

Proposition 2.

Theorem 1. Consider that α ∈ [0,π/4], 0 ≤ γ ≤ 1, 0 ≤ λ · k1 ≤ 0.05 and 0 <

∆Y ≤ 10. Then, the nonlinear equation in (4.18) has a unique solution α⋆ that

can be computed by the Newton iteration in (4.20) with the initial value α0 = π/4.

Proof. In order to prove Theorem 1 we show that (4.18) fulfills the conditions in

Proposition 2. We consider the function f (α) = f1(α) in (4.18) and write

f1(α) = g1(α,γ)−∆Y λ γ k1

with

g1(α,γ) = 2α
(

γ D̂(α) sin(α/2)+(1− γ) sin(α)
)

.

That is, g1(α,γ) depends on α,γ and g1(0,γ) = 0 such that the offset value

f1(0) = −∆Y λ γ k1 is only determined by ∆Y , λ , γ and k1. The evaluation of

g1(α,γ) for values of γ ∈ (0,1] and the relevant range of α ∈ [0,π/4] is given in

Fig. 4.7.
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Figure 4.7: g1(α,γ) and g′1(α,γ) for γ ∈ (0,1] and α ∈ [0,π/4].
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Focusing on the interval [a,b] = [0,π/4], it is readily observed that g1(a,γ) =
g1(0,γ) = 0 for all γ ∈ (0,1] and g1(b) = g1(π/4) ≥ 0.577. In order to apply

Proposition 2 item 1), it must hold that f1(a)< 0 and f1(b)> 0. Considering that

f1(α) = g1(α,γ)−∆Y λ γ k1 and ∆Y > 0 λ > 0, γ > 0, k1 > 0, it is clear that

f1(a) = f1(0) = g1(0,γ)−∆Y λ γ k1 =−∆Y λ γ k1 < 0.

Then, it must be confirmed that f1(b) = f1(π/4) = g1(π/4,γ)−∆Y λ γ k1 > 0. To

this end, we determine the largest value of ∆Y λ γ k1. It holds by assumption that

λ ∈ (0,1), γ ∈ (0,1], 0 ≤ k1 ≤ 0.05 and ∆Y ≤ 10. Together, the desired bound

evaluates to

∆Y λ γ k1 < 10 ·1 ·0.05 = 0.5 < min
γ

g1(b,γ) = 0.577.

That is, indeed f1(b)> 0 such that condition 1) in Proposition 2 is fulfilled.

In addition, it holds that

f ′1(α) = g′1(α,γ)> 0

for all values of γ ∈ (0,1], λ ∈ (0,1), ∆Y and k1 and f ′′1 (α) = g′′1(α,γ) is always

positive for α ∈ [0,π/4] as can be verified by Fig. 4.7. Hence, condition 2) and 3)

in Proposition 2 are also true.

Since it is assumed that only angles in the interval [0,π/4] are suitable for

lane changes, it suffices to choose α0 = π/4 in order to fulfill all conditions in

Proposition 2.

In words, Theorem 1 confirms that the Newton iteration with the function

f1(α) in (4.18) converges to the unique solution α⋆. Applying S⋆ =
2α⋆

λ γ k1
, this

leads to a lane change with width ∆Y using the bi-elementary path B(S⋆,k1,λ ,γ).
When applying Theorem 1, the defined bounds for λ , γ , k1 and ∆Y need to be

justified. By definition, it is clear that 0 ≤ λ ,γ ≤ 1. In addition, it holds that the

curvature parameter k1 represents the inverse of the road radius. Considering that

the smallest possible radius for a vehicle is given by the turning circle radius RT ,
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it must hold that k1 ≤ 1/RT and |k2|=
λ k1

1−λ
≤ 1/RT . That is,

λ k1

1−λ
≤ 1/RT ⇒ λ (k1 +1/RT )< 1/RT ⇒ λ <

1/RT

k1 +1/RT
⇒ λ k1 <

1/RT k1

k1 +1/RT

Considering that k1 is bounded by 1/RT , the bound for λ k1 is given by

λ k1 <
1/RT ·1/RT

1/RT +1/RT
=

1

2RT
. (4.21)

Applying the fact that the turning radius of series vehicles is usually not below

10m, it can hence be assumed that λ k1 ≤ 0.05. In addition, ∆Y represents the

lane width for a lane change. When performing a single lane change, the lane

width is usually assumed as ∆Y = 3.7 m. Also allowing for multiple or wider lane

changes, we consider a bound of ∆Y ≤ 10.

We next provide several examples for bi-elementary paths that were computed

according to Case 1 as described before. Fig. 4.8 shows the case where k1 is

varied. It is evident that a larger curvature enables a shorter lane change trajectory.

Similarly, a larger value of λ in Fig. 4.9 and a larger value of γ in Fig. 4.10 result

in shorter lane change trajectories.
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Figure 4.8: B(S,k1,λ ,γ) for ∆Y = 3.7, λ = 0.5, γ = 1 and different k1.

Case 2

We next show that the nonlinear equation (4.19) fulfills the conditions in Proposi-

tion 2.
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Figure 4.9: B(S,k1,λ ,γ) for ∆Y = 3.7, k1 = 0.01, γ = 1 and different λ .
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Figure 4.10: B(S,k1,λ ,γ) for ∆Y = 3.7, k1 = 0.01, λ = 0.5 and different γ .

Theorem 2. Consider that α ∈ [0,π/4], 0≤ γ ≤ 1, S≥ 30 and 0<∆Y ≤ 10. Then,

the nonlinear equation in (4.19) has a unique solution α⋆ that can be computed

by the Newton iteration in (4.20) with the initial value α0 = 0.

Proof. We consider the function f (α) = f2(α) in (4.19) and write

f2(α) = g2(α,γ)−∆Y/S

with

g2(α,γ) = (γ D̂(α) sin(α/2)+(1− γ) sin(α)).

That is, g2(α,γ) depends on α,γ and g2(0,γ) = 0 such that the offset value

f2(0) = −∆Y/S is only determined by ∆Y and S. The evaluation of g2(α,γ) for

values of γ ∈ (0,1] and the relevant range of α ∈ [0,π/4] is given in Fig. 4.11.

Focusing on the interval [a,b] = [0,π/4], it is readily observed that g2(a,γ) =
g2(0,γ) = 0 for all γ ∈ [0,1] and g2(b) = g2(π/4) ≥ 0.367. In order to apply

Proposition 3 1), it must hold that f2(a) < 0 and f2(b) > 0. Considering that
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Figure 4.11: g2(α,γ) for γ ∈ (0,1] and α ∈ [0,π/4].

f2(α) = g2(α,γ)−∆Y/S and ∆Y > 0, S > 0, it is clear that

f2(a) = f2(0) = g2(0,γ)−∆Y/S =−∆Y/S < 0.

Then, it must be confirmed that f2(b) = f2(π/4) = g2(π/4,γ)−∆Y/S > 0. To

this end, we determine the largest value of ∆Y/S. Similar to Section 4.2.4, we

consider a bound of ∆Y ≤ 10. In addition, we consider a shortest arc-length for a

lane change of S = 30 as in [60]. Then, the desired bound evaluates to

∆Y/S < 10/40 = 0.25 < min
γ

g2(b,γ) = 0.367.

That is, indeed f2(b)> 0 such that condition 1) in Proposition 3 is fulfilled.

In addition, it holds that

f ′2(α) = g′2(α,γ)> 0

for all values of γ ∈ [0,1], λ ∈ (0,1), ∆Y and k1 and f ′′2 (α) = g′′2(α,γ) is always

negative for α ∈ [0,π/4] as can be verified by Fig. 4.11. Hence, condition 2) and

3) in Proposition 2 are also true.

Since it is assumed that only angles in the interval [0,π/4] are suitable for lane

changes, it suffices to choose α0 = 0 in order to fulfill all conditions in Proposition

3.
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We next provide several examples for bi-elementary paths that were computed

according to Case 2 as described before. Fig. 4.12 shows the case of an increasing

arc-length, Fig. 4.13 shows the case of an increased value of λ and Fig. 4.14 shows

the case of an increased value of γ .
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Figure 4.12: B(S,k1,λ ,γ) for ∆Y = 3.7, λ = 0.5, γ = 1 and different S.
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Figure 4.13: B(S,k1,λ ,γ) for ∆Y = 3.7, S = 80, γ = 1 and different λ .
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Figure 4.14: B(S,k1,λ ,γ) for ∆Y = 3.7, S = 80, λ = 0.5 and different γ .

83



4.3 Approximations of Elementary and Bi-elementary Paths

4.3.1 Approximation of Elementary Paths

According to Section 4.2.1, an elementary path with arc-length Se is represented

by two clothoid curves C1 =C (Ps,Ψs,0,k1,Se/2) and C2 =C (Pe(C1),Ψf(C1),k1,0,Se/2).

Hence, it is possible to approximate an elementary path by arc-spline approxima-

tions Ĉ1 = Ĉ (Ps,Ψs,0,k1,Se/2,n) and Ĉ2 = Ĉ (Pe(C1),Ψf(C1),k1,0,Se/2,n) of

C1 and C2, respectively. We denote the corresponding approximated elementary

path as Ê (Ps,Ψs,k1,S,n).

An example of such approximation is shown in Fig. 4.15.
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Figure 4.15: Elementary path E (0,0,0,0.015,100) and approximation

Ê (0,0,0,0.015,100,5).

4.3.2 Approximation of Bi-elementary Paths

In analogy to Section 4.3.1, a bi-elementary path can be approximated by arc-

splines. Consider B(S,k1,λ ,γ), which is defined by E1 = E (0,0,k1,λ γ S), L =

L (Pe(E1),Ψf(E1),γ S) and E2 = E (Pe(L),Ψf(L),
−λ k1

1−λ ,(1−λ )γ S). Then, the ap-

proximation of a bi-elementary path is given by the corresponding approximations

Ê1 = Ê (0,0,k1,λ γ S,n), L̂=L (Pe(Ê1),Ψf(Ê1),γ S) and Ê2 = Ê (Pe(L̂),Ψf(L̂),
−λ k1

1−λ ,(1−

λ )γ S,n). It is denoted as B̂(S,k1,λ ,γ,n).
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4.3.3 Distance Computation

When using arc-splines to approximate vehicle trajectories, it is possible to analyt-

ically evaluate the distance of any point to the arc-spline. This is of high relevance

when evaluating the distance error for trajectory following. We next present this

distance evaluation for the two relevant trajectory segments. Line segments and

arc segments.

The basic layout for line segments is shown in Fig. 4.16.

Figure 4.16: Distance error for a line segment: (a) positive error; (b) negative

error.

We consider a generic line segment L=L (Ps,Ψs,S) with the starting point Ps,

the orientation angle Ψs and the length S. The point of interest is P. The vectors

in the figure are computed as

v = L

[

cos(θ)
sin(θ)

]

, (4.22)

n =
1

L
· z⊗ v =

1

L
·









0

0

1









⊗

[

v

0

]

=
1

L

[

−sin(θ)
cos(θ)

]

, (4.23)

w = P−Ps. (4.24)

⊗ in (4.23) denotes the vector product.

Using these vectors, two relevant questions can be answered. First, it is de-
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termined if the point P is in the range of the line segment L. This is the case if

P lies between the two parallel dashed lines in the figure and is computationally

evaluated as

0 ≤
〈w,v〉

||w|| ·L
≤ 1. (4.25)

Here, 〈•,•〉 denotes the scalar product and || • || denotes the vector-2-norm. Note

that ||v||= L.

The distance of P to the line L is the projection of the vector w on the vector

n. That is,

e =
〈w,n〉

||w||
. (4.26)

Note that e is positive in the configuration in Fig. 4.16 (a) and negative in the

configuration in Fig. 4.16 (b).

Regarding arc segments, we consider a generic arc A (C,R,Ψs,Ψf) with the

center point C, the radius R, the starting orientation angle Ψs and the final orien-

tation angle Ψf as shown in Fig. 4.17.

Figure 4.17: Distance error for an arc segment: (a) positive radius; (b) negative

radius.

We first evaluate if a point P is in the range of the arc segment A . That is, it

has to be checked if P lies between the dashed lines in Fig. 4.17. This is precisely
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the case if the angle θ assumes values between Ψs and Ψf. Hereby,

Ψ = tan−1(vy/vx). (4.27)

Using the vector v = P−C, we distinguish the two cases R > 0 and R < 0 as fol-

lows (recall that a negative value R indicates a negative change in the orientation

angle in our formulation). It holds that Ψs < Ψf if R > 0 and Ψs > Ψf if R < 0.

That is, P is in the range of A if

{

Ψs < Ψ < Ψf if R > 0

Ψf ≤ Ψ ≤ Ψs if R < 0.
(4.28)

Then, the distance error is

e =

{

R−||v|| if R > 0

||v||+R if R < 0
. (4.29)

In summary, (4.26) and (4.29) can both be evaluated by simple arithmetic

operations.

4.3.4 Trajectory Prediction

The lane keeping controller in Fig. 4.1 receives the lane change trajectory Y as

well as a predicted vehicle trajectory Ỹ from the maneuver computation unit. Al-

though this is not the main focus of the thesis, we next propose a possible repre-

sentation of Ỹ assuming that Y is given and the vehicle is currently located at a

point P =

[

X

Y

]

with the orientation angle Ψ as shown in Fig. 4.18.

Then, Ỹ is computed along the arc-length s starting from P. Considering the

closest arc-spline segment C1 and its successors C2, . . ., the predicted trajectory is
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Figure 4.18: Computation of the predicted vehicle trajectory Ỹ .

evaluated as

Ỹ =



























A1 = A (P,Ψ,R1) for s ≤ R1 ·Ψ1

A2 = A (Pf(A1),Ψ+Ψ1,R2) for R1 ·Ψ1 ≤ s ≤ R1 ·Ψ1 +R2 ·Ψ2

A3 = A (Pf(A1),Ψ+Ψ1 +Ψ2,R3) for R1 ·Ψ1 +R2 ·Ψ2 ≤ R1 ·Ψ1 +R2 ·Ψ2 +R3 ·Ψ3

...
...

(4.30)

There are several advantages of this parametrization. First, it holds that every

point on Ỹ has an analytical representation such that distance computations are

straightforward as has been shown in Section 4.3.3. Second, the predicted trajec-

tory Ỹ captures the properties of the current vehicle location P, orientation Ψ and

the knowledge about the curvature of the future path Y to be followed.

4.4 Approximations of Optimal Control Trajectories

4.4.1 Explanation of the Method

The main aim of this section is the approximation of the optimal control trajecto-

ries computed in Section 3.4 by bi-elementary paths. To this end, we develop an
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algorithm for finding the relevant parameters k1, λ and γ . The algorithm evalu-

ated a grid of parameters for λ and γ and determines the values that constitute the

smallest deviation from the actual optimal control trajectory. The candidate sets

for λ and γ are given as follows.

• Candidate set for λ : Λ = {0.2,0.21, . . . ,0.9}

• Candidate set for γ: Γ = {0.4,0.41, . . . ,1.0}

1 Input: Λ, Γ, S, ∆Y

2 Output: λ , γ , k1 dmin = Inf

3 for λ ∈ Λ do

4 for γ ∈ Γ do

5 Solve f2(α) = 0 with solution α⋆ in (4.19)

6 Compute k1 =
2α

γ λ S

7 Compute B = B(S,k1,λ ,γ)
8 Compute O = O(S,∆Y )

9 Compute distance value d =
∫ S

0 (PB(s)−PO(s))
2 ds

10 if d < dmin then

11 Set dmin = d, λmin = λ , γmin = γ , k1,min = k1

12 end

13 end

14 return λmin, γmin, k1,min

Algorithm 1: Approximation of the optimal control solution.

In the next sections, we apply Algorithm 1 for different choices of the vehicle

velocity v.

4.4.2 Comparison for Low Speeds

We first consider small speeds by focusing on v = 20. Table 4.1 shows the maxi-

mum distance values between the respective optimal control trajectories and their

approximations. Note that no trajectories for S ≥ 80 and a = −2 were obtained

since the velocity becomes negative. In the remaining cases, it can be seen that the

approximation is very tight. Comparably large deviations are only observed for

the small arc-length S = 50 which seem to be unsuitable for the chosen velocity.
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Table 4.1: Maximum distance for the optimal control approximations in cm.

a -2 -1 0 1 2

S = 50 8.4 17.1 12.1 17.6 25.8

S = 60 4.4 6.6 4.2 2.6 8.1

S = 70 5.5 6.1 6.9 6.9 7.3

S = 80 — 4.7 3.5 3.2 6.3

S = 90 — 2.2 3.7 5.1 7.1

S = 100 — 3.6 2.5 4.4 5.7

S = 110 — 13.0 7.0 2.9 4.9

S = 120 — 5.5 7.7 2.9 2.4

For illustration, the approximated trajectories for values of S∈{50,60, . . . ,120}

and ar ∈ {−2,−1,0,1,2} are shown in the following figures.
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Figure 4.19: Optimal control approximation for S = 50, v = 20 and different

values of a.

In addition, the respective parameter values for the best approximation are

listed in Table 4.2.

The main observations from the approximation experiments are summarized

as follows. First, it can be seen in Table 4.2 that feasible trajectories cannot be ob-

tained if S = 50 is small and the acceleration ar = 1,2 is large. Here, a very large

curvature larger than 0.02 is encountered, which cannot be followed at the des-

ignated speed. In order to justify this claim, consider that the maximum possible
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Figure 4.20: Optimal control approximation for S = 60, v = 20 and different

values of a.
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Figure 4.21: Optimal control approximation for S = 70, v = 20 and different

values of a.

curvature at v = 20 is given by

µ g/v2 = 0.82 ·9.81/202 = 0.02.

It can also be seen that all the other cases lead to feasible trajectories, whereby the

parameter values for each specific value of S are similar. It is further interesting

to note that short trajectories (S = 50 and S = 60) require λ < 0.5 such that the

first elementary path is shorter than the second one. All other trajectories have

λ > 0.5. It can also be seen that γ > 0.8 in most of the cases and the maximum

curvature clearly decreases for longer trajectories.
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Figure 4.22: Optimal control approximation for S = 80, v = 20 and different

values of a.
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Figure 4.23: Optimal control approximation for S = 90, v = 20 and different

values of a.

For the practical application, the main question is which of the parameter com-

binations should be chosen for the given velocity of v = 20. In principle, a larger

value of S leads to a trajectory with a smaller curvature that can be followed more

easily by a vehicle. On the other hand, such trajectory leads to a longer duration

of the lane change, which is undesirable. In addition, the cost of the trajectory

should be low. According to the study in Section 3.4, the lowest cost for v = 20

are obtained for S = 70. Hence, a choice of S ≈ 70 is most suitable for this veloc-

ity. In addition, it can be seen from Table 4.2 that the maximum curvature should

be around 0.009, λ = 0.67 and γ = 0.84 when looking at the case of a = 2 for the

most critical trajectory.
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Figure 4.24: Optimal control approximation for S = 100, v = 20 and different

values of a.
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Figure 4.25: Optimal control approximation for S = 110, v = 20 and different

values of a.

Using the choice of k1 = 0.004 and hence k2 = 0.009, λ = 0.67 and γ = 0.84,

we next perform simulation experiments for v = 20 and ar = −2,−1,0,1,2. The

simulation results are presented in Fig. 4.27 to 4.31. In these experiments, the

lane-keeping controller from [63] is used.

It is interesting to observe that the trajectories and input signals are very simi-

lar. In addition, it holds that the trajectories for ar =−2,−1 are followed slightly

slower compared to the optimal control trajectory due to the choice of the tra-

jectory parameters. Slightly larger deviations are observed for the case of large

accelerations. It can also be seen from Table 4.3 that the control cost is only

slightly larger when using trajectory following. This difference can also be con-
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Figure 4.26: Optimal control approximation for S = 120, v = 20 and different

values of a.

Table 4.2: Parameters (k1,λ ,γ) for the optimal control approximations.

a -2 -1 0 1 2

S = 50 (0.016,0.42,0.68) (0.021,0.34,0.57) (0.019,0.37,0.63) (0.022,0.33,0.58) (0.028,0.27,0.54)

S = 60 (0.011,0.4,0.79) (0.011,0.4,0.77) (0.012,0.35,0.84) (0.012,0.35,0.88) (0.011,0.39,0.77)

S = 70 (0.012,0.74,0.77) (0.008,0.60,0.82) (0.008,0.62,0.83) (0.009,0.65,0.79) (0.009,0.67,0.84)

S = 80 (0.006,0.6,0.89) (0.006,0.63,0.85) (0.006,0.62,0.90) (0.006,0.63,0.83) (0.006,0.64,0.83)

S = 90 (0.004,0.59,0.9) (0.006,0.68,0.92) (0.005,0.64,0.81) (0.005,0.63,0.8) (0.005,0.61,0.79)

S = 100 (0.003,0.56,0.9) (0.004,0.63,0.83) (0.004,0.66,0.91) (0.004,0.6,0.8) (0.005,0.71,0.8)

S = 110 (0.003,0.57,0.91) (0.003,0.57,0.88) (0.003,0.56,0.89) (0.003,0.57,0.85) (0.004,0.7,0.8)

S = 120 (0.002,0.5,0.99) (0.002,0.53,0.88) (0.002,0.54,0.87) 0.002,0.45,0.96) (0.002,0.45,0.95)

cluded from Fig. 4.27 to 4.31 when inspecting the steering angle δ .
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Figure 4.27: Trajectory following for v = 20 and ar =−2.

Table 4.3: Comparison of the optimal cost for the gradient method and the cost

of trajectory following (·10−3)

ar -2 -1 1 0 2

gradient 0.22 0.16 0.12 0.12 0.10

following 0.38 0.25 0.18 0.14 0.12
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Figure 4.28: Trajectory following for v = 20 and ar =−1.
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Figure 4.29: Trajectory following for v = 20 and ar = 0.
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Figure 4.30: Trajectory following for v = 20 and ar = 1.
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Figure 4.31: Trajectory following for v = 20 and ar = 2.
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4.4.3 Comparison for High Speeds

We next perform the same comparison as in Section 4.4.2 for a large velocity of

v = 40. We first evaluate the optimal control approximation according to Algo-

rithm 1. Table 4.4 shows the maximum distance values between the respective

optimal control trajectories and their approximations.

Table 4.4: Maximum distance for the optimal control approximations in cm.

a -2 -1 0 1 2

S = 70 12.8 11.7 11.0 10.5 9.6

S = 80 10.1 12.9 10.5 16.2 13.9

S = 90 8.4 16.5 10.7 9.7 11.1

S = 100 9.4 8.2 5.6 12.0 11.3

S = 110 6.6 8.2 10.0 11.7 10.1

S = 120 6.9 7.8 8.1 10.1 12.7

For illustration, the approximated optimal control trajectories are shown in

Fig. 4.32 to 4.37.
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Figure 4.32: Optimal control approximation for S = 70, v = 40 and different

values of a.

In addition, the respective parameter values for the best approximation are

listed in Table 4.5.

The main observations from the approximation experiments for v = 40 are

as follows. First, we determine the maximum curvature that leads to feasible
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Figure 4.33: Optimal control approximation for S = 80, v = 40 and different

values of a.
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Figure 4.34: Optimal control approximation for S = 90, v = 40 and different

values of a.

trajectories at v = 40 as

µ g/v2 = 0.82 ·9.81/402 = 0.005.

That is, the minimum possible arc-length is S = 90, whereas the trajectories for

S = 70 and S = 80 are at the limit of feasible driving.

For the practical application, the main question is which of the parameter com-

binations should be chosen for the given velocity of v= 40. Similar to the previous

section, we consider that a larger value of S leads to a trajectory with a smaller

curvature that can be followed more easily by a vehicle. On the other hand, such

99



0 10 20 30 40 50 60 70 80 90 100

X-position [m]

0

1

2

3

4

Y
-p

o
s
it
io

n
 [
m

]

S = 100, v = 40, a = -2

S = 100, v = 40, a = -1

S = 100, v = 40, a = 0

S = 100, v = 40, a = 1

S = 100, v = 40, a = 2

Figure 4.35: Optimal control approximation for S = 100, v = 40 and different

values of a.
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Figure 4.36: Optimal control approximation for S = 110, v = 40 and different

values of a.

trajectory leads to a longer duration of the lane change, which is undesirable. In

addition, the cost of the trajectory should be low. According to the study in Sec-

tion 3.4, trajectories with a low cost for v = 40 are already obtained for S = 90.

Hence, a choice of S ≈ 90 is suitable for this velocity. In addition, it can be seen

from Table 4.2 that the maximum curvature should be around 0.005, λ = 0.61 and

γ = 0.81 when looking at the case of a = 2 for the most critical trajectory.

Using the choice of k1 = 0.0032 and hence k2 = 0.005, λ = 0.61 and γ = 0.81,

we next perform simulation experiments for v = 40 and ar = −2,−1,0,1,2. The

simulation results are presented in Fig. 4.38 to 4.42. In these experiments, the

lane-keeping controller from [63] is used.
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Figure 4.37: Optimal control approximation for S = 120, v = 40 and different

values of a.

Table 4.5: Parameters (k1,λ ,γ) for the optimal control approximations.

a -2 -1 0 1 2

S = 70 (0.007,0.56,0.84) (0.008,0.6,0.81) (0.009,0.63,0.81) (0.009,0.66,0.76) (0.01,0.66,0.76)

S = 80 (0.006,0.6,0.89) (0.006,0.62,0.91) (0.007,0.64,0.84) (0.006,0.62,0.91) (0.007,0.64,0.84)

S = 90 (0.005,0.59,0.88) (0.005,0.58,0.76) (0.005,0.64,0.82) (0.005,0.64,0.76) (0.005,0.61,0.81)

S = 100 (0.003,0.56,0.95) (0.004,0.63,0.83) (0.004,065,0.94) (0.004,0.6,0.81) (0.005,0.69,0.84)

S = 110 (0.003,0.57,0.91) (0.003,0.57,0.88) (0.003,0.63,0.83) (0.003,0.59.0.8) (0.04,0.68,0.85)

S = 120 (0.002,0.44,0.99) (0.002,0.56,0.85) (0.003,0.58,0.89) (0.002,0.45,0.95) (0.003,0.59,0.73)

Similar to Section 4.4.2, the trajectories and input signals are very similar. In

addition, it can be observed that slightly larger deviations are observed for the

case of large accelerations. It can also be seen from Table 4.3 that the control cost

is not significantly larger when using trajectory following.

Table 4.6: Comparison of the optimal cost for the gradient method and the cost

of trajectory following for v = 40

ar -2 -1 1 0 2

gradient 0.04 0.05 0.04 0.04 0.04

following 0.06 0.07 0.06 0.06 0.07
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Figure 4.38: Trajectory following for v = 40 and ar =−2.
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Figure 4.39: Trajectory following for v = 40 and ar =−1.
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Figure 4.40: Trajectory following for v = 40 and ar = 0.
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Figure 4.41: Trajectory following for v = 40 and ar = 1.
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Figure 4.42: Trajectory following for v = 40 and ar = 2.
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CHAPTER 5

Application Examples Using Approximated Trajectories

The previous thesis study considered the decoupling of the longitudinal and lat-

eral vehicle motion and the arc-length representation of the vehicle model in Sec-

tion 3.2, the optimal control computations in Section 3.3 and 3.4, as well as the

computation of optimal control approximations using arc-splines in Section 4.4.

This chapter uses the previous results for three driving applications. First, Section

5.1 considers the efficient parameter selection for bi-elementary paths for lane

changes. Second, Section 5.2 shows how the developed arc-spline representation

of road trajectories can be used for lane keeping. Finally, Section 5.3 develops a

method for safe and comfortable vehicle following on curved roads using a com-

bination of the decoupling strategy in Section 3.2 and cooperative adaptive cruise

control (CACC).

5.1 Parameter Selection for Bi-elementary Paths

5.1.1 Computational Method

The method presented in the previous section enables the efficient computation

of bi-elementary paths assuming that the relevant parameters such as k1, λ and

γ are already given. The remaining question is the selection of these parameters

depending on the driving situation. Qualitatively, it holds that small curvature

values (and hence long trajectories) should be chosen at large speeds and/or ac-

celerations, whereas large curvature values (short trajectories) can be tolerated at

small velocities. In the sequel, we develop a method for selecting the relevant

parameters based on a characterization of the maximum possible curvature for a
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given velocity/acceleration profile.

To this end, we assume that the entry velocity of a lane change is v0 and the

maximum acceleration during a lane change is amax. In practice, the entry velocity

is the current vehicle velocity when initiating a lane change and hence available.

In addition, amax is determined by the limits for comfortable driving which are

in the order of amax = 2 m/sec2 [64, 65, 66]. Using v0 and amax, the maximum

velocity profile during a lane change is given by

v(t) = v0 +amax t (5.1)

and the corresponding arc-length is computed as

s(t) = v0 t +
1

2
amax t2. (5.2)

Since bi-elementary paths are formulated depending on the arc-length parameter

s, we next write the maximum velocity profile in terms of the arc-length as

t(s) =
1

amax
(−v0 +

√

v2
0 +2amax s), (5.3)

vmax(s) = v0 +amax t(s) = v0 − v0 +
√

v2
0 +2amax s =

√

v2
0 +2amax s.

(5.4)

It is now possible to establish a relation between the maximum velocity profile

in (5.4) and the maximum feasible curvature based on the well-established friction

circle [67]. Assuming a point mass vehicle model as in [60], it must hold that

a2
long +a2

lat ≤ µ2 g2, (5.5)

whereby, along is the longitudinal vehicle acceleration, alat is the lateral vehicle

acceleration, µ is the friction coefficient of the road and g is the gravity constant.

Moreover, the lateral acceleration on a curved road with radius R and curvature
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k = 1/R depends on the longitudinal velocity v(s) via

alat(s) =
v(s)2

R
= v(s)2 · k. (5.6)

Respecting that along ≤ amax, the maximum curvature profile is derived as

kmax(s) =

√

µ2 ·g2 −a2
max

v2
max(s)

=

√

µ2 ·g2 −a2
max

v2
0 +2amax s

(5.7)

In words, any lane change trajectory with a curvature, whose absolute value at

each arc-length s remains below kmax(s) can be taken by vehicles that enter the

lane change with velocity v0 and whose acceleration is bounded by amax. More-

over, in view of the previous discussion on lane change trajectories in Section 3.2,

it is desired to find a shortest possible bi-elementary path with a curvature that is

bounded by kmax(s).

Consider a generic bi-elementary path B(S,k1,λ ,γ). According to Fig. 4.4,

the maximum curvature is reached at s = λ γ S/2 with a curvature value k1 and

at s = S− (1−λ )γ S/2 with a curvature value k2 = −λ/(1−λ )k1. In order to

determine a bi-elementary path with the shortest arc-length (and hence largest

curvature), it is required to achieve

k1 = kmax(λ γ S/2) and k2 =−λ/(1−λ )k1 =−kmax(S−(1−λ )γ S/2). (5.8)

Substituting (5.8) into (5.7), it follows that

kmax(s2) =
λ

1−λ
kmax(s2) (5.9)

⇒

√

µ2 ·g2 −a2
max

v2
0 +2a(S− (1−λ )γ S/2)

=
λ

1−λ

√

µ2 ·g2 −a2
max

v2
0 +2aλ γ S/2

(5.10)

This equation can be solved for λ and the corresponding value of k1 follows from
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(5.8).

λmax = fλ (S)

=−
(Samax −

√

S2 a2
max γ2 −2S2 a2

max γ +S2 a2
max +2Samax v2

0 + v4
0 + v2

0 −Samax γ)

2Samax γ
(5.11)

k1,max = fk1
(S,λ ) =

√

g2 ·µ2 −a2
max

v2
0 +S ·amax · γ ·λ

. (5.12)

That is, (5.11) and (5.12) must be fulfilled in order to achieve the maximum fea-

sible curvature. In addition, (4.18) must be ensured to obtain the desired lane

width ∆Y . In the sequel, we reformulate (4.18) in terms of the arc-length S by

substituting α =
λ γ k1 S

2
. Accordingly, it must hold that

fS(S,k1,λ ,γ) = S
(

γ D̂(
λ γ k1 S

2
) sin(

λ γ k1 S

4
)+(1−γ) sin(

λ γ k1 S

2
)
)

−∆Y = 0.

(5.13)

Substituting (5.11) and (5.12) into (5.13), we must solve

fS(S, fk1
(S, fλ (S)), fλ (S),γ) = 0 (5.14)

in order to obtain a bi-elementary path with the maximum possible curvature.

Theorem 3 states that a unique solution of (5.14) can be obtained using the Newton

iteration in (4.20).

Theorem 3. Consider that S ∈ [0,500], 0.3 ≤ γ ≤ 1 and 0 < ∆Y ≤ 10. Then, the

nonlinear equation in (5.14) has a unique solution S⋆ that can be computed by the

Newton iteration in (4.20) with the initial value S0 = 500.

Proof. In order to prove Theorem 3 we show that (5.14) fulfills the conditions in

Proposition 2. For each value of γ , we consider the function f (S) = fS(S,γ) in
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(5.14). Inspecting (5.13), it holds that fS(S,γ) can be written as

fS(S,γ) = gS(S,γ)−∆Y.

The function gS(S,γ) is shown for different values of γ , amax, v0 and µ in Fig.

5.1.
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Figure 5.1: Evaluation of fS in (5.14) for different values of γ .

Focusing on the interval [a,b] = [0,500] for S, it is readily observed that

gS(a,γ) = gS(0,γ) = 0 for all γ ∈ [0.3,1] and gS(b) = g1(500) ≥ 10.32. In or-

der to apply Proposition 2 1), it must hold that fS(a,γ) < 0 and fS(b,γ) > 0.

Considering that fS(S,γ) = gS(S,γ)−∆Y and ∆Y > 0, it is clear that

fS(a,γ) = fS(0,γ) = gS(0,γ)−∆Y =−∆Y < 0.
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Similarly, it is confirmed that

fS(b,γ) = fS(500,γ) = gS(500,γ)−∆Y > 10.32−10 > 0.

Hence, condition 1) in Proposition 2 is fulfilled.

In addition, it holds that

f ′S(S,γ) = g′S(S,γ)> 0

for all values of γ ∈ [0.3,1] and f ′′S (S,γ) = g′′S(S,γ) is always positive for S ∈

[0,500] as can be verified by Fig. 5.1. Hence, condition 2) and 3) in Proposition 2

are also true.

Since it is assumed that only arc-lengths in the interval [0,500] are suitable

for lane changes, it suffices to choose S0 = 500 in order to fulfill all conditions in

Proposition 2.

We again note that the parameter intervals in Theorem 3 are chosen according

to practical considerations. First, the same values for ∆Y as in Section 4.2.3 are

assumed. Second, the values for γ are selected based on the fact that smaller

values of γ lead to very long bi-elementary paths as was already observed in Fig.

4.10. In addition, it will be further highlighted in Section 5.1.2 that small values

for γ are not suitable for lane change trajectories.

In summary, this section develops a straightforward procedure for selecting

the parameters of a bi-elementary lane change path for a given entry velocity v0,

maximum acceleration amax and shape parameter γ . The steps of the procedure

are listed as follows.

1. Determine the solution S⋆ of (5.14) using the Newton method

2. Compute λ ⋆ = fλ (S
⋆) from (5.11) and k⋆1 = fk1

(S⋆,λ ⋆) from (5.12).

3. Evaluate the desired bi-elementary path as B(S⋆,k⋆1,λ
⋆,γ).

The resulting bi-elementary path is the shortest path for a given value of γ that

fulfills the curvature constraint in (5.7) for all possible velocity profiles that start
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from the entry velocity v0 and that meet the acceleration constraint amax. A suit-

able choice for the parameter γ will be discussed in the subsequent section.

5.1.2 Trajectory Examples

In this section, we validate the proposed method by several examples. We consider

different friction coefficients µ = 0.82 (dry asphalt) and µ = 0.5 (wet asphalt) and

accelerations up to 5m/sec2. Considering that accelerations below a = 2 m/sec2

are considered as comfortable [64, 65, 66], amax = 5m/sec2 is selected as a case

with a large acceleration.

In the first example, the entry velocity is v0 = 20 m/sec, the friction coefficient

is µ = 0.82 (which corresponds to dry road) and γ = 1. Fig. 5.2 shows the com-

puted bi-elementary path (upper part) and its curvature k(s) with the correspond-

ing maximum curvature kmax(s) (lower part) for different maximum accelerations.

It is readily observed that the bi-elementary paths are computed such that the cur-

vature constraint kmax(s) is met. In accordance with (5.11) and (5.12), k(s) equals

kmax at the two points of maximum curvature such that there is no feasible shorter

bi-elementary path. Comparing the different accelerations, it is clear that larger

accelerations require a longer arc-length due to the reduced maximum curvature.
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Figure 5.2: Trajectory computation for v0 = 20 m/sec, γ = 1, µ = 0.82 and amax =

1 m/sec2 (left), amax = 2 m/sec2 (middle) and amax = 5 m/sec2 (right).

Fig. 5.3 considers the same case as Fig. 5.2 with the difference that the entry

velocity v0 = 40 m/sec is increased. Since a larger entry-velocity implies a reduced
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maximum curvature in (5.7), the bi-elementary paths in this case are considerably

longer compared to the ones in Fig. 5.2.
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Figure 5.3: Trajectory computation for v0 = 40 m/sec, γ = 1, µ = 0.82 and amax =

1 m/sec2 (left), amax = 2 m/sec2 (middle) and amax = 5 m/sec2 (right).

Fig. 5.4 repeats the experiment in Fig. 5.2 with a reduced friction coefficient

µ = 0.5. It can again be seen that the resulting bi-elementary paths perform the

lane change with the smallest possible arc-length, whereby the arc-length is in-

creased compared to Fig. 5.2. In particular, it turns out that an acceleration of

amax = 5 m/sec2 is not tolerable in this case. Fig. 5.4 shows the computation for

a = 4 m/sec2 because of this reason.
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Figure 5.4: Trajectory computation for v0 = 20 m/sec, γ = 1, µ = 0.5 and amax =

1 m/sec2 (left), amax = 2 m/sec2 (middle) and amax = 4 m/sec2 (right).

The previous examples are evaluated for γ = 1, that is, there is no straight line
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segment in the resulting bi-elementary paths. We next study the effect of changing

γ using v0 = 20 m/sec, amax = 2 m/sec2 and µ = 0.82. The resulting bi-elementary

paths are shown in Fig. 5.5. It is clear from this experiment that smaller values of γ
lead to longer trajectories. This effect is mainly caused by the usage of a non-zero

curvature during a shorter fraction of the overall arc-length when γ is decreased.

We note that the same effect was observed for all experiments with different values

of v0, µ , amax and ∆Y . An analytical evaluation of this observation is not in the

scope of this thesis.
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Figure 5.5: Trajectory computation for v0 = 20 m/sec, µ = 0.82 and amax =

2 m/sec2 and different values of γ .

In summary, the evaluation in this section shows that the proposed parameter

selection method in Section 5.1.1 indeed determines bi-elementary paths for lane

changes with the shortest possible arc-length, while meeting the imposed curva-

ture constraints. Considering that the shortest lane change trajectory was obtained

for γ = 1, it is suggested to apply the proposed method for this value of γ . It is

finally pointed out that the proposed parameter selection method can be applied in

real-time. It is only required to solve (5.13), which can be done using the Newton

method with a limited number of iterations. In all our experiments, a solution of

(5.13) for ε = 10−8 (which corresponds to a precision of 1 µm) could be obtained

within not more than 15 iterations.
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5.1.3 Realization and Evaluation

The lane change trajectories in Section 5.1.1 were computed based on the maxi-

mum curvature evaluation in (5.7), which is based on a point mass vehicle model.

This section validates the suitability of the computed trajectories using the control

architecture in Fig. 4.1 with the vehicle model in Section 2.1.3.

We first consider the case of dry roads such that µ = 0.82. We perform simula-

tion experiments in the control architecture in Fig. 4.1. Lateral control is realized

by the lane keeping method in [63] and the traction force Flf is computed such that

the desired acceleration profile for each experiment is achieved. In each experi-

ment, the vehicle performs a lane change after traveling 50m on a straight road and

continues driving on that road after the lane change until the X-position reaches

250 m. The lane width of 3.7 m is chosen if not stated otherwise. Following the

discussion in Section 5.1.2, the value γ = 1 is used.

In the first experiment, the entry velocity is v0 = 20 m/sec and the maximum

acceleration is amax = 2 m/sec2. In this case, a trajectory with λ ⋆ = 0.46, k⋆1 =

0.018 S⋆ = 42.86 m is computed. Fig. 5.10 shows the simulation result. In the

upper plot, the reference trajectory is compared to the actual vehicle trajectory and

the lower plot shows the acceleration bound µ g as well as the applied longitudinal

acceleration along and the overall acceleration
√

a2
long +a2

lat. It is readily observed

that the vehicle is able to follow the reference trajectory with a small error. This is

due to the fact that the reference trajectory is computed respecting the constraint

in (5.7) on the maximum curvature. As a result, the overall acceleration does not

exceed the acceleration bound as can be seen in the lower part of Fig. 5.6.

Fig. 5.7 shows the simulation result for v0 = 20 m/sec and amax = 4 m/sec2.

In this case a longer lane change trajectory with λ ⋆ = 0.42, k⋆1 = 0.015 and S⋆ =

49.74 is obtained due to the increased maximum acceleration. Again, it is the case

that the vehicle can follow the computed reference trajectory.

Similarly, Fig. 5.8 shows the case of an increased entry velocity v0 = 40 m/sec

and amax = 2 m/sec2. The resulting parameters are λ ⋆ = 0.48, k⋆1 = 0.005 and S⋆=

81.80. It is again observed that the lateral acceleration stays below the computed

maximum acceleration such that the vehicle can follow the reference trajectory.
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Figure 5.6: Trajectory following for v0 = 20 m/sec, amax = 2 m/sec2, µ = 0.82

and ∆Y = 3.7 m.

The last experiment in this section is concerned with the case of a double lane

change with ∆Y = 7.4 m at v0 = 20 m/sec and amax = 2 m/sec2. The resulting

parameter values are λ ⋆ = 0.44, k⋆1 = 0.017 and S⋆ = 62.94 m. Fig. 5.9 shows that

the computed reference trajectory is suitable for vehicle following.

We next consider the same type of experiment for the case of wet roads. That

is, µ = 0.5. Fig. 5.10 displays the case of v0 = 20 m/sec and amax = 2 m/sec2

with the parameter values λ ⋆ = 0.44, k⋆1 = 0.01 and S⋆ = 58.08 m. Fig. 5.11

shows the case of v0 = 40 m/sec and amax = 2 m/sec2 with the parameter values

λ ⋆ = 0.47, k⋆1 = 0.003 and S⋆ = 109.47 m. In comparison to the case of dry roads,

it is observed that the computed trajectories are longer. This is expected to the

reduced available lateral force. In addition, both figures show that the computed

trajectories are suitable for vehicle following and the acceleration bound is always

met.
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Figure 5.7: Trajectory following for v0 = 20 m/sec, amax = 4 m/sec2, µ = 0.82

and ∆Y = 3.7 m.
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Figure 5.8: Trajectory following for v0 = 40 m/sec, amax = 2 m/sec2, µ = 0.82

and ∆Y = 3.7 m.
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Figure 5.9: Trajectory following for v0 = 20 m/sec, amax = 2 m/sec2, µ = 0.82

and ∆Y = 7.4 m.
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Figure 5.10: Trajectory following for v0 = 20 m/sec, amax = 2 m/sec2, µ = 0.5
and ∆Y = 3.7 m.
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Figure 5.11: Trajectory following for v0 = 40 m/sec, amax = 2 m/sec2, µ = 0.5
and ∆Y = 3.7 m.
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5.2 Trajectory Following using Lane Keeping Control

The previous sections show that clothoid-based trajectories and their arc-spline

approximations are suitable for the representation and fast computation of lane

change trajectories. This section is based on the fact that clothoid-based trajecto-

ries and their arc-spline approximations can in general be used to represent road

segments [31, 37, 38]. That is, lane keeping can be effectively be applied in the

control architecture in Section 4.1 when using arc-spline trajectories as a road

representation. In addition, the relations between the trajectory curvature and the

admissible vehicle velocity established in Section 5.1.1 can be used to evaluate

which velocity profile is suitable for a given road segment. Next, Section 5.2.1

formalizes the representation of road segments. Then, Section 5.2.2 determines

if a given velocity profile is suitable for driving along a road segment. Finally,

Section 5.2.3 evaluates road following by several simulation examples.

5.2.1 Road Representation

We introduce a set T = {T1,T2, . . . ,TN} in order to represent the trajectory of a

road. Each road segment Ti ∈ T is given by a clothoid curve C (Ps,Ψs,ks,kf,S),

by an arc segment A (C,R,Ψs,S) or by a line segment L (Ps,Ψs,S). The relation

between consecutive segments is given by

Ps(Ti+1) = Pf(Ti),Ψs(Ti+1) = Ψf(Ti),ks(Ti+1) = kf(Ti), i = 1, . . . ,N−1.

(5.15)

That is, a road trajectory T has a continuous position, orientation angle and cur-

vature. In the sequel, the curvature of a road trajectory T is denoted as kT (s).

Furthermore, an arc-spline approximation T̂ of a road trajectory T is obtained

by replacing all clothoid curves in T by the corresponding arc-spline according

to Section 2.2.

An example for a road trajectory is shown in Fig. 5.12. It is given by the set

T = {T1,T2, . . . ,T17}, whose entries are specified in Table 5.1.
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Figure 5.12: Example road trajectory T .

5.2.2 Verification of Velocity Profiles

As was discussed in Section 5.1.1, there is a relation between the velocity/acceleration

profile of a vehicle and the admissible curvature of vehicle trajectories as given in

(5.5). This expression can be used to evaluate the drivability of a road trajectory

T when given a desired velocity profile. Let

V : R 7→ R : t → V (t) (5.16)

be a velocity profile that maps each time instant t to a velocity value V (t). Then,

the traveled arc-length is

S (t) =
∫ t

0
V (τ)dτ. (5.17)

and the acceleration profile is

A (t) =
dV (t)

dt
. (5.18)

Assuming that V (t) is a non-negative function such that vehicles always travel in

the forward direction, it follows that S (t) in (5.17) is a monotonically increasing
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Table 5.1: Parameters of the example road trajectory

T1 T2 T3

L (0,0,300) C (Pf(T1),Ψf(T1),0,0.01,100) A (Pf(T2),Ψf(T2),100,100)

T4 T5 T6

C (Pf(T3),Ψf(T3),0.01,0,100) L (Pf(T4),Ψf(T4),300) C (Pf(T5),Ψf(T5),0,−0.005,150)

T7 T8 T9

A (Pf(T6),Ψf(T6),−200,200) C (Pf(T7),Ψf(T7),−0.005,0,150) L (Pf(T8),Ψf(T8),500)

T10 T11 T12

C (Pf(T9),Ψf(T9),0,−.01,100) A (Pf(T10),Ψf(T10),−100,100) C (Pf(T11),Ψf(T11),−0.01,0,150)

T13 T14 T15

L (Pf(T12),Ψf(T12),1000) C (Pf(T13),Ψf(T13),0,0.008,50) A (Pf(T14),Ψf(T14),125,200)

T16 T17

C (Pf(T15),Ψf(T15),0.008,0,250) L (Pf(T16),Ψf(T16),600)

function. We write

S
−1 : R 7→ R : s → S

−1(s) = t such that S (t) = s. (5.19)

Both (5.16) and (5.18) can be parametrized using the arc-length in (5.17). The

resulting velocity and acceleration profile in terms of the arc-length are hence

written as

V (s) = V (S −1(s)), (5.20)

A (s) = A (S −1(s)). (5.21)

Using (5.5), it must hold that

√

a2
long +a2

lat =
√

A 2(s)+V 4(s)k2
T

≤ µ g, (5.22)

which can be verified knowing the road curvature kT (s), the velocity profile V (s)

and the acceleration profile A (s).
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5.2.3 Evaluation

We illustrate the condition in the previous section by using different velocity pro-

files for the example road in Fig. 5.12. We note that kmax = 0.01·1/m is the largest

curvature along the example road. That is, the velocity when passing the location

with the largest curvature is given by

v̂0.82 =
√

µ g/kmax = 28.36m/sec,

when using µ = 0.82 (dry road) and

v̂0.5 =
√

µ g/kmax = 22.15m/sec,

when using µ = 0.5 (wet road). Accordingly, we first consider the simple case of

a constant velocity v0.82 and v0.5 when passing the example road. The resulting

simulations are shown in Fig. 5.13 to 5.18.

The upper part of Fig. 5.13 shows the road curvature, whereas the lower part

compares the maximum admissible velocity

vmax(s) =
√

µ g/kT (s)

and the actual velocity V (s). Note that vmax is only displayed for cases where

kT (s) 6= 0. It can be seen that the actual vehicle velocity always stays below

vmax(s), whereby a higher velocity could be admissible in curves with a smaller

curvature.

This observation is also confirmed in Fig. 5.14 that compares the admissible

acceleration according to the friction circle with the actual acceleration. A small

violation of the bound µ g is observed for a very short time duration in sharp turns.

Nevertheless, Fig. 5.15 confirms that the chosen velocity profile is suitable for

trajectory following. The tracking error for the overall example road trajectory

stays below 8 cm.
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Figure 5.13: Road curvature (upper) and velocity comparison (lower) for v0.82.
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Figure 5.14: Acceleration comparison for v0.82.
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Figure 5.15: Tracking error for v0.82.
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The same observations are made in Fig. 5.16 to 5.18 for the case of µ = 0.5

with the reduced velocity v0.5 = 22.15 m/sec. Here, the tracking error in Fig. 5.18

is slightly smaller compared to Fig. 5.15 and more time is needed to complete the

road.
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Figure 5.16: Road curvature (upper) and velocity comparison (lower) for v0.5.
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Figure 5.17: Acceleration comparison for v0.5.

0 20 40 60 80 100 120 140 160 180
−0.08

−0.06

−0.04

−0.02

0

0.02

0.04

0.06

0.08

time [sec]

T
ra

c
k
in

g
 e

rr
o

r 
[m

]

Figure 5.18: Tracking error for v0.5.
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The previous experiments were conducted with a constant velocity along the

whole road. The next experiment uses µ = 0.82 and a velocity profile that ap-

proaches the respective maximum velocity of each curve as shown in the lower

part of Fig. 5.19.

0 500 1000 1500 2000 2500 3000 3500 4000 4500
−0.01

0

0.01

arc−length [m]

ro
ad

cu
rv
at
u
re

k
T

0 500 1000 1500 2000 2500 3000 3500 4000 4500

30

40

50

arc−length [m]

v
e

lo
c
it
ie

s
 [

m
/s

e
c
]

 

 vmax
V(s)

Figure 5.19: Road curvature (upper) and velocity comparison (lower) for v0.5.

It is again the case that there is a slight violation of the acceleration constraint

in Fig. 5.20 that does not show any negative effect on the tracking error in Fig.

5.21. Moreover, the travel time along the road trajectory is considerably shorten

than the comparable case in Fig. 5.15. That is, even when using such fast velocity

profile, the road approximation and prediction by arc-splines according to Section

5.2.1 and 4.3.4 is suitable for trajectory following with a small tracking error if

the acceleration constraint in (5.22) is fulfilled.
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Figure 5.20: Acceleration comparison for v0.5.
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Figure 5.21: Tracking error for v0.5.
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5.3 Cooperative Adaptive Cruise Control on Curved Roads

An important ITS application for increasing the traffic throughput is tight vehicle

following that can be realized using the recent technology of cooperative adap-

tive cruise control (CACC) [18, 19, 20, 21, 22, 23]. CACC is based on distance

measurements and communicated state information among vehicles.

When designing CACC, it has to be ensured that oscillations are avoided and

signal levels are not amplified along a vehicle string in order to maintain driving

safety and comfort. In the literature, this requirement is addressed by the condition

of string stability [68, 69, 21] and there are various controller design methods in

order to achieve string stability.

The string stability research in the existing literature is conducted for the case

of straight roads, where it is sufficient to model the longitudinal motion using lin-

ear models. However, on curved roads, the lateral dynamics affect the longitudinal

motion of vehicles such that string stability as discussed in Section 5.3.1 can no

longer be ensured. Accordingly, the main focus of this section is to preserve string

stability when turning.

5.3.1 CACC

In this thesis, we consider the case where multiple vehicles follow each other in

the form of a vehicle string at a small inter-vehicle spacing. The basic scenario is

depicted in Fig. 5.22.

i

Li+1 Li Li-1

di+1 di

qi+1,vi+1,ai+1 qi,vi,ai qi-1,vi-1,ai-1

Figure 5.22: Vehicle following scenario.

Each vehicle i is characterized by its rear-bumper position qi, its velocity vi,

its acceleration ai and its length Li. Moreover, the distance between vehicle i and
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i−1 is written as di and evaluates to

di(t) = qi−1(t)−qi(t)−Li. (5.23)

The literature suggests different methods for safe vehicle following [70]. This

thesis employs the recent technology of cooperative adaptive cruise control (CACC)

[68, 20, 23] that is an extension to the established technology of adaptive cruise

control (ACC). CACC employs both distance measurements using Radar or LI-

DAR and state information that is exchanged between vehicles using vehicle to

vehicle (V2V) communication.

The most common realization of CACC in the recent literature is based on the

idea of predecessor following (PF). Using PF, only vehicle i− 1 provides state

information to vehicle i via V2V communication [20, 22, 23]. The corresponding

control architecture is displayed in Fig. 5.23.

Gi-1

Gi

Hi

Kff,i

qi-1

ui

qiei

Kfb,i
ui-1

vehicle i

Di

-Li-ri

Figure 5.23: CACC realization for a generic vehicle i.

Here, Gi represents the transfer function of the vehicle plant. Kfb,i is a feed-

back controller using the spacing error ei and Kff,i is a feedforward controller that

receives the input signal ui−1 from the predecessor vehicle i− 1 with a potential

delay Di = e−Ψi s. The transfer function Hi represents the spacing policy employed

for tight vehicle following. The most commonly used spacing policy in the recent

literature is the constant headway time policy [22, 21, 23]. It defines the desired

vehicle spacing as

di,r = ri +hi vi. (5.24)

130



Here, ri is the distance at standstill (for vi = 0) and hi denotes the desired headway

time. Accordingly, Hi(s) = 1+hi s and the spacing error ei(t) is computed as

ei(t) = di(t)−di,r(t). (5.25)

Signals such as velocity, acceleration and spacing error of each vehicle depend

on the maneuvers of its predecessor vehicles. In order to keep the signal levels of

follower vehicles bounded, it is required that fluctuations that of predecessor vehi-

cles (due to maneuvers of the leader vehicle or disturbances within the string) are

attenuated along the string. Specifically, small signal variations of predecessor ve-

hicles should not cause increased signal levels in the follower vehicles in order to

maintain driving safety, comfort and scalability of the string length. Furthermore,

oscillations in a vehicle string are undesired.

This requirement is addressed by the property of string stability [68, 69, 20].

In this thesis, we employ a sufficient condition for strict L∞ string stability as

defined by [21].

Consider Fig. 5.23. Let yi be a relevant output signal (such as acceleration) and

write u1 for the input signal of the leader vehicle. We further define the transfer

functions P1(s) = Y1(s)/U1(s) and Γi(s) = Yi(s)/Yi−1(s) with the respective im-

pulse responses p1(t) and γi(t). Then, a vehicle string is strictly L∞ string stable

if [69, 21]

||p1(t)||L1
≤ ∞, ||Γi(s)||H∞ ≤ 1 and γi(t)≥ 0. (5.26)

Hereby, || • ||L1
and || • ||H∞ represent the L1 and H∞ norm, respectively. (5.26)

ensures that the level of the output signal yi decreases along the string.

The literature employs different vehicle models for the study of string stability.

In this thesis, we use a model with acceleration input ui = ai for each vehicle i as

in [71, 72] with the transfer function

Gi(s) =
Qi(s)

Ui(s)
=

1

s2
. (5.27)

131



Then, it is possible to apply controller transfer functions in the form

Kfb,i(s) = ωi (s+ωi) and Kff,i(s) =
1

1+ shi
(5.28)

as suggested by [19] to achieve string stability.

5.3.2 Decoupling and Practical Implications

Our study is based on the nonlinear model in Section 2.1.3. On a straight road, it

holds that ψ̇ = ẏ = δ = 0. That is, the vehicle model in (2.7) to (2.9) reduces to

the linear plant model in (5.27) when using a traction force of Flf = m ·u, Never-

theless, this is no longer true on a curved road such that string stability according

to Section 5.3.1 cannot be guaranteed on curved roads. However, using the de-

coupling proposed in Section 3.2, it already holds that the longitudinal motion is

decoupled from the lateral motion such that the linear plant model in (5.27) is also

valid on curved roads. Hence, L∞ string stability according to Section 5.3.1 holds

for the longitudinal motion along curved roads when applying (3.3). We note that

(3.3) reduces to Flf = mar on straight roads, where δ = β = 0.

We next discuss several requirements when realizing the traction force accord-

ing to (3.3). First, we note that measurements or estimates of the signals δ , β and

Fcf are available in advanced vehicle applications. The steering angle δ can be

directly measured. Furthermore, the sideslip angle β = tan−1(ẏ/ẋ) can either be

estimated directly using recent methods such as [53, 54] or computed using es-

timations or measurements of the velocities ẋ and ẏ from inertial measurement

units and differential GPS [55, 56]. Similar, existing estimation methods such as

[57, 58] can be used for estimating the lateral tire forces Fcf and Fcr.

Second, we consider that the computed traction force Flf in (3.3) has to be

realized by applying torque to the actuated wheels of the vehicle. This task is

achieved by recent methods for traction force tracking [56].

Finally, we note that the proposed CACC extension controls the longitudi-

nal vehicle motion, compensating the effect of the lateral vehicle dynamics. The

steering angle for the lateral motion can be supplied manually by a human driver
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Figure 5.24: Control architecture for a generic vehicle i.

or automated by a lane-keeping system.

5.3.3 Vehicle Architecture

We employ the vehicle architecture in Fig. 5.24 for a simulation study of the pro-

posed CACC for curved roads. The nonlinear vehicle model with decoupling

traction force in Section 3.2 is extended by a traction force control module ac-

cording to [56] for obtaining realistic results. The vehicle signals β , ẋ, ẏ, ψ̇ , ẍ, ÿ

are measured and the lateral forces Fcf, Fcr are estimated using the method by [57].

In order to follow a given road, the steering angle is adjusted using a lane keep-

ing method from the existing literature [63]. Finally, vehicle following is realized

by CACC as described in Section 5.3.1 extended with the proposed traction force

computation in (3.3). The required road curvature ρ for lane keeping and the dis-

tance di and predecessor acceleration ai−1 are obtained from measurements and

V2V communication. We note that the vehicle architecture is created in order to

evaluate the proposed decoupling method under realistic conditions. The selected

methods for traction force control, lane keeping, signal estimation and the CACC

controller design can be substituted by other methods. he relevant parameter val-

ues of the vehicle model and the CACC controller are summarized in Table 5.2.

We use the same parameter values for each vehicle.

In the following sections, we compare the proposed method (denoted as ”with

decoupling”) with the common CACC implementation for straight roads (”with-

out decoupling”) that uses Flf = m ·ar instead of the decoupling force in (3.3).
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Table 5.2: Vehicle and CACC controller parameters.

m Izz B C D E

1480 1950 8.22 1.65 −1.7 ·104 -10

a b hi ωi Ψi

1.421 1.029 0.8 0.6 0.1

5.3.4 Evaluation

Vehicle Following in Curves

The first experiment evaluates the case of keeping a constant velocity while travel-

ing on a curved road. To this end, a road profile based on clothoid arcs is created,

respecting that clothoid arcs are to be used according to road standards [63]. That

is, the road profile consists of segments, whose curvature changes linearly with

the arc-length of the road as is shown in Fig. 5.25. The created road profile is

chosen to contain segments with increasing/decreasing as well as constant curva-

ture. Noting that the curve radius is given by 1/ρ , a minimum radius of 80 m is

obtained.
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Figure 5.25: Created road profile (upper); road curvature ρ (lower).
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Figure 5.26: Simulation results for a curved road with zero acceleration.

Using this road profile, we next simulate a vehicle string with 8 vehicles that

implement the architecture in Fig. 5.24 with the parameters in Table 2.1. In this

experiment, each vehicle has an initial velocity of 30 m/sec and the initial distance

error is ei(0) = 0 for each vehicle i = 2, . . . ,8. The leader vehicle 1 travels along

the road with zero acceleration.

Fig. 5.26 shows a comparison of the case without decoupling (left) and with

decoupling (right). It can be seen that the acceleration deviates from the reference

acceleration up to around 0.5 m/sec2 in the case without decoupling, whereas the

acceleration deviations are negligible when using decoupling. In addition, much

larger distance error signals are observed in the case without decoupling.

Vehicle Following with Acceleration Changes

In the next experiment, we consider the same road profile in Fig. 5.25. Neverthe-

less, we simultaneously adjust the acceleration of the leader vehicle with succes-

sive speed-up and slow-down maneuvers as can be seen in Fig. 5.27. The initial

velocities and distance errors are chosen as in Section 5.3.4. In comparison, it is

observed that the acceleration signals show oscillations and overshoot in the case

without decoupling, which indicates a violation of the string stability condition

in (5.26). It can further be seen that larger error signal levels are encountered if

decoupling is not used.
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Figure 5.27: Simulation results for a curved road with a given acceleration profile.
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Figure 5.28: Simulation results for a curved road with two lane changes.

Lane Change of a Vehicle String

In the last experiment, we perform two lane changes of the vehicle string on the

curved road in Fig. 5.25. The lane change trajectories are realized in the form of

concatenated clothoids as proposed by [60] and are initiated by the leader vehicle

at the times 6.8 and 18.0.

It can be seen in Fig. 5.28 that the decoupling strategy is again effective. The

acceleration signals of each vehicle follow the respective signal of the predecessor

vehicle without overshoot in the case with decoupling. Conversely, overshoot and

oscillations are observed in the case without decoupling, indicating a violation
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of string stability. Here, the oscillations starting around time 2 are due to the

curvature change of the road which is superposed on the lane change starting from

time 6.8. The oscillations starting around time 20 are caused by the lane change

at time 18. No such effect is seen in the case with decoupling. In addition, our

decoupling method again leads to smaller spacing errors.
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CHAPTER 6

Conclusions and Future Work

The development of self-driving vehicles is an emerging subject both in industry

and in the recent academic literature. Performing autonomous lane changes is one

of the important tasks when realizing self-driving vehicles. Hereby, it is required

to determine vehicle trajectories for lane changes that comply with the vehicle

dynamics as well as the driving situation and can hence be safely followed by

vehicles. In practice, it is necessary to choose a trajectory representation that can

be used for further calculations and to compute such trajectories in real-time. The

subject of this thesis is the computation of lane change trajectories for self-driving

vehicles, the approximation of such trajectories by clothoid-type curves and the

evaluation of the trajectory parameters in real-time.

The first main subject of this thesis is the computation of trajectories for lane

changes of self-driving vehicles using optimal control. Two optimal control meth-

ods are developed for nonlinear vehicle models that capture the longitudinal and

lateral motion during lane changes. As the first thesis contribution, these models

are extended by a feedback of the traction force in order to decouple the longi-

tudinal motion from the lateral motion. Hence, these models are different from

existing models in the literature. Based on the models, a collocation method and

a gradient-based method for solving the optimal control problem are developed as

the second thesis contribution. The collocation method uses third-order polyno-

mials for the trajectory approximation and can be solved using nonlinear program-

ming. The gradient-based method is based on a finite difference approximation of

the nonlinear vehicle model and a direction finding algorithm. It offers an easier

computation since it only requires the solution of quadratic programming prob-
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lems. The experimental evaluation of these methods shows that the collocation

method does not find correct optimal control solutions for large vehicle velocities.

In contrast, the gradient-based method is able to compute suitable optimal control

trajectories.

It is observed during the thesis study that the optimal control solutions cannot

be determined in real-time due to the different optimization steps. That is, they

are not suitable for a direct implementation in practical applications. In order to

address this problem, the second main subject of the thesis is the approximation

of the optimal control trajectories by curves that can be parametrized analytically

and that can be computed in real-time. To this end, the thesis suggests to use

bi-elementary paths that are based on clothoid curves and their analytical approx-

imation by bi-elementary arc-splines. As the third thesis contribution, it is shown

that bi-elementary arc-splines provide a tight approximation of the optimal con-

trol trajectories for lane changes. The thesis further proposes a control architecture

such that vehicles can follow the computed lane change trajectories at a desired

velocity.

Respecting the fact that bi-elementary paths can be used for representing lane

change trajectories for self-driving vehicles, the remaining question is how to de-

termine the trajectory parameters without using the optimal control solutions. The

fourth thesis contribution is the fast computation of vehicle trajectories for lane

changes depending on the driving situation. To this end, the thesis first develops

an efficient method for computing the parameters of bi-elementary paths based

on a Newton iteration. Then, the thesis determines an analytical bound on the

path curvature depending on the maximum velocity profile of a vehicle during a

lane change. Using this bound, the thesis proposes a computational procedure for

selecting the parameters of bi-elementary paths that are suitable for lane change

trajectories. This parameter selection can be efficiently carried out in real-time

based on the current vehicle velocity and a bound on the admissible acceleration.

Simulation experiments with the nonlinear vehicle model show that the proposed

method determines suitable lane change trajectories.

Finally, the thesis considers two applications of the developed methods. First,
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it is shown that the clothoid-based curves can be used to represent roads. Hence,

the proposed control architecture with clothoid-based reference trajectories en-

ables road following. Second, the application of the developed methods to the

technology of cooperative adaptive cruise control (CACC) is discussed. CACC is

used to ensure tight vehicle following in vehicle strings. In the existing literature,

CACC is always used on straight roads. Nevertheless, the desirable properties of

CACC such as string stability are no longer valid on curved roads. Using the pro-

posed control architecture that decouples the longitudinal from the lateral vehicle

motion, our method ensures string stability on curved roads.

There are several directions for future work in order to extend the contribu-

tions of the thesis. First, it is possible to refine the developed collocation method

by changing the parametrization from polynomials to arc-splines. The thesis fo-

cuses on the case of straight roads. In future work, it is intended to extend the

obtained results to the case of curved roads. In addition, the joint computation

of an optimal velocity profile and the desired lane change trajectory parameters

will be investigated. Finally, it is envisaged to apply the developed methods to

more detailed vehicle models such as four-wheel models instead of a single track

model.
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