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ABSTRACT

CANKAYA, Erkam
M.Sc., Department of Electronic and Communication Engineering
Supervisor: Assoc. Prof. Dr. Klaus Werner SCHMIDT

May 2017, 60 pages

Cooperative adaptive cruise control (CACC) is an advanced technology allowing
vehicle following at a small inter-vehicle spacing. In its classical usage, CACC
assumes that vehicles are arranged in the form of a vehicle string and follow each
other at a velocity-dependent distance. Nonetheless, practical driving situations
include the case of lane changes, where vehicles can join or leave a vehicle string. In
such case, it is required that gaps for joining vehicles are provided or gaps after
leaving vehicles are closed in order to ensure safe and efficient driving.

This thesis is concerned with gap opening and closing maneuvers in vehicle strings.
Introducing a suitable control architecture, gap opening and closing maneuvers can
be realized by the generation of feedforward input signals. To this end, the first
contribution of the thesis is the development of five methods for the computation and
representation of gap opening and closing trajectories that fulfill additional safety
and comfort constraints. The first method is based on the solution of an optimal
control problem, the second method uses a polynomial trajectory and plant inversion,
the third method concatenates three polynomials and uses nonlinear programming to
determine the polynomial coefficients, the fourth method uses a high-order
polynomial and the fifth method uses concatenated polynomials in order to

approximate the optimal control solution. A simulation study shows that the fifth
v



method is particularly useful in practical applications since it computes trajectories
that approximate the optimal control solution in real-time. The second contribution
of the thesis is the implementation of a vehicle model that realizes CACC and

additional feedforward signals in the form of a Matlab S-function.

Keywords: Intelligent Transportation System, CACC, Feedforward signal
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CANKAYA, Erkam
Yiiksek Lisans., Elektronik ve Haberlesme Miihendisligi Anabilim Dali
Tez Yoneticisi: Dog. Dr. Klaus Werner SCHMIDT

Mayis 2017, 60 sayfa

Kooperatif Otomatik Seyir Kontrolii (CACC), araglar arasindaki dar boslukta arag
takibine izin veren gelismis bir teknolojidir. Klasik kullanimda CACC araglarin bir
ara¢ dizisi halinde diizenlendigini ve birbirini hiza baglh bir mesafede takip ettigini
varsayar. Bununla birlikte pratik silirlis durumlar araglarin bir ara¢ dizisine
katilabildigi ve ayrilabildigi durumlar1 da igerir. Boyle bir durumda bosluklarin,
katilacak araglar i¢in agilmasi veya araclar ayrildiktan sonra emniyetli ve etkili bir
sekilde kapanmas1 gerekmektedir.

Bu tez arag dizilerindeki bosluk agma ve kapatma manevralari ile ilgilidir. Uygun bir
kontrol mimarisinde, bosluk acma ve kapatma manevralar1 ileri besleme giris
sinyallerinin iiretilmesi ile gerceklesebilir. Bu amaca ulasmak igin, tezin ilk katkisi
ek giivenlik ve konfor kisitlamalarini karsilayan bosluk a¢gma ve kapatma
yoriingelerinin hesaplanmasi ve gosterimi igin bes yontem gelistirilmesidir. Birinci
yontem optimal kontrol probleminin ¢6ziimiine dayanir, ikinci yontem bir polinom
yoriingesi ve plant ters ¢evirmesi kullanir, iiglincii yontem ii¢ polinomu birbirine
baglar ve polinom katsayilarini belirlemek i¢in dogrusal olmayan programlamayi
kullanir, dordiincii yontem yiiksek dereceli bir polinom kullanir ve besinci yontem
optimal kontrol ¢6ziimiinii yakinsamak i¢in birbirine baglanmis polinomlar1 kullanir.
Besinci yontemin gercek zamanli olarak optimal kontrol ¢6ziimiine yaklasan

yoriingeleri hesaplamasi1 nedeniyle pratik uygulamalarda 6zellikle kullanish
Vi



oldugunu gosteren bir simiilasyon ¢alismasi yapildi. Tezin ikinci katkisi, CACC ve
ilave ileri besleme sinyallerini bir Matlab S-fonksiyonu seklinde gergeklestiren bir

ara¢ modelinin uygulanmasidir.

Anahtar Kelimeler: Akilli Ulastirma Sistemleri, Kooperatif Otomatik Seyir

Kontrolii, Tleri beslemeli sinyal,
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CHAPTER 1

INTRODUCTION

Intelligent Transport Systems (ITS) are developed withdtine of improving the traffic
infrastructure, driving safety and efficiency [1, 19, 20aBf addressing problems such
as traffic congestion, fuel consumption and air pollutior43

An important application of ITS is platooning, where vebgfollow each other in
the form of vehicle strings with a small inter-vehicle spagi The most recent tech-
nology for the realization of platooning is cooperative e cruise control (CACC)
[13, 6]. CACC is an extension of adaptive cruise control (ACC)ableing the inter-
vehicle distance and relative velocity between vehiclesRBADAR or LIDAR and
receiving data from the predecessor vehicles via vehiclestocle (V2V) communi-
cation, CACC allows controlling the throttle and brake to ntaiim a certain desired
distance.

CACC is applicable for vehicle following in vehicle stringshere vehicles are already
arranged at a desired distance. In contrast, practicaindrisituations require lane
change maneuvers, where vehicles join or leave a vehighgstin order to maintain
driving safety, such maneuvers necessitate the openin@ (fmning vehicle) or clos-
ing (after a leaving vehicle) of gaps in vehicle strings. Aibasersion of this problem
has been addressed for the first time in [10, 11]. The ideaeofitthod is to define a
trajectory for the distance signal in the form of a polyndnaiad then use plant inver-
sion to determine the feedforward input signal. Howevearess disadvantages of that
method such as a long maneuver duration and the violatioalo€ity and acceleration
constraints can be identified.

The main aim of this thesis is the development of methods donputing trajec-
tories for gap opening and closing maneuvers. Hereby, tbasfes on feedforward
input signals for fast maneuvers without violating the dedirtonstraints. The first
method formulates and optimal control problem, whose swiytrovides the feedfor-
ward signal with the shortest possible maneuver while mgetll constraints. On the
downside, the computation times for finding the optimal calrgolution is not suitable
for a real-time implementation. A further method with thigecewise polynomials
and velocity/acceleration constraints is formulated mftbrm of a nonlinear program.



Its solution can be obtained faster than the optimal cordomhputation but is still
not suitable for a real-time implementation. In additiopager maneuver duration
has to be accepted for this method. To reduce the computiti@) an approxima-
tion/interpolation method has been developed. It compsitsble trajectories ap-
proximating the nonlinear programming solution for a grigharameter values offline.
Then, trajectories for any parameter combination thati®ndhe grid can be obtained
by linear interpolation. It is shown that this method leaols/éry good approxima-
tions. In order to further reduce the maneuver durations#mee interpolation method
is applied to polynomial approximations of the optimal cohsolution itself. As a
result, fast trajectories are obtained. Slight violatiohthe acceleration constraints are
possible if the optimal control solution is approximateda@gingle polynomial. On
the contrary, an approximation by five concatenated polyalsnproves very suitable
because it directly captures the shape of open/close gepttvaes.The quality of the
approximations is demonstrated by various simulation gasa In addition, the thesis
implements a simulation model of the vehicle with CACC and #eddforward signal
computation in the form of an S-function.

The thesis is organized as follows. Chapter 2 provides backgr information. In
Chapter 3, the developed methods for opening and closingfgagafe lane changes
are presented. Chapter 4 implements a simulation model okthiele with CACC and
feedfoward signal generation as an S-function and ChapteS gonclusions.



CHAPTER 2

BACKGROUND

This chapter gives the necessary background on vehictafmlg that is realized using
the technique of cooperative adaptive cruise control (CACEQtiBn 2.1 explains the
general concept of vehicle following and CACC, Section 2.2 @&ixisl the concept of
string stability and gives several simulation examples &tntroller design for CACC
used in this report is described in Section 2.3.

2.1 CACC and Vehicle Following

CACC is developed for overcoming the shortcomings of adagtivese control (ACC)
[7, 12, 13, 8]. Measuring the inter-vehicle distance, ACComudtically controls the
throttle position and brake to maintain a certain desiresadice to the predecessor
vehicle. CACC extends ACC by also using data that is transmiitted other vehicles
by vehicle-to-vehicle communication. That is, CACC is an egimgy technology that
supports vehicle following at small inter-vehicle distasa@s shown in Fig. 1.

_(yﬁ ':P%/ v I
| A N
L] (S j«%,&@}dﬁ JCD
L L el sl
Q2 V2, (PR g Vi g V!

Figure 1: Vehicle string with CACC.

In this figure, the following parameters/variables are used
e L;: Length of vehicld,

e Vvi: Velocity of vehiclei,

e (. Rear bumper position of vehicie

e d;: Distance between vehicle- 1 and vehicla.



There are two ways to obtain sensor information for eachclehi
e vehicle distance from sensor measurements such as RADAR DRR,I

e sensor information from other vehicles (such as velocityacceleration) via
vehicle-to-vehicle (V2V) communication.

In order to formulate an analytical model of CACC according ig. A, the actual
distanced; between vehiclé and vehicla — 1 is evaluated as

di(t) =qgi-a(t) —ai(t) - Li. (2.1)

In addition, the desired distanci; (also denoted as spacing policy) needs to be con-
sidered. In this thesis, we use the constant headway timeypehich is mostly used
in the recent literature. It is given in the following equeti

dir =ri+hw. (2.2)

di r describes the desired distance between vehmtel vehicld — 1. r is the distance

at standstill andy shows the headway time. When the velocity is zero, the desired
distance igj andd; ; increases proportionally with). Subtracting (2.2) from (2.1), the
spacing errog (t) is computed as

&(t) =di(t) —dir(t) = (gi-2(t) —ai(t) —Li) — (ri+hw(t)). (2.3)

2.2 String Stability

For safe and comfortable driving, it is required to ensusd #grrors and signal levels
decrease along a vehicle string as in Fig. 1. In other wonag,changes of vehicle
i should not be amplified by the follower vehidle-1 and other followers. In the
literature, the aforementioned condition is describedst string stability. Consider
a linear system that is modeled by the transfer function

~ Ui(s)
~ Ui_1(s)

Fi(s) . (2.4)

Strict string stability can be ensured for all vehicidsetween the control inputd;(s)
anduU;_4(s) if

ITi ()] < 1. (2.5)



Here,U;(s) represents the Laplace transform of the sighél) and alsg| e ||« repre-
sents theéHe,-norm.

D (EP T G

Figure 2: Vehicle string with 4 vehicles.

To give a better understanding of string stability, we predaan example scenario
with 4 vehicles. The leader vehicle (vehicle 1 in dark-bloéc) accelerates from 0 to
2 m/seé within about 5 sec and then decelerates -2 n¥/séthin approximately 5 sec
as is shown in the acceleration plot (right-hand plot) of. Big The follower vehicles
(green, red and blue colors) show a reduced acceleratiodesr@deration. The velocity
plot (center plot) shows an analogous result for the velvelecity. In addition, it can
be seen that the desired safe distance between the velsiciesntained by looking at
the position plot (left-hand plot).
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Figure 3: Vehicle string with 4 vehicles and CACC design that realizectsstring
stability, a) Position b) Velocity c) Acceleration.

Fig. 4 zooms in on the relevant part of the plots in Fig. 3 ineorid clarify better
the signal attenuation of a strictly string stable vehittang.
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Figure 4. Zoom of Figure 2.3, Velocity and Acceleration plots.

In contrast, the same vehicle string in Fig. 2 is simulatedtie case where strict
string stability is violated in Fig. 5. Here, the accelevatplot (right-hand plot) and
velocity plot (center plot) suggest and increase in theaigmplitude. Again, Fig. 6
with the additional zoom clarifies the violation of strictisg stability.
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Figure 5: Vehicle string with 4 vehicles and CACC design that realizestiott string
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2.3 Controller Design for CACC and Simulations

In the literature, systems are mostly designed for homamestrings, that is, all ve-
hicles have the same dynamic features. In the most recehéstihe spacing policy in
(2.2) is used and the vehicle plant is modeled by the trafgfetion

e % Qs
(L+s1)s? Ui(s)’

Gi(s) = (2.6)
@ is a possible plant delay arglis the time constant of the low level drive line dy-
namics. The first integration obtains the vehicle veloaiont the acceleration and the
second integration obtains the vehicle position from tHeaity.

Then, CACC is realized in the following block diagram in Fig Far vehiclei — 1,

l___l —bui
|

|_> | VH G » (i
Uj.1 —» G ‘;?_P I<ﬂ) 1 |
— H |«

Figure 7: Block diagram of CACC.

the input signal;_1 is transmitted to vehiclevia V2V communication an® = e 9
shows a possible communication delé= 1+ hsis used to implement the spacing
policy in (2.2) with headwa. K is the controller transfer matrix and it can be written
as below.

K = [Kff be] . 2.7)

e K is a feedforward filter for data input transmitted by the paing vehicle,

e K;p is also a feedback control transfer function in order to c@rgpacing error
g based on measurement distadcbetween the current and desired distance.

For homogeneous vehicles,= 1;_; value is provided for every vehicieand we can
write G(s) = Gj(s). Then, the transfer functiarn(s) in (2.4) can be written as

~ DKyt +GKp



Therefore, according to (2.9% has to be designed such that
T (9)]|e < 1. (2.9)

There are different designs in the literature that achiéie task. The work in this
report is based on the controller design in [8].



CHAPTER 3

OPENING AND CLOSING GAPS FOR SAFE LANE CHANGES

This chapter describes different methods for opening aosirey) a gap for safe lane
changes within a vehicle string. Section 3.1 shows the basiceuvers and small
examples for opening and closing a gap. Section 3.2 outtimesequirements and
important parameters, Section 3.3 to 3.7 explain diffetgmes of feedforward control
computations.

3.1 Basic Maneuvers

We first describe the basic scenario of a lane change andiexp&requirement of
opening/closing gaps. Consider the example in Fig. 8 with ¥@hicles, a target lane
and a current lane. Vehicles 1, 2, 3 travel on the target |audetlae colored vehicle
travels on the current lane before the lane change in Fig).8I(aorder to join the

colored vehicle to the string, a gap needs to be opened betvedecle 1 and 2 in Fig.
8 (b). After the lane change, all 4 vehicles travel on thedalgne and follow each
other using CACC in Fig. 8 (c).

0=1D =D 0D @Ep XD JEI0  Tareetlane

- ™D Current Lane
(a) (b) (c)

Figure 8: Opening gap or adding vehicle in the string.

A similar procedure is needed when a vehicle leaves a stfngexample, when
the colored vehicle leaves the vehicle string, a large gapeiated between vehicle 1
and 2 in Fig. 9 (b). This gap needs to be closed to obtain tlygnaili desired distance
according to (2.2) when using CACC in Fig. 9 (c). The idea of thsk is to apply
additional feedforward input signals for opening or clgsingap between vehiciand
its preceding vehicle— 1. To this end, we use the control architecture in Figure 10.
The figure shows three consecutive vehidlesl, i, i +1. Vehiclei implements the
desired maneuver. First, it holds that the feedback coataiitecture is not changed
compared to the architecture in Section 2.3. The contré&llet [Kf“ be’i} consists

10
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- - Current Lane
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Figure 9: Closing gaps or leaving vehicle in the string.

Figure 10: Block diagram for extended CACC by input sigmﬁl and desired distance
Aqg; for opening and closing a gap

of the feedforward controllefs ; that receives signal data from the predecessor vehicle
I — 1 and the feedback controlléGy, ; controls the distance err@y. In addition, the
control architecture in Figure 10 has an exogenous inptmai;lﬁf that can be used to
perform arbitrary maneuvers of vehidleThere is an additional path with the transfer
functionH; - G betweemiff ande. This path ensures that the reference signal is adjusted
Whenuiff is applied. Without this path, the feedback controlgy; will consideruiff asa
disturbance and hence try to reject the signal instead dflexgethe desired maneuver.

In this thesis, we use the state space model below to modalleehn the block
diagram for the case of PD control and direct input signalfeevard. That isKs, j =
Kp+ deande =1[15].

— 3.1)
T (3.2)
— 1
.o -1 1
Ui = = Ui+ (Kp- (G2 = Gipr — G —h-vi—Li —ri)+ (34)

(Ka- (Vica —Vipr —Vi) + (U1 +Uipr +h-Ui pF)).

The control architecture in Figure 10 has not been used iditdrature before. In
the existing literature, changes in the inter-vehicleatist of a vehicleé are usually
realized as reference signal steps with a very bad effedt@following vehicles [9].
The proposed architecture has two additional advantagess, the control method for

11



vehicle following is not changed compared to Section 2.3tT$) the controller design
method in Section 2.3 for vehicle following is still suitabl Second, the application
of uff only affects the vehicle plan®; but not the feedback control loop. That is,
the additional vehicle maneuvers can be designed indepenéiéhe control loop for
vehicle following.

In order to show position, velocity and acceleration ploteew a gap is opened,
we prepared a scenario with four vehicles. Positions, vigl@nd acceleration of the
vehicles are plotted in Fig. 11. We used 10 seconds for the tioration of opening
a gap. The leader vehicle travels at a constant velocity of/20 After applying the
feedforward input signal to the colored vehicle, a gap isepbetween the times 8 sec
and 18 sec. After the determined time, vehicle 3 follows thlered vehicle by means
of CACC.

600 21 T 4 -
- Vehicle 1
: : Vehicle 2
20 ] T ST i Vehicle 3
500 Vehicle 4
o o . 7] SENEE | PRESRPRRERITY .
400 -+ : :
18 ---------- 1% e
= 300 Y : £
= E : c
S S AT {2 of—pttoe -
= &) : ©
8 S ' 2
a 200 e : Q
16 {1 & -a1p 3=
wobff- : :
15. ......... - _2.‘.” ..... ......... o
-100 i 13 ; 4 ;
0 20 40 0 20 40 0 20 40
time [sec] time [sec] time [sec]

Figure 11: Plots of opening a gap by the dyed vehicle in a string that basvehicles,
a) Position b) Velocity c) Acceleration.

In order to show a close gap maneuver, we consider a scengh®@wehicles. Posi-
tions, velocity and acceleration graphs of the vehiclegpdotted in Fig. 12. We also
selected time duration of 10 sec for closing a gap. The leagtgcle moves at 20 m/sec

12



as before. The gap is closed between 8 and 18 sec.

600 29 T 8 -
: Vehicle 1
: - Vehicle 2
: 28fF RRRRERRRRRRL : Vehicle 3
500f off s : 6 :
' a7f o ff ERTERTREY
y AF e
400 o 26F | EERERRRRRRRY
: a2kl
—_ 300 - F 25 ...... | .......... g
£ E i =
S 224F | EERRERRERRERRERL 20
2 g : g
= : ()
S 200f o ff s 3 : @
23F 8
: c-=2F
100Ffff SRITER 22 S I
s —4F
20 e
(0] /A 6k
20 —
-100 ; 19 ; -8 ;
0 20 40 0 20 40 0 20 40
time [sec] time [sec] time [sec]

Figure 12: Plots of closing a gap by the dyed vehicle in a string that heeetvehicles,
a) Position b) Velocity c) Acceleration.
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3.2 Requirements and Parameters

The maneuvers for opening/closing gaps of a vehieee maneuvers that are carried
out in addition to following the predecessor vehicle 1. That is, they constitute a
difference to the trajectory of vehicle— 1. We write Ag;(t), Avi(t), Aa(t) for the
position difference, velocity difference, acceleratiaffedence, respectively. These
difference signals depend on several parameters. Firstpn&der what happens after
completion of a maneuver, whereby we assume that the manstares at time = 0

and its duration is denoted @s At time T, it is desired that vehiclefollows vehicle

I —1 at a certain distance differenfig at the same velocity and at the same acceleration.
That is we want that

AG(T) = Aq (35)
AV (T) = AGi(t) = 0 (36)
Aa(T) = AGi(t) = 0 (37)

Looking at timet = 0, the position difference starts from zero, whereas theghinhe
a velocity difference to the predecessor vehiclel denotes a¥;. Finally, we assume
that maneuvers are carried out as long vehicles do not aateleln summary, this
leads to the following constraints.

Agi(0) =0 (3.8)
Avi(0) = AGi(0) = Vi (3.9)
Aa;(0) = AGi(0) = 0. (3.10)

That s, the free parameters for designing additional meersuare the desired gap dis-
tanceAq and the initial velocity differenc¥;. The parameters of an example maneuver
are discussed in Fig. 13. Here, a trajectory is determineddc= 64 andV;, = 0 and
T = 10sec. The figure both shows the position trajectory anddlaed input signal
uff
o

The main subject of this thesis is the computation of sugtatajectories for real-

izing open/close gap maneuvers. Such trajectories shalfldl $everal properties as

follows.

e The distance between vehidland vehicla — 1 is changed to a pre-defined value
Aq as identified above,

e A potential initial velocity differenc&/; of the vehicles is respected and the final

14



Aqg. [m]

0 5 10 0 5 10
time [s] time [s]

Figure 13: An example of polynomial trajectories féig; anduiﬁ.

velocity difference of the vehicles is zero,

e Accelerations/decelerations of vehiclshould be tolerable for human passen-
gers. That is, the acceleration should remain between ar lbaenda,i, and
an upper boun@dnax Suitable bounds identified from the literature are about
amax = 2 M/ for the maximum acceleration argh, = —2 m/& for the mini-
mum acceleration [16, 17, 18],

e The velocity difference of vehicleshould remain between a minimum velocity
Vmin @and should not exceed a maximum velocity,

e The maneuver should be completed in the shortest possitée ti

In the following sections, we develop five methods for thgetreory computation that
attempt to fulfill the above items.
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3.3 Trajectory Computation using Optimal Control

Firstly, we formulate and optimal control problem that asles the items in Section
3.2. We want to determine

;
mm/‘lm (3.11)
0

subject to the dynamic constraints

a4 =V (3.12)
Vi = & (3.13)
. -1 1

& =—-a+--u (3.14)

initial conditions

6i(0)=0, v(0)=Vi, &(0)=0 (3.15)
terminal conditions

Gi(T)=Aqg, vi(T)=0, &(T)=0 (3.16)
additional constraints

Vimin < Vi(t) < Vmax (3.17)

amin < &j(t) < amax (3.18)

The formulated problem is an optimal control problem witkelar dynamics and state
constraints. It tries to minimize the completion time of thaneuver, while meeting the
specified initial and final conditions as well as the veloeityl acceleration constraints.
We use the "PROPT solver” that is part of the Tomlab librar§][for the solution of
this optimal control problem.

In order to demonstrate the computation of optimal trajeesofor open gap ma-
neuvers, we select different parameter values for the fiositipn differenceAq and
the initial velocityV;. Recall, the values of the initial positiap(0) = 0, the initial
acceleratiora (0) = 0, the final velocity; (T) = 0 and the final acceleratiaq(T) = 0.
We further use/min = —10 m/S,Vimax = 10 m/s,amin = —2 m/$ andamax = 2 m/<.

In the first experiment, we choode] = 40 andV; = —5. The result of the optimal

16



control computation is shown in Fig. 14. Second, Fig. 15 give result fosg = 60

a) b)
60 T T 4
Deltag=40
40 1 2
E E
= 20 1 - 0
<] =3
0 1 -2
20 i ; -4 ; ;
0 5 10 15 0 5 10 15
time [s] time [s]
c) d)
10 2
Vi=-5
1
— 5 &
Q @
E E o0
- L=
> [
-5 -2
0 5 10 15 5 10 15
time [s] time [s]

Figure 14: Optimal Control’s results witli\g; = 40, V; = —5 a) Desired distance b)
Input signal c) Velocity d) Acceleration.

andV, = —5.
a) b)
80 4
Deltag=60
60 P
E 40 =
o - 0
< 20 5
0 -2
-20 -4
5 10 15 0 5 10 15
time [s] time [s]
) d)
10 2
5 1
—_— o
3 @
E o . E O
3:>_ tm_
5 1 -1
-10 : : -2
0 5 10 15 0 5 10 15
time [s] time [s]

Figure 15: Optimal Control’s results witl\g; = 60, V; = —5 a) Desired distance b)
Input signal c) Velocity d) Acceleration.

Next, Fig. 16 uses the paramet&g = 40 andV,
andV; = 3in Fig. 17.

—8. Finally, we us&\q = 60
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Figure 16: Optimal Control’s results witl\g; = 40, V; = —8 a) Desired distance b)
Input signal c) Velocity d) Acceleration.

We next describe several observations from the optimakrobrésults.

First, looking at Fig. 14, 15 and 16, it holds that the positiifference first becomes
negative before reaching the desired positive value. Tfastas caused by the fact that
the initial velocity is negative. That is the position ditface first decreases until the
velocity reaches positive values. This is different in Rig, where the initial velocity
IS positive.

Second, we compare Fig. 14 and 15. Here, the initial veexcdre the same but the
desired distance is different. It can be seen that incrgasia desired distance leads
to a longer duration of the maneuver. In this case, it canlaésseen that the velocity
limit is reached in Fig. 15.

Third, we compare Fig. 14 and 16 with the same desired disthnt a different
initial velocity. Since the initial velocity is smaller inig: 16 the maneuver duration is
longer.

Finally we compare Fig. 15 and 17. Here, the increased imélocity in Fig. 17
leads to a shorter maneuver.

In summary, the optimal control formulation is suitable f@termining additional
input signals for open gap maneuvers. Hereby, all constraire met since they are
included in the formulation. We note that the same formafatan be used for closing
gaps. In this case, it is only required to chodsgnegative. Unfortunately, there is one
important shortcoming of this approach. The execution fionevaluating the optimal
control problem is too large for a real-time implementatiahich would be required
when using the additional input signals in a practical aggpion. For example, the
execution time for the experiment witkg = 40 m andv; = —5m/s is about 11 sec on a
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Figure 17: Optimal Control’s results witlhg; = 60,V; = 3 a) Desired distance b) Input
signal c) Velocity d) Acceleration.

laptop computer with the features below. Because of thioredke following sections
provide different methods for computing/representingiirgignal trajectories that can
be evaluated in shorter time.

e Processor: Intel(R) Core(TM) 2 Duo CPU E750 @ 2.93GHz,
¢ Installed memory (RAM): 8.00 GB,

e System type: 64 bit Operating System,

3.4 Trajectory Computation using 1 Polynomial

A method for computing vehicle trajectories was proposethenMaster thesis [10].
The advantages/disadvantages of this method are also me@rim this thesis. The
idea of the method is to define a trajectory for the distangeatiAqg in the form of a
polynomial and then use plant inversion to determine thdftee/ard inputuff.

The plant model is

aQy 1
=T ~arr92 (3.19)

and the desired distance signal is

0 fort <O
Ag(t) =< f(t) for 0<t<T
Agq otherwise
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Hereby, the polynomial
f(t) =Vo+vit+Vot?+ ... +yt (3.20)

models the transition from the initial distance O to the fidistanceAq. Respecting
the additional conditions on the initial and final velocityosacceleration, a polynomial
with degred = 7 has to be chosen. Then, the polynomial coefficients arénautérom
the conditions

f(0) =0andf(T) = Aqg. (3.21)
f(0) =V, andf(T) =0 (3.22)
f1(0) =0 andf'(T) =0 fori =2,3. (3.23)

That is, using

y(t) = Vo+ Vit + vot? +vat3 +vat? 4+ vst® + vet® 4 vot”. (3.24)
dz—(tt) = Vq + 2ot + 3vat? + Avut3 + Bugt? + Bugt® + 7vo 8. (3.25)
d?y(t) 2 3 4 5

G = 22+ 6vat+ 1417 + 20v5t% + 30v6t " + 420717, (3.26)
dft(;) = 6V3+ 24vst + 60v5t? + 12006t + 210v7t%. (3.27)

the following equations for the polynomial coefficients al#ained.

y(0) = Vo = Yo, (3.28)
Y(T) =Vo+uT+VoT24va T34y TH+vs TP+ v TO+ v, T = y;  (3.29)
y(0) =v1 =0, (3.30)
Y(T) =Vi+ 2o T +3v3 T2+ 4V T3+ 5vs T + 6V T2+ 7w, T =0 (3.31)
d?y(0)

gz~ V=0 (3.32)
O|y2(T)—2v 6V T + 124 T2+ 20vs T34+ 30vg T4+ 427, T2 =0 3.33
dt2—2+V3+4+5+6+7— (3.33)
dy3(0)

gz — =0, (3.34)
d3y(T) 2 3 4

G = 6va 24T +60vs T2+ 1206 T+ 21047 T4 = 0 (3.35)

20



Using the vector of unknown parameters

-
v:[vo Vi Vo V3 V4 V5 Vg V7, (3.36)

the polynomial coefficients follow from the solution of thedar equatiov = b with

10 0 O 0 0 0 0
1T T2 13 T4 715 T6 T
01 0 O 0 0 0 0
1 2T 3T2 413 574 T> 776
A= 0 3 ° 6 (3.37)
00 2 O© 0 0 0 0
0 1 2 6r 1212 2013 3014 42T1°
00 0 6 0 0 0 0
01 2 6 2& 6012 120T° 21074
and the vector b
) 8
Aq
Vi
0
b= 0 (3.38)
0
0
0
That is,
v=Al.h (3.39)

Computing a solution with the symbolic toolbox of Matlab, tr@ynomial coefficients
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are determined as

Vo = 0
V1 =Vi
vo =20
V3 = 0
L, 3580V (=T2+15T +120)
fToT 673
vV (—T?+14T 4+90) 84Aq
- 2T4 TS
w_ 708q Vi (-T?4+13T +72)
0T T8 275
o Vi(=T2+12T +60) 20Aq
B 6T6 T7

That is, the polynomiaf (t) can be evaluated analytically for all combinationgofAq
andV,. In addition, it is possible to determine the input sigq‘éby plant inversion. It
holds that

d3Aq(t)  d?Aq(t)

U(s) = (1°+ %) AQ(s) = u(t) =T- © T ge (3.40)
Hence,
0 for t <0
ut)=9 t- dzftgt) + dzftgt) for 0<t<T (3.41)
0 otherwise

Accordingly,u(t) can also be represented by a polynomial for all valuet,atq and
Vi.

In order to evaluate the generation of the additional inmriad as described in this
section, we use the same combinationg\qfandV; as in Section 3.3. The resulting
trajectories are shown in Fig. 18 to 21. Hereby:- 15 sec was chosen for all examples
as the maximum time duration observed in the experimentsati& 3.3.

In comparison, we make the following observations. In Fig.ahd 20, it can be
seen that increasing the distariggleads to high acceleration values. Similarly, look-
ing at Fig. 18 and 20, high acceleration values are needed dbereasing the initial
velocity, while keeping andAqg the same. Conversely, smaller acceleration values are
required if the initial velocity is increased as can be vedfin Fig. 18 and 21.

The main advantage of using the trajectory generation ndathtiis section is its easy
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Figure 18: Results for single polynomial withg, = 40,V; = —5 a) Desired distance
b) Input signal c) Velocity d) Acceleration.

computation. Since all polynomial coefficients are anabjty available, they can be
computed in very short time for all combinations ©f Aq andV;. On the downside,
the suggested polynomial does not approximate the optiordra solution well. As
can be seen from all experiments, comparably large actelerand velocity values
are needed, violating the respective constraints. Thisiesaven if larger values of
are selected compared to Section 3.3. The methods in thecpudast section attempt
to address this problem.

a) b)
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E E
= 20 E o0
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o
©
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0 5 10 15 0 5 10 15

time [sec]
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Figure 19: Results for single polynomial withg, = 60,V; = —5 a) Desired distance
b) Input signal c) Velocity d) Acceleration.
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Figure 20: Results for single polynomial withg, = 40,V; = —8 a) Desired distance
b) Input signal c) Velocity d) Acceleration.

3.5 Trajectory Computation with 3 Polynomials Using Nonlirear Optimization

It was concluded from Section 3.4 that the usage of a singpmial with degree
7 leads to considerable violations of the velocity and aedion limitations. In the
suggested method, we propose to concatenate three pobtsoofidegree 4 and to
formulate a nonlinear optimization problem whose solutizeets all constraints.

3.5.1 Trajectory Computation

To this end, we divide the time intervfl, T| for the maneuver into three parts and use
a trajectoryAq(t) as follows.

.

pi(t) for 0<t <t

Ag(t) =< po(t) for tp <t <t

| ps(t) otherwise

p1(t) :V0+V1T+V2t2+V3t3—|—V4t4, (3.42)
p2(t) :W0+W1t+W2t2+W3t3+W4t4, (3.43)
pa(t) = Zo+21t+22t2+23t3+24t4. (3.44)
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Figure 21: Results for single polynomial withg; = 60,V; = 3 a) Desired distance b)
Input signal c) Velocity d) Acceleration.

Then, we list the constraints for the coefficients that drnem the conditions at time O
and timeT as well as the constraints at the intermediate titpesdt,. At timet =0,
it must hold that

p1(0) =Vvp =0, (3.45)

PO _vi-v, (3.46)
d? py(0)

gz~ 22=0 (3.47)

At t =tq, it must hold that

P2(t1) = Wo + Wity +Wat? +wat? +wat] = pa(ts)

= Vo + Vit +Vot2 +vatd +vytf, (3.48)

d F;Zitl) = Wi + 2Wat1 + 3Wat? + dwytd
_d ‘;1?1) — V1 + 2oty + 3Vat] 4 dvyt (3.49)
% = 2W, + Bwaty + 12w4td = % = 2vp+ Bvaty + 1242, (3.50)
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At t = tp, it must hold that

Pa(tz) = 2o+ Z1to + 22t3 + 2313 + 415 = pa(to)

= W0 + Wtz + Wat5 + Wat3 + Wats,

d ps(t
pji 2) =71+ 221t + 323'[5 —|—4Z4t§’
d po(t
= p;i 2) =Wy + 2Wrt> —|—3W3t22—|—4W4t§
d? ps(t d? po(t
gié 2) _ 27,4 623ty + 122413 — ;’ig 2) _ ow, 4+ 6wty + 120412,

Finally, it must hold at = T that

(M) =2+2zT+2T2+T3+2T4=Aq,

d pa(T
p;i ) 2 22,T + 3%, T2 4+ 44 T3 =0,
2
3
d ;":’5 ) — 22,4 625T + 124 T? = 0.

Using (3.42) to (3.56), linear constraints in the form
Ax=Db

with the parameter vector

(3.51)

(3.52)

(3.53)

(3.54)

(3.55)

(3.56)

-
x:[vo Vi Vo V3 Vg4 Wo Wi Wo W3 Wi 29 21 2 Z3 23 | - (3.57)

can be formulated. Since the matAxs large, we write it in two parts as follows.

A

A=t

Ao

with

100 0 0 0 0O O O 0 00
010 0 O O O 0 O 0 00
A |0 2 0 0 0 0 0 O 0 00
iy 2 8 ¢ 14 € 8 2 000
0 1 25 3t2 43 0 -1 -2t4 —-3t2 —4t3 000
00 2 6 122 0 0 -2 -6 —122 0 0 O

o O O
o o ol

(3.58)



(000001t 2 8 t5 -1 -t &2 -t -t ]
000O0O0O0 12 3t2 4 0 1 -2t -3t3 -4
Ay — 0000000 2 & 1226 0 0 -2 -6t —12t
ooooo0oo0o0 0 O O 1T T2 T® T4
0000000 O O O O 1 Z 372 473
0000000 O O O O O 2 ® 121
) (3.59)
In addition, we get
b:[OViOOOOOOOAqOOT. (3.60)

Finally, it is possible to formulate the velocity and accaten constraints as nonlinear
constraints. For the velocity, consider for polynonpa(t) that

Pi(t) = Vi + 2vot + 3vat? + dvyte
P1(t) = 2vo + 6vat + 12\/4t2

P1(t) = 6vz+ 24vst

Evaluatingpi(t) = O gives the solutions

3vz+1/9V5— 24V, vy

12v4

v
tio=—

That is, p1(t) has a maximum or minimum &Y ,. Accordingly, we formulate the
nonlinear constraint

Vimin < pl(t\1/72) < Vmax- (3.61)

Similarly, we compute foid(t) = 0 that

8 = _ﬁ
4V4'

That is,pi(t) has a maximum or minimum &t and we add the constraint

amin < P1(t%) < amax. (3.62)

The same constraints are added for the polynonmigs andps(t).

27



Then, we want to solve the nonlinear optimization problem
min{x?} (3.63)

subject to the constraints

Ax=b (3.64)
Vimin < P1(t] 2) < Vimax (3.65)

amin < P1(t*) < amax (3.66)
Vimin < P2(t] 2) < Vmax (3.67)
amin < P21(t%) < amax (3.68)
Vimin < P3(t{ 2) < Vimax (3.69)
amin < P3(t?) < amax- (3.70)

This optimization problem can be solved using fimencon solver of Matlab. We
next evaluate the same examples as in Section 3.3. Herelgpresent the different
trajectories by different colors as follows.

e Blue trajectories describeg at times between 0 and determirted
e Green trajectories descrilog at times betweety and determinetp,
e Red trajectories descrilzg at times betweety and determinets.

The resulting plots for the four example scenarios are goadow. Again, we choose
T =15.
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Figure 22: Optimal control’s results with 3 polynomial &ig; = 40 andV; = —5. a)
Desired distance b) Input signal c) Velocity d) Accelermatio
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Figure 23: Optimal control’s results with 3 polynomial &ig; = 60 andV; = —5. a)
Desired distance b) Input signal c) Velocity d) Acceleratio

In all example cases, an optimal solution was found and ediaijy that fulfills the
given constraints could be obtained. Hereby, the trajextan Fig. 22 and 23 reach
the acceleration limit. Differently, the trajectory in Fig4 does not reach the lower
acceleration limit. The reason is that this trajectoryadiestarts with a lower velocity
such that less deceleration is needed to open the desired~geglly, the trajectory in
Fig. 25 does not reach the upper acceleration limit becdngsedjectory already starts
with a larger velocity.

In summary, the proposed method with 3 polynomials is slétady computing tra-
jectories that meet the velocity and acceleration limits.tke one hand, the maneuver
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Figure 24: Optimal control’s results with 3 polynomial & = 40 andV; = —8. a)
Desired distance b) Input signal c) Velocity d) Acceleratio

time T has to be selected larger than the maneuver time for the ajptiomtrol solu-
tion in Section 3.3. On the other hand, the computation tionesélving the nonlinear
optimization problem is in the order of 1 sec and hence smtilén that of the optimal
control problem. Nevertheless, it is still too large for alreme implementation.

3.5.2 Parametrization of the Solution

Because of the large computation time when using optimizati@ suggest to deter-
mine the solutiorx of the nonlinear optimization problem offline for a grid orpmeter
combinations ofAg andV;. Then, we determine an interpolation of the found parame-
ters in order to cover the whole relevant range of paramet@bmations.

We consider a range d@q < [20,60] and a range o¥; € [—10,10] for our eval-
uation. Then, we determine the solutiggy: for combinations ofAq = 20+ qgrig J,

] =0,...,kgandV; = —10+ vgrigk, k= 0,...,ky as grid points. Hereqgig andvgrig
determine the granularity of the grid akglandk, determine the number of grid points
in the direction ofAg andV;, respectively. That is, for each entxyl) of the solution
vectorx, we obtain the entriegqy; for all combinationgAq, V;).

In order to compute the coefficient vectofor a given combinatiorfAq,V;) that
does not belong to the computed grid, we first determine tighhering grid points
Aq' < Aq < AgU andV! < V; < VU. Using the grid point$Ad, V), (Ag",V}), (Aq',VY)
and(Ag,Vi¥) and the corresponding valuggql VY X!y X(ad ) andxaquyy), We
compute a two-dimensional linear interpolation polyndngga, b) = p|0’0+ p|1’oa+
p?’lb in order to represenfyq\v; (1) in the whole range o[ﬂq',Aq“] X Vi',\/i”]. Hereby,
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Figure 25: Optimal control’s results with 3 polynomial &g = 60 andV, = 3. a)
Desired distance b) Input signal c) Velocity d) Acceleratio

we assume that the coefficient values change smoothly bettheecomputed values.
Examples fox(4) = v andx = wp are shown in Fig. 26.

Figure 26: xaqvi (4) = vz andxaqy; (8) = w» for the specified values dfq andVi.

Then, usingp|(a,b), each coefficient(l) for a given combination oAq andV; can
be evaluated ap(Aq,V;). That is, storingp, for | =1,...,15 in the form of a look-
up table allows a very fast computation of an approximatibtine trajectory for each
value ofAq andV,.

In order to illustrate this computation, we determine tttgees for values of\q
andV, that are between the computed supporting points. In the pbeame usedq =
24.3m andV; = —2.7 m/s,qgrig = 0.5 m andvgsig = 0.5 m/s. That is, the neighboring
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grid points are

(Ad V) = (240,-3.0), (Ag"V}) = (245,-3.0),
(Ad M) = (24,0,-25), (Aq",") = (245,-25).

For example, inspecting the coefficietib) = vy, the corresponding values

X(240,-3.0)(5) = —0.0223 X245 30)(5) = —0.0221
X(240,—25)(5) = —0.0199 X245 _25)(5) = —0.0197

are obtained. The corresponding interpolation polynomial

ps(a,b) = —0.02+4.99210*a+4.748- 10 3b.

Then, the approximated coefficiert5) for the given valuef\q = 24.3m andV, =

—2.7m/sis
ps(24.3,—2.7) = —0.0208

The same computation can be performed to obtain all coeftiieand hence deter-
mine the trajectory for the parametekg = 24.3 m andV; = —2.7 m/s. The resulting
trajectory is shown in Fig. 27.

A g, m]

0 5 10 15 20 o 5 10 15 20
time [s] time [s]

vi" [mis)

0 5 10 15 20 o 5 10 15 20
time [s] time [s]

Figure 27: Approximated trajectory foAq = 24.3 m anadV; = —2.7 m/s.

It is readily observed that the trajectory very well approates the desired behavior.
The final distance value s —24.3 m and the final velocities and accelerations are very
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close to zero. In addition, the velocity and accelerationst@ints are met. A similar
observation can be made in the next example Wih= 55.4 m andV; = —8.3m/s.
Here, the distance value is larger and the initial veloctysimaller. Nonetheless, a
suitable trajectory is obtained as can be seen in Fig. 28.

Ag,[m]

10 20 30 0 10 20 30
time [s] time [s]

10 20 30 0 10 20 30
time [s] time [s]

Figure 28: Approximated trajectory foAq = 55.4 m anadv; = —8.3 m/s.

In summary, this section proposes a method for computingdiaries for open-
ing/closing gaps using 3 concatenated polynomials. Hirst,shown that trajectories
that meet the formulated constraints can be computed usingnear programming.
Since it turns out that obtaining trajectories by nonlinpesgramming is too time-
consuming for a real-time implementation, an approxinmatd the obtained trajec-
tories is suggested. To this end, a sufficient number ofdtajees is generated for a
grid of values inAg andV; using nonlinear programming. Then, the trajectory for each
parameter combinatiof\q,V;) that is not on the grid can be found using a similar lin-
ear interpolation. Our test results show that the resultiagectories are suitable for
the desired open/close gap maneuvers and can be computedyishort time. The
only disadvantage of this method is the usually larger cetigni times for maneuvers
compared to the optimal control solution in Section 3.3.

3.6 Approximation of the Optimal Control Trajectory

The next method attempts to obtain a good polynomial appration of the optimal
control trajectory in order to reduce the completion timeeath maneuver compared
to the method in Section 3.5. To this end, we take a similarcaah to the previous
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section. We first find polynomial approximations of pre-catea optimal control so-
lutions for combinations ofAq = 20+ Qgrig j, ] = 0,..., jgrid @andVi = =10+ VgrigkK,
k=0,...,kgrig. Then, the same linear interpolation as in Section 3.5 isl isele-
termine the polynomial coefficients for combinationsiof andV; that are not on the
grid.

Consider the optimal control solutiaigy; (t) for a given combinatior(Ag,V;).
Regarding the approximation of the optimal control trajegta polynomial

p(t) = po+ pat+---+pat T4+ pt (3.71)

is used. We first evaluate the initial and terminal condgitor this polynomial. It must
hold that

P(0) =po=0 (3.72)
p(0) = p1=V (3.73)
P(0) =2p2 = (3.74)
PT)=po+pT++p 1T T+pT = (3.75)
P(T)=p1+2pT+--+(1—-1)p_ 1T'*2+| pT"1=0 (3.76)
BT)=2p2++ (-1 (=2 p 2T 3+1(1-1)p T 2=0 (3.77)

That s, the first three coefficients of this polynomial areatly fixed by (3.72) to (3.74)
and there are three more linear constraint equations foremaining coefficients in
(3.75) to (3.77). We next solve these equations to elimittae more coefficients of

p(t) using

PaT3+paT*+ps T = VT —peTP—--—p_ Tt —p T,
3psT2+4psT3+5psT4= Vi —6pgT°— - — (I = 1) p_1 T2 Ip T2,
6p3T +12ps T2 +20ps T3 = —30pe T4 —-- = (1 =) (1 =2) p_1 T' 73—
l(I1—1)p T2

This can be written as

T T4 TS P3 P3 Pe P3 Pes
372 473 5T4| |ps| =A|ps| =B |:|= |ps| =A'B|:
6T 12T2 20T3| |ps Ps P Ps P

That is, the coefficientgy,..., ps can be represented by the coefficiepts..., p;.
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Hereby, it is ensured that all initial and terminal condiBoare met. In order to de-
termine the remaining coefficients, we perform a nonlinggmaization that tries to
minimize the least square errgp(t) — quM)z between the polynomial approximation
and the optimal control solution as

min [ (p(0) gy )t (3.78)

Then, we perform the same approximation with a two-dimeraitinear polynomial
for values(Aq,V;) that are not on the grid. The polynomial order that was fowritéble
in our experiments is= 11.

We consider the same examples as in Section 3.5. Firdiglet 24.3 m andV; =
—2.7m/s. The resulting trajectory is shown in Fig. 29. It can éersthat, as specified,
Ag; reaches the desired terminal value, whereas the termitadityeand acceleration
are zero. Due to the polynomial approximation, there is &timn of the acceleration
constraint. Nevertheless, in comparison to Fig. 27 the nmnarecan be completed in a
much shorter time.

E
o
<
-10 : -6
0 5 10 0 5 10
time [s] time [s]
10 - 4
Q) %
E £
t>'— tcs._
-5 - -6 -
0 5 10 0 5 10
time [s] time [s]

Figure 29: Approximated trajectory foAq = 24.3 m anadV; = —2.7 m/s.

A similar observation is made fakg = 54.4m andV; = —8.3m/s in Fig. 30 in
comparison to Fig. 28.
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Figure 30: Approximated trajectory foAq = 54.4 m anadV; = —8.3 m/s.
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3.7 Piecewise of Approximation of the Optimal Control Trajectory

Our last method is based on the evaluation of the generalkesbffhe acceleration

signal when opening/closing a gap. This shape is shownhegatth the velocity and
position signal in Figure 31.

Aq. [m]

ﬁﬁmﬂ

time [s]

Figure 31: Piecewise Approximation of the Optimal Control trajectoyufies a) De-
sired distance b) Velocity c) Acceleration

It can be observed from the figure that the acceleration bggmabe divided into 5
different parts. The respective time instants are denadd,d>, T3, T4 andT; and the
time durations of each part afd;,AT,, ATz, ATy, ATs. Then, it holds that the acceler-
ation increases from 0 to its maximum value uiiiil the acceleration is constagtax
betweenl; andT,, the acceleration decreases from its maximum value to rsmoim
value betweerl, andTs, the acceleration assumes its minimum value betwWwigemd
T4 and the acceleration becomes zero again at the end of theusgani addition, the
velocity starts from the initial valug; and becomes zero at the end of the maneuver
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and the position difference evolves from 04q. DefiningTo = 0, we denote the po-
sition, velocity and acceleration values of the optimaltoairsolution at the respective
times instants aAq; = Aq(Ti), vi = v(T;) anda; = a(T;) fori =0,...,5. In particular,
Ago=0,A05 =Aq, Vo =V, V5 =0,a9 = 0 andas = 0.

Respecting this separation into five parts, we propose toatenate five polynomi-
als of appropriate degrees and to determine their coeftgiesing the given conditions
on the acceleration, velocity and position. The polynom&lpture the positioAq as

follows
( Pi(t) = a1+ byt +clt2+d1t3+e1t4+ f1t5 for 0<t<T
Po(t) = ap+ byt —l—Cth for i <t<T
Aq(t) = ¢ P3(t) = ag+ bat + cat? + dat® + est? 4 f3t° for T, <t <T3 (3.79)
Pa(t) = ag + bat + c4t? for a<t<T,
| B5(t) = as+bst+cst? + dst3+est? 4 fst> for Ty <t < Ty

Hereby, the polynomialB®, andP,; are chosen with degree 2 since the respective parts
of the trajectory show a constant acceleration. The polyals®,, P3, B5 are chosen
with degree 5 in order to provide a sufficient number of coeffits for the existing
conditions.

The conditions for the polynomial coefficients are fex 1,2,3,4,5

R(0) = gi_1 andR(T;) = Aq. (3.80)
R(0) = vi_1 andR(T;) = v;. (3.81)
F(0)=a_1andR(T) =4 (3.82)

Using the above conditions, it directly follows that

Py(t) = g1 + Vit + amaxt? (3.83)
Pa(t) = gz + Vat + amint? (3.84)

In addition, we consider the time derivatives of the remagnpolynomials fori =
1,3,5:

R(t) =bi+2¢t+3dit>+4gt3+ 54 (3.85)

B(t) = 2c +6dit + 122+ 20f; t3. (3.86)

Then, the following equations for the polynomial coeffidtemre obtained for =
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1,3,5:

R(0)=ai =g1. (3.87)
R(AT) = & + b AT + G AT? + d AT + 6 AT + fi AT = q;. (3.88)
R(0)=bi =Vi 1. (3.89)
R(AT) = bi + 26 AT, + 30 AT? + 46 AT + 5 f AT = v;. (3.90)
R(0)=2ci=a 1. (3.91)
B(AT) = 2 4+ 60, AT, + 12 AT2+ 20, AT = a. (3.92)

Considering thag;, b;, ¢; are already known from (3.87), (3.89) and (3.91), it re-
mains to compute;, g, fi fori =1,3,5 from (3.88), (3.90) and (3.92). Using the vector
of unknown parameters

i=d e f, (3.93)

we obtain the following linear equation

AT? AT AT? Gi —ViAT — i1 — %51 AT?
3AT? 4AT3 BATA |ri= Vi —Vi_1 — a_1AT; . (3.94)
6AT, 12AT? 20AT3 & —ai-1

m 1 ’

SincelMV; is invertible, the polynomial coefficients are obtained bynputing
ri=M115 (3.95)

Computing a solution with the symbolic toolbox of Matlab, fa@ynomial coefficients
are determined as

::20qp—20q1—28Aﬂvr+8Aﬁwfr+Aﬂ2a——SAﬂZa,l

d

2AT3
300, —300j_1 — 44AT Vi + 14AT vi_1 + 2AT? & — 3AT? g1
- 2ATA
fF:12qp—12q_1—18Aﬂvr+6Aﬂw_y+Aﬂ2a-—Aﬂza_l
20T

That is, the polynomiaR can be evaluated analytically for all combination\df, g;,
g1, Vi, Vi1, & anda,_1 fori = 1,3,5. Considering thalP, andP,; are already given
by (3.83) and (3.84), the polynomial approximation of th&érmpl control trajectory in
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(3.79) is fully determined. In addition, it is possible tatelenine the input signal by
plant inversion. We again separate the input signal intogfarts such that

(

up(t)y= for 0<t<T
)= for I <t<T
)= for T, <t<T; (3.96)
)= for Ta3<t<Ty
us(t) = for To <t <Ts

\

Using the plant model and noting thgft) = R(t), it holds that

d3pi(t) d?pi(t
Ui(s) = (1S°+ %) Qi(s) = u(t) = T- dpt',of ) dptlz( ). (3.97)
Hence,
2amax fori=2
Ui(t) =< 2amin fori=4
T(6d; + 24t +60f;,t%) +2¢ + 6dit + 1212 +20ft3 fori=1,3,5
(3.98)

In order to evaluate the quality of this approximation, wesider the same exam-
ples asin Section 3.5. First, &g = 24.3 m andv; = —2.7 m/s. The resulting trajectory
Is shown in color in Fig. 32 together with the trajectoriesha neighboring grid points.
It can be seen that the desired maneuver is performed in the Bae as the optimal
control solution. In addition, the velocity constraintsdaacceleration constraints are
met.

Secondly, letAq = 59 m andV; = —10m/s. The resulting trajectory is shown in
Fig. 33. Again, the desired maneuver is performed withoalating the constraints.
It has to be noted that the proposed interpolation methadvaldetermining suitable
trajectories in practically no time.

3.8 Comparison

We next perform a comparison of the different feedforwaajettories determined in
the scope of this thesis. The methods used are listed as

1: optimal control

2: using a single polynomial and plant inversion
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time [s] time [s]

c) d)

time [s]

Figure 32: Piecewise Approximation of the Optimal Control trajectasyAq = 24.3m
andV, = —2.7m/s.

3: nonlinear optimization
4: optimal control approximation with a single polynomial
5: piecewise optimal control approximation with five polymals

Fig. 34 shows the computation for opening a gapg@t= 40 m, whereby the initial
velocity difference between vehicle i and its predecessabicle isVi=-4m/s. It can be
seen that methods 1,4,5 perform the maneuver in a shorterciimpared to methods
2. This is due to the fact that method 1 constitutes the optaoatrol solution for
a minimum time maneuver. Methods 4,5 are approximationdi@foptimal control
solution and hence also perform the maneuver in the shqtsstible time. Hereby,
the approximation with a single high-order polynomial se@@me deviation from the
actual optimal control solution. In particular, the accat®n constraint of:2 m/s is
violated when using this trajectory. In contrast, trajegte very closely approximates
the optimal control trajectory. This is due to the fact the piecewise approximation
is chosen in order to follow the characteristic shape of tuekeration trajectory.

In summary, we conclude that the method in Section 3.7 is swtdble for com-
puting input signal trajectories for open/close gap maeesiv This method requires
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Figure 33: Piecewise Approximation of the Optimal Control trajectooy Aq = 59 m
andV; = -10m/s.

computing the optimal control solution for a grid of values the desired gap distance
Ag and the initial velocity differenc¥; of the vehicles, which can be done offline. Then,

the actual trajectories for any combination/mf andV; are evaluated by a simple linear
interpolation, which can be performed in real time.
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Figure 34: Comparison of different feedforward signals fag = 40 m andV;
—4m/s.
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CHAPTER 4

VEHICLE IMPLEMENTATION IN THE FORM OF AN S-FUNCTION

The aim of this chapter is the development of a vehicle mduat performs vehicle
following using CACC and additional open/close gap maneuvegmulink. In order
to obtain a model that can be used in the scope of a large gionulgith many vehicles,
the vehicle model is implemented in the form of an S-functidence, the chapter first
gives a brief description of S-functions in Simulink in Sent4.1. Then, requirements
for the desired S-function are summarized in Section 4.2lémentation details are
given in Section 4.3.

4.1 General S-Function Description

S-functions (system-functions) are a powerful tool in ortdeefficiently use Simulink.

Using an S-Function a simulation block in Simulink can begpammed in C, C++ or
another computer language. S-functions depend on sultidnscahat can be loaded
and executed by the MATLAB execution engine by itself. Thememany applications
to use S-functions such as;

e To create new Simulink blocks for a special aim

e To add blocks that describe a hardware device

e To define a dynamic system for certain mathematical equation
e To use graphical animations

S-function offer various callback methods. Some of themnaaedatory, whereas
others are optional when implementing an S-function. Thetnmaportant required
callback methods are;

e mdlinitializeSizes
e mdlinitializeSampleTimes

e mdIOutputs
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e mdlTerminate

We next describe the most important callback functions hed tisage.

4.1.1 mdlinitializeSizes

Required Syntax void mdlinitializeSizes(SimStruct * S)
This function defines the number of inputs, outputs, stggesameters, and other
items of the S-function.

e Define the number of parameters usgsgpetNumSFcnParams .

e Define the number of states usingsSetNumContStates and
ssSetNumDiscStates

e Define the number of input ports usisgSetNumInputPorts

e Define the dimensions of the input ports ussgfSetinputPortWidth or
ssSetlnputPortMatrixDimensions

e Define whether it has direct feed-through for each inputsngisi
ssSetlnputPortDirectFeedThrough

e Define the number of output ports usisgSetNumOutputPorts

¢ Define the dimensions of the outputsllSetOutputPortWidth

e Define the number of DWork vectors usiagSetNumDWork .

e Define the dimensions of the DWork vectors usasgetDWorkWidth

e Define the stored data type of a DWork vector uss§etDWorkDataType

e Define the name of a stored data type work vector usg®etDWorkName .

4.1.2 mdlinitializeSampleTimes

Required Syntax void mdlinitializeSampleTimes(SimStruct *S)
This function describes the sample time(s) in the S-functio

e Define the sample time for each sample rate using
ssSetSampleTime(S, sampleTimelndex, sample-time)

e Define the offset time for each sample rate using
ssSetOffsetTime(S, offsetTimelndex, offset-time)
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4.1.3 mdlOutputs

Required Syntax void mdIOutputs(SimStruct *S, int-T tid) This
function computes the output signals of the S-function.

e Get the numeric type of an output port using
Signal-T ssGetOutputPortComplexSignal(SimStruct * S,
int-T port)

e Get a pointer to an output signal of type double using
real-T  *ssGetOutputPortRealSignal(SimStruct *S,
int-T port)

e Get the vector of signal elements emitted by an output pangus
void *ssGetOutputPortSignal(SimStruct *S, int-T port)
4.1.4 mdlTerminate

Required Syntax void mdlTerminate(SimStruct *S)
When external termination of the simulation is requireds fanction will take precau-
tions. There is not any function inside the S-function fontmating the simulation.

In addition to the mandatory callback methods, there ar®waroptional callback
methods. In the context of this thesis, the most importatibopl callback methods
are;

e mdlDerivatives
e mdlStart
e mdlUpdate

e mdllnitializeConditions

4.1.5 mdIDerivatives
Required Syntaxvoid mdIDerivatives(SimStruct *S)
e Get the derivatives of a block’s continuous states using
real-T  *ssGetdX(SimStruct *S).
4.1.6 mdIStart

Required Syntaxvoid mdIStart(SimStruct *S)
Initialize the state vectors of the S-function.
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4.1.7 mdlUpdate

Required Syntaxvoid mdlUpdate(SimStruct *S, int-T tid)
Update the state vectors in S-function.

4.1.8 mdlinitializeConditions

Required Syntaxvoid mdlinitializeConditions(SimStruct *S)
Initialize the DWork vectors (internal memory) in the S-taion.

4.2 Requirements for Vehicle Model

Using the generic callback methods mentioned in the prevgrction, this section
states requirements for the vehicle model to be realizeldrstope of this thesis. We
focus on a vehicle that can occupy two different lanes on d eval that has several
surrounding vehicles and a road side unit (RSU) nearby. é&hmmmmunicated with
each other using V2V communication and the vehicles and RSuhumicate with
infrastructure to vehicle communication (I12V). The follmg schematic illustrates the
described scenario.

Figure 35: General model with vehicles and RSU.

In our vehicle S-function, the following implementationcates were made:

e The dynamic vehicle parameters, initial values and coletrparameters are pro-
vided as block parameters

e Input, acceleration, position and velocity signals of @&hicles are collected by
the RSU and provided to all vehicles (inputs UiAi i, Vi_1, Qi_1)

e The desired distance, and start times of the feedforwarhisdgor open/close
gap maneuvers come from the RSU (inpus)T
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e The method in Section 3.7 is used for the computation of fa®dird signals.
The parameter values for the computed grid points are pedvés input vectors
(inputs X7 to X12 and Tf) to the S-function

e Each vehicle has a number and an initial value for the lampi{swehiclenumber
and LC).

e Each vehicle provides its position, velocity, accelera@mnd input signal as an
output (outputs Ui, Ai, Vi, Qi)

e Additional outputs for test purposes are the computed tedird signal (FF)
and the current lane (LC)

The basic Simulink block for the required functionality fsvn in Fig.
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L

Dabtald

Wi

1

i

ha

0

11

xiz2

wahicle_numier

L

Al

Ch

LC

wehichs 2

=]

49



4.3 Vehicle S-function Implementation

Inputs

e Communicated from RSU: Input signal, Acceleration signalpsity signal, Po-
sition signal, Sequence number, Desired Distance gajallaélocity, Start time
and Final time.

e \/ehicle number.
Outputs

e Communicated to RSU: Input signal, acceleration signalorglsignal, position
signal

e For observation: feedforward signals.
Parameters

e Initial position, Initial velocity, length of vehicle, heaay time, distance at
standstill constant and some controller constants

4.3.1 Input implementation

We used many inputs, parameters and DWork parameters inghiel® S-function
of our thesis. There are seventeen inputs, nine parameatdr@allocated DWork
parameters.

The inputs for the acceleration, velocity, position, ingignal and vehicle se-
guence have different dimensions depending on the numbeglotles in the simu-
lation. For example, if there are 7 vehicles, we gs8&etinputPortWidth(S,

1, 7); for the acceleration input signal vector. Here, 1 is the xndember of the
input and 7 is the dimension of the signal vector. The vehilenber is a scalar

that is assigned bgsSetinputPortWidth(S, 5, 1); . The desired feedfor-
ward signal is specified by the inputs "DeltaQ”, "Vi” and '§". For example, for
DeltaQ, the input is allocated asSetinputPortWidth(S, 6, 1); . 6is the

index number of the input. The grid values of the optimal oanapproximation
are provided as the input values X7 to X12 and. TThy are allocates in the form
ssSetlnputPortMatrixDimensions(S, 8, 21, 11); . For example, for
X7, 8is the index number of the input. 21 and 11 define the dgioerof the parameter
matrix. In addition, there are some supplementary funstibat specify properties of

50



the inputs. ssSetinputPortRequiredContiguous(S, 0, true); speci-
fies that the input signals are contiguossSetinputPortDirectFeedThrough(S,
0, 0); defines that the respective input is not a direct feed thrqagh

There are 9 parameters such as initial velocity and posiatidhe vehicle in the ve-
hicle S-function. For illustration, considesSetSFcnParamTunable(S,0,falsehich
allocates the parameter with index number 0. Here, "falsdiciates that the parameter
is not tunable that is, the parameter can not change dummgjaiion.

In addition, our vehicle model uses 21 Dwork memory blockshia vehicle S-
function to store internal data. For example, one Dwork nmnmallocated for the
input signal Ui-1 as
ssSetDWorkWidth(S, 0, 1);
ssSetDWorkDataType(S, 0, SS-DOUBLE);
ssSetDWorkName(S, 0, "Ui-1");

0 is the index number of Dwork and 1 is the width of the Dworkdio SS-
DOUBLE is the data type of the Dwork and "Ui-1" is the name of ixork block.
There are 21 such Dwork block in the vehicle S-function.

4.3.2 Output implementation

There are 6 outputs in the vehicle S-function implementatieor example, the veloc-
ity output is configured assSetOutputPortWidth(S, 2, 1); 2 is the index
number of the output and 1 is the defined width of the outpueré&lare 5 outputs like
this and there is 1 output with width 4.

4.3.3 Update Function Implementation

In the update function, we define the required and updatguliovtlues, parameters,
Dwork memory blocks and external inputs. These values amgated according to
Section 3.7 and include the coefficients for the optimal @ pproximation. In order
to evaluate the approximation of the optimal control tregeg, a linear interpolation on
a grid with 4 points is needed. These points are arrangeddriine desired point as
can be seen in the following table. HeReis desired value an@11, Q12, Q21 andQ»»
are the values at the neighbor points. The respective auateh are, y andx; < X < X2
andy; <y < y» are the grid points.
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Neighbor Points
X1 X X2
Y1 Q11 Q21
y P
Y2 Q12 Q22

In order to determin® from the neighbor points, we use the bilinear interpolation
equation below.

Ny (X2 —X) (y2—Y) (X=X1) (y2—Y)
P Q) G S ey % B ) (v —y) *1)
(X2 —=X)(y—y1) (X—=x1) (Y—Y1)
Q2 G ) vy T2 ) 2oy

This equation is evaluated for all relevant coefficientsect®n 3.6. These coefficients
are then used to determine the feedforward position, vigloacceleration and input
signal for opening and closing gaps.

4.3.4 Derivative Implementation

In this callback function, the state space model of the Jelgth CACC is realized
according to (3.1). Each state derivative is allocated enfirmreal-T  *dx =
ssGetdX(S); In our vehicle S-function, we use 4 state derivative valuegte ve-
hicle model and one state derivative for the simulation time

4.3.5 Example Simulations

In this section, we show simulation examples with 3 Vehitdgsising the vehicle S-
function.

Firstly, we opened a desired distance of 29 m between theafidssecond vehicle
using the computed feedforward signal. The feedforwardaigs computed by the
vehicle S-function instance of vehicle 2 such that vehiclep2ns a gap to the first
vehicle. Its follower vehicle 3 slows down together with ied 2 due to the usage of
CACC. The maneuver can be inspected in Figure 37.

Secondly, we opened a desired distance of 29 m between eehiahd 3. The
resulting response can be seen in Figure 38.

Finally, we close a gap of 29 m between vehicle 2 and 3. Thdthegyosition plot is
shown in Figure 39.

52



Figure 37
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Figure 38: Position of vehicles when vehicle 3 opens a gap.
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Figure 39: Position response when vehicle 3 closes a gap.
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CHAPTER 5

CONCLUSION

The subject of the thesis is the realization of gap openirdy@nsing maneuvers in
vehicle strings. To this end, the control architecture fooperative adaptive cruise
control (CACC) is extended by a feedforward signal.

Using this architecture, five methods for the computatiod eepresentation of
open/close gap trajectories for vehicles in vehicle stimg proposed. The first method
Is based on the solution of an optimal control problem, tlo®sd method uses a poly-
nomial trajectory and plant inversion, the third methodeaienates three polynomials
and uses nonlinear programming to determine the polynoroigfficients, the fourth
method uses a high-order polynomial and the fifth method cseesatenated polyno-
mials in order to approximate the optimal control solution.

Hereby, the optimal control solution represents the ddsiodution which performs
the respective maneuver in the shortest possible time whdeting all constraints.
However, the computation times for finding the optimal cohsolution are not suit-
able for a real-time implementation as would be requiredracfice. The polynomial
trajectory obtained by plant inversion can be computed erigkly. Nevertheless,
a longer maneuver duration needs to be selected and theeetmal constraints are
usually violated. The method of concatenating three potyiats allows meeting the
acceleration constraints and its computation time is ehdhan the optimal control
computation. Nevertheless, a longer maneuver duratiotohaes accepted. In order to
further reduce the computation time, an interpolation méthas been developed. It
computes suitable trajectories for a grid of parameteresbffline. Then, trajectories
for any parameter combination that is not on the grid can b&ioed by linear interpo-
lation. It is shown that this method leads to very good resuiit order to further reduce
the maneuver duration, the same interpolation method ikegjjo polynomial approx-
imations of the optimal control solution itself. As a restdist trajectories are obtained.
Slight violations of the acceleration constraints are fbssf the optimal control so-
lution is approximated by a single polynomial. In contrast,approximation by five
concatenated polynomials proves very suitable since éctir captures the shape of
open/close gap trajectories. In addition, the vehicle rhadié CACC and feedfor-
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ward computation is implemented in the form of an S-funcfienfast simulation in
Simulink. Simulation examples confirm the suitability oétbomputed trajectories.
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