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ABSTRACT

Generalized Improved Spread Spectrum Watermarking

Robust Against Translation Attacks

In this work, we consider the ISS (improved spread spectrum) watermarking

[1] framework, and propose a generalized version of it, termed “generalized improved

spread spectrum” (GISS), where we achieve both host-interference cancelation and ro-

bustness to “translation” attacks up to some tolerance. In particular, we reduce the

correlation between the watermark and the host, not only at the embedding location,

but also within an a-priori-defined neighborhood around it. We show that the result-

ing framework leads to a constrained quadratic optimization problem, where the cost

function and the constraint represent the amount of host interference on the water-

mark and the norm of the resulting “host interference cancelation sequence” (HICS),

respectively. We provide a closed-form analytical solution to this optimization problem

and experimentally demonstrate its effectiveness for 1D signals.

Also, we propose three different methods (search/correlation, joint MAP and fo-

cused MAP methods) for the decoding of embedded binary information and analyze

the performances of these methods in terms of the probability of decoding error. Re-

garding these performances, we provide closed-form solutions for focused MAP and

joint MAP detectors and experimental results of their performances. Moreover, for

the search/correlation decoding method that we introduce, we provide analytical and

experimental results regarding the performance.
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ÖZET

Öteleme Saldırılarına Karşı Gürbüz Genelleştirilmiş

Geliştirilmiş Yayılı Spektrum Damgalama

Bu çalışmada GYS (geliştirilmiş yayılı spektrum) damgalama [1] yöntemini

göz önünde tutarak onun genelleştirilmiş bir biçimini ileri sürdük. “Genelleştirilmiş

geliştirilmiş yayılı spektrum” (GGYS) yönteminde hem konakçı girişiminin iptal

edilmesini, hem de belli bir toleransa kadar öteleme saldırılarına karşı gürbüzlüǧü

başardık. Özellikle, damga ile konakçı sinyal arasındaki ilinti sadece gömme yapılan

konumda deǧil, o noktanın önsel-tanımlanmış komşuluǧunda da azaltıldı. Elde ettiǧimiz

çatı, maliyet fonksiyonu damga üzerindeki konakçı girişimi, kısıtı da sonuçta oluşan

“konakçı girişimini iptal eden dizi”nin (KGID) normu olan bir kısıtlı eniyileme prob-

lemine ulaştı. Bu eniyileme problemi için kapalı yapıda analitik sonucu saǧladık ve 1

boyutlu sinyaller için etkinliǧini deneysel sonuçlarla gösterdik.

Ayrıca, gömülmüş ikili bilgiyi çözebilmek için üç farklı kodçözme yöntemi (arama/

ilintileme, birleşik MAP ve odaklanmış MAP yöntemleri) ileri sürdük ve bu yöntemlerin

kodçözme hata olasılıǧı bakımından başarımını çözümledik. Bu başarımlarla ilgili

olarak, birleşik MAP ve odaklanmış MAP kodçözücüleri için kapalı yapıda çözümler

ve başarımları ile ilgili deneysel sonuçlar saǧladık. Bundan başka, sunduǧumuz arama/

ilintileme yöntemi için analitik ve deneysel sonuçlar saǧladık.
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1. INTRODUCTION

Digital processing and distribution of multimedia content offers many advantages

such as high signal quality, software installation instead of hardware, ease of editing,

copying and transmitting. On the other hand, progressive development in the digital

processing area makes secure data transmission difficult.

Information hiding refers to a class of problems where secure data transmission

is carried out by hiding a message in the host data. Since different scenarios for

information hiding problem yield different problems, they have to be treated differently.

Data embedding is one of the classes of information hiding problem. Here, the

hidden message is unknown at the receiver end; however, the receiver knows that there

is a hidden message in the received data. Thus, the goal is to decode the message

with high reliability and this problem is a decoding problem. Naturally this problem

is closely related to classical communication problems. An information-theoretic ap-

proach towards finding the capacity in a game-theoretic framework has been presented

in [7, 8].

The aim of data embedding is to embed a signal (namely “watermark”) into the

host data, while the embedded signal is not detectable without the secret key. Novel

applications of this problem appeared in the 1990’s. The first of a series of annual

international workshops on information hiding was held in 1996. Special issues of of

the IEEE Journal on Selected Areas in Communications and of the Proceedings of the

IEEE were devoted to copyright and privacy protection in 1998 and 1999, respectively

[2, 3]. A non-technical survey of the problem of information hiding can be found in [4].

State-of-the-art watermarking techniques are discussed in a recent book by Cox et al.

[5]. Another closely related subject is given by Eggers [6].

A general scheme for digital watermarking is given in Figure 1.1. Watermark

signal (WM) is embedded to the host signal by using a secret key at the embedder
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Figure 1.1. General Scheme for Digital Watermarking.

(E). Without the knowledge of the secret key, it is not possible to extract the informa-

tion embedded in the host signal. The watermark embedded signal passes through a

transmission channel, and may subject to attacks such as lossy compression, geometric

distortion, AWGN attack, or any signal processing operation. At the receiver side, the

watermark is extracted using the secret key.

In this thesis, we consider the spread spectrum watermarking problem and present

a generalized version of it, which is robust against translation attacks. The main

contributions of this thesis can be stated as follows:

• We generalized the Improved Spread Spectrum (ISS) method proposed by Malvar

et. al [1] such that decorrelation of the watermark signal is performed not only

on the host signal, but also on several shifted versions of it. Therefore, host

interference is reduced in the presence of translation attacks.

• We analyze three decoding methods in the presence of Additive White Gaussian

Noise (AWGN) and translation attacks.

In the rest of the introduction, we present some possible applications for water-

marking schemes in Sec. 1.1. We give the properties of the watermark in Sec. 1.2, and

in Sec. 1.3, we outline the rest of the thesis. This chapter is intended to form a brief

introduction for readers who are not familiar with Watermarking. Other readers can

skip the remaining sections and proceed with the rest of the thesis with little or no loss

of information.
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1.1. Watermarking Applications

Digital watermarking has a wide range of applications including owner identifi-

cation, transactional watermarks, copy control, broadcast monitoring and covert com-

munication. We refer the reader to [9] for an extensive description of the various

applications. The broad classification of the applications is as follows:

i. Owner Identification : Such applications are usually targeted by robust water-

marking algorithms and intended for commercial purposes. In such a situation, a

company that produces and sells digital audio clips or a movie company that sells

its products over the Internet is concerned with copyright issues. In particular, it

is very profitable for hackers to crack these products and sell them at a cheaper

price. In such situations, original producers would like to have legally valid proof

that they are the real owners. Robust signature casting is a possible solution in

such cases. A standardized robust watermarking scheme, accepted by the courts,

would require the attackers to remove the watermark, while preserving the qual-

ity of the data, before selling the modified data. By design this should be very

difficult to achieve.

ii. Transactional Watermarks (Fingerprinting) : Fingerprinting applications allow

a content owner or content distributor to identify the source of an illegal copy,

because all individual copy is embedded with a unique watermark. In such a

situation, a movie company inserts user IDs in each product before selling it.

Whenever an unauthorized user is caught playing the movie or selling it, that

user would be identified.

iii. Copy Control : It is possible for recording and playback devices to react embedded

signals. For example, a recording device might inhibit recording of a signal if it

detects a watermark that indicates recording is prohibited.

iv. Broadcast Monitoring : We can use watermarks for broadcast monitoring by

putting a unique watermark in each media signal (video or sound clip) before the

broadcast. Automated broadcast monitoring stations can then receive broadcasts

and look for these watermarks identifying when and where each clips appears.

v. Covert Communication : These are mainly applications of steganography. In
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many situations, such as military and intelligence applications, people would

like to send messages to each other without being detected. In such cases, the

adversary is usually the enemy. It is often vital that the enemy does not detect

the presence of a secret message transmitted.

1.2. Constraints, Goals and Practical Difficulties

In designing watermarking algorithms, we come across several design constraints.

These constraints could be somewhat different for each intended application. However

it is still possible to classify them broadly as follows:

i. Fidelity : Watermarking methods need to maintain a certain level of perceptual

quality in the data that are produced after embedding. Otherwise the water-

marked data would be useless.

ii. Attack Strength : The watermarked data will possibly undergo attacks. An

attack can be intentional or unintentional. In both cases, the watermarked data

should be usable after the attack. This provides a bound on the strength of the

attacks that are considered.

iii. Computational Complexity : In some applications, watermarking schemes have

to operate in real time. Thus, it is desired that they are fast. Hence, in such

scenarios, we have a constraint on the computational complexity of the proposed

methods.

The goal of a watermarking scheme should be discussed separately for verification and

decoding problems. In a decoding scheme, the goal is to minimize the probability of

error in the decoded message at the receiver, where the probability of error is given by

the probability that the decoded message is not equal to the embedded message. In a

verification scheme, the probability of error takes a different form; the receiver makes

a binary decision: a watermark is present or not. In this case, it is desired to minimize

the probability of error, which is given by a linear combination of probability of miss

(the probability of declaring a hidden message is not present, even though it is) and

probability of false alarm (the probability of declaring a hidden message is present,
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even though it is not).

1.3. Thesis Organization

The organization of the thesis is as follows. In Sec. 2, we provide the notation

that is used throughout the thesis and give brief explanations of spread spectrum (SS)

(Sec. 2.2.1) and Improved Spread Spectrum (ISS) (Sec. 2.2.2) watermarking methods.

In Sec. 3, we specify the formal problem statement. In Sec. 4, we introduce the re-

sulting optimization problem of GISS method and provide the analytical solution. In

Sec. 5, we model the attack that we utilize for experiments and analytical inference.

In Sec. 6, we present three different decoding methods, namely Search/Correlation

Decoding Method (Sec. 6.1), Joint MAP Decoding Method (Sec. 6.2), and Focused

MAP Decoding Method (Sec. 6.3). In Sec. 7, we show experimental results comparing

different encoding and decoding methods that we define in the previous sections. We

conclude with final discussions in Sec. 8.
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2. NOTATION AND PRIOR ART

In this section we provide the notation we use and state the theoretical foun-

dations of the proposed method by explaining Spread Spectrum (SS) and Improved

Spread Spectrum (ISS) watermarking methods briefly.

2.1. Notation

Bold upper- and lower-case letters represent matrices and vectors, respectively.

Corresponding regular letters with subscripts represent individual elements. For ex-

ample, a ∈ RN is a vector and ai ∈ R is its ith element; given the matrix A, Aij is

its (i, j)th element, AT and r(A) denote its transpose and rank, respectively. 〈 . , . 〉

represents the inner product which induces the Euclidean (L2) norm; IK denotes the

identity matrix of size K×K. Also, a ∼ N (µ,Σ) represents that the random variable a

is Gaussian distributed with mean µ and covariance Σ. Similarly, a ∼ U(S) represents

that the random variable a is uniformly distributed over the set S.

Definition 2.1.1 Given A ∈ RM×N , such that r(A) = K, Singular Value Decompo-

sition (SVD) of A is unique (up to ordering) and defined as

A = UΛVT , (2.1)

where U ∈ RM×K, V ∈ RN×K, Λ ∈ RK×K are called the left-singular vector matrix,

the right-singular vector matrix, and the singular value matrix of A respectively. The

matrix Λ is diagonal and these diagonal elements are termed as the singular values of

A.
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2.2. Prior Art

2.2.1. Basic Spread Spectrum (SS) Watermarking Method

In its most basic form, SS method assumes that one bit of information is embed-

ded in a vector of N coefficients, achieving a bit rate of 1/N bits per sample. In this

case, the watermarked signal is given by

s = x + bu,

where x and u ∈ RN are the host and the watermark signals, respectively; b ∈ {±1}

represents the embedded bit. If the attack channel can be modeled as additive noise,

then the received signal at the decoder is given by

y = s + n = x + bu + n.

Decoding is performed by checking the sign of the normalized statistics produced by

the correlation detector:

γ ,
〈y,u〉
〈u,u〉

=
〈bu + x + n,u〉

‖u‖2
; b̂ = sign(γ), (2.2)

where γ and b̂ denote the detection statistics and the decoded bit, respectively. See

[10] for further details.

2.2.2. Improved Spread Spectrum (ISS) Watermarking Method

The main idea in this method is to reduce the correlation between the host sig-

nal and the watermark by modulating the energy of the watermark at the embedding

process using the projection of the host signal on the watermark. The resulting em-

bedding method, namely ISS [1], is a slightly modified version of the conventional SS
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embedding method. In this case the watermarked signal is represented as

s = x + λ(x, b)u.

Here, the value x represents the projection coefficient of the host x on the watermark

u, i.e. x , 〈x,u〉/ ‖u‖2. Amplitude of the embedded watermark is controlled by the

function λ(x, b), which can be defined in various ways. In case of linearity we get

s = x + (αb− λISSx) u;

where α controls the distortion level and λISS controls the removal of the host inter-

ference on the detection statistics. We refer the interested reader to [1] for further

details.
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3. PROBLEM STATEMENT

We study an additive watermarking method that we name “generalized improved

spread spectrum”(GISS)1 . In this scheme, the host signal is first decorrelated from

the watermark signal in order to achieve robustness to translation attacks to some

extent, and then embedding of the watermark and binary information is performed.

Subsequently, the watermarked signal is subject to an attack, and model of this attack

is explained in Sec. 5. The aim of the detector is to detect the embedded binary

information in the received signal. Decorrelation of host signal and the watermark

signal is first proposed by Malvar et. al [1], and this scheme is briefly explained in

Sec. 2.2.2.

In this setup, we assume that the host signal is a long stream of data and we

embed the watermark in a relatively small portion of it. Also, we assume that this

long stream of data is subject to a cyclic shift attack (see eq. (5.1)), which yields

a translation attack for the watermark embedded part. This setup represents the

problem of robust watermarking for long data streams where extraction of watermark

is potentially subject to synchronization-like imperfections, i.e., the exact location of

the embedded bit is unknown at the receiver end. Embedding of the watermark to a

portion of the long data stream is performed using the “sub-area functions” provided

in the following definition.

Definition 3.0.1 Sub-area functions Apre : RN̄ 7−→ RN1, A : RN̄ 7−→ RN ,

Apost : RN̄ 7−→ RN2 satisfy

[apre = Apre(ā)] ⇐⇒ [aprei = āi ; 1 ≤ i ≤ N1]

[a = A(ā)] ⇐⇒ [ai = āN1+i ; 1 ≤ i ≤ N ][
apost = Apost(ā)

]
⇐⇒

[
aposti = āN1+N+i ; 1 ≤ i ≤ N2

]
1This approach can potentially be extended to include multiplicative watermarking scheme as well.

This constitutes part of our future research.
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where N̄ = N1 +N2 +N and N � N̄ and ā =


apre

a

apost

.

Using the sub-area functions Apre,A and Apost defined above, the signal flow in

our problem is given as follows:

• For a sufficiently long stream x̄ ∈ RN̄ , the watermark embedded portion of the

original stream x ∈ RN is given by x = A(x̄), i.e., we subdivide the original

stream into three portions where x̄ =


xpre

x

xpost

 and xpre = Apre(x̄), xpost =

Apost(x̄).

• Using the inner portion of the host signal, i.e., x, host interference cancellation

sequence (HICS), c, is designed to minimize the correlation between the water-

mark signal and several shifted versions of the inner portion of the signal, subject

to a norm constraint (see Sec. 4).

• The binary information b ∈ {−1 , +1}, the watermark strength α and the water-

mark signal u constitute the embedded watermark via a multiplicative relation,

i.e., the embedded watermark is given by αbu.

• The embedded watermark, together with the HICS, is added to the inner portion

x to form the inner portion of the transmitted stream s̄ ∈ RN̄ . We thus have,

s̄ =


xpre

s

xpost

 where s = A(s̄) = x+c+αbu and xpre = Apre(s̄), xpost = Apost(s̄).

• The channel between the transmitter and the receiver is composed of an additive

noise and a cyclic shift attack. Thus, in terms of the transmitted stream s̄ the

received signal r̄ is given by r̄ = t (s̄) = fθ (ȳ) = fθ (s̄ + n̄), where the overall

attack imposed by the channel, the additive noise and cyclic shift attack are

represented by t (.), n̄ and fθ (.), respectively (see Sec. 5), where θ denotes cyclic

shift amount.
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The signal flow in our setup that we explained above is summarized by Figure 3.1.

Here, K$ is the secret key shared by the embedder and the decoder. PRNG stands

for Psuedo-Random number generator, b is the embedded bit and AWGN stands for

Additive White Gaussian Noise.

(a)

(b)

(c)
Figure 3.1. GISS watermarking: (a) the embedder, (b) the attack channel, (c) the

decoder
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The host signal x̄ and the additive noise n̄ are assumed to be zero mean ran-

dom vectors having Gaussian distributions with covariance matrices σ2
xIN̄ and σ2

nIN̄ ,

respectively. Also, the embedded information, b, is equiprobable binary: b ∈ {1,−1},

where p (b = 1) = p (b = −1) = 1
2
.

For the watermarking operation described above, we solve the following problems:

• HICS Design : HICS is used to reduce the interference resulting from the host

signal, which increases the probability of detection error. In Sec. 4, we solve

the problem of designing HICS as a function of host signal (subject to a power

constraint on HICS) to minimize the correlation between the watermark signal

and several shifted variants of the host signal.

• Decoding Analysis : We analyze the error performance of three decoding methods;

namely “search/correlation decoding” (Sec. 6.1), “joint MAP decoding” (Sec. 6.2)

and “focused MAP decoding” (Sec. 6.3). Also, we provide experimental results

to study the performances of these three methods.
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4. EMBEDDING VIA GISS APPROACH

In this section, we provide our watermark embedding method using GISS ap-

proach. The ISS method explained in Sec. 2.2.2 aims to decrease the correlation only

between the watermark signal and the host signal. This approach relies on the assump-

tion that in the extraction of the watermark, the location of the watermark signal is

exactly known. However, in our setup we assume that the channel between the embed-

der and the decoder sides introduces a cyclic shift on the long stream resulting in a

linear shift on the watermark embedded portion. We also assume that the amount of

this shift is uniformly distributed on the set {−L,−L+ 1, ..., L}, where L denotes the

maximum shift amount satisfying L < N1 and L < N2 in order to assure that the cyclic

shifts on the long stream reduce to linear shifts on the watermark embedded portion.

Hence, the exact location of the watermark signal is unknown to the decoder side,

instead, only the probabilistic characteristics of the location is known at the decoder

side. As a result, the GISS approach aims to minimize the correlation between the

watermark signal and several shifted versions of the host signal in order to decrease

the probability of detection error at the decoder side for our setup. In this section, we

construct the “host interference cancellation sequence” c ∈ RN in order to realize the

minimization of the correlation mentioned above.

Let w ∈ RK be a zero mean random vector having Gaussian distribution with

variance σuIK denote the “core watermark” signal, where we assume K < N . This

signal is generated by a pseudo-random number generator (PRNG) using the secret

key as a seed. To represent the embedding of w into the watermark embedded portion

of the host signal x = A (x̄), we define u ∈ RN satisfying

ui =

 wi − N−K
2

N−K
2

< i ≤ N+K
2

0 else
.

In GISS approach, the modified version of the inner portion of the host signal x is

given by x + c. Now, in order to represent the correlation between a shifted version of
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x + c and the watermark u, we consider the original version of x + c and a version of

the watermark that is shifted in reverse direction with the same amount. To find the

correlation values between all possible shifted versions of x + c and u we define the

following “linear correlation transform matrix”.

Definition 4.0.2 The matrix H, the rows of which are the cyclic shifted versions of the

watermark signal u, is called “linear correlation transform matrix”, i.e., H ∈ R2L+1×N

satisfies

Hi = ui where uij = u(L+1+j−i)mod (N); 1 ≤ i ≤ 2L+ 1, 1 ≤ j ≤ N .

Remark 4.0.1 Note that we currently confine ourselves to the usage of i.i.d. Gaussian

distributed watermark and all the subsequent derivations are carried out accordingly.

The reason of choosing an i.i.d. process is intuitively clear: since our final goal is

to minimize interferences under translation attacks, usage of a “self-correlated” wa-

termark would presumably hinder achieving this goal. However, the aforementioned

argument is still qualitative. As such, it seems to be an interesting and open problem

to find out the “optimal” distribution of the watermark in the sense of the decoder

probability of error, which is beyond

Remark 4.0.2 In the following sections, we call M , 2L + 1 the “tolerance region

size”. M refers to the size of the domain outside of which the probability of the existence

of the location of the watermark is equal to zero. Throughout the thesis, we assume that

M +K < N , i.e., in case of a translation attack, core of the watermark will remain in

the inner portion of the received signal.

Remark 4.0.3 Note that as the system designer, we have the freedom to choose N .

Therefore, as long as M + K < N̄ , we can find out some N < N̄ which satisfies the

constraint of M +K < N , and this is needed for analytical convenience.
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Remark 4.0.4 If we consider H defined above, the correlation values between the

shifted versions of the modified inner portion of the host signal, i.e., x + c, and the

watermark u are given by H(x+c). Therefore H allows us to represent the correlation

values in a compact vector form.

Remark 4.0.5 We assume that H is full-rank.

Remark 4.0.6 Since the location of the watermark is uniformly distributed in the tol-

erance region, the individual correlation values do not differ in terms of their priorities

in the minimization problem, i.e., the correlation values are not weighted for the min-

imization.

Next we define our main problem in this section, i.e., construction of the optimal

HICS that minimizes the correlation between shifted versions of x + c and u.

Definition 4.0.3 “The optimal HICS” is given by

copt , argmin
c∈RN
‖c‖2≤A

‖H (x + c) ‖2 (4.1)

Remark 4.0.7 Parameter A controls the distortion, induced by adding c to x. This

practical situation decreases the detection performance of the optimal HICS in cases

where the variances of the host signal elements xi are high compared to parameter A.

In Proposition 4.0.1, we provide the construction of copt defined by (4.1).

Proposition 4.0.1 The optimal HICS in (4.1) is given by

copt = −VS̃VTx, (4.2)
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where V is the right-singular vector matrix of the linear correlation transform matrix

H and S̃ ∈ RM×M is a diagonal matrix, satisfying

S̃ii =
σ2
i

λopt + σ2
i

, 1 ≤ i ≤M.

for which, σi is the ith singular value of H and λopt is the optimal Lagrange multiplier

for the constraint optimization problem given by (4.1).

Proof :

See Appendix A.

Corollary 4.0.1 For the optimal HICS, the inner portion of the transmitted sequence,

s is given by

s = x + copt + αbu

= (I−VS̃VT )x + αbu.

Remark 4.0.8 At optimality, the constraint in (4.1) is active, i.e., λopt is non-zero

and chosen such that ‖c‖2 ≤ A is satisfied with equality. Then λopt determines the

tradeoff between the power of the HICS, c, and the norm of the correlation vector

between the HICS-embedded signal, x + c, and the linear correlation transform matrix,

H. Increasing λopt jointly reduces the effect of the cost function in the Lagrangian,

and increases the effect of the constraint function. Thus, it can be shown that λopt is

non-negative and monotonic decreasing in A.

In Fig. 4.1, we present the experimental values for the expected value of the parameter

A, when the Lagrangian multiplier λ is active and signal to watermark ratio (SWR),

watermark to noise ratio (WNR) and tolerance size, M , are set to 5, 5 and 21, respec-

tively. Details of calculating the SWR and WNR will be explained in Sec. 7. Using

different SWR, WNR and tolerance region size values, we can obtain different values
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Figure 4.1. Eucliean norm of the HICS, with respect to lambda. SWR, WNR, and

tolerance region size is set to 5, 5 and 21, respectively.

for the parameter A for the same λ. Nevertheless, we aim to visualize the behavior of

the Euclidean norm of the HICS with respect to λ. λ can be chosen in an iterative

fashion so as to satisfy a desired distortion. Note that an analogous approach is carried

out in some state of the art lossy image compression algorithms; see for example [11].
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5. ATTACK MODELING

In this section, we define the attack model which we assume to be inserted in the

channel between the embedder and the decoder. The attack induced by the channel is

modeled as a combination of AWGN attack and translation attack (Figure 3.1(b)).

Definition 5.0.4 Overall attack is defined by the mapping t = RN̄ 7−→ RN̄ such that;

t(s̄) = fθ(ȳ) = fθ(s̄ + n̄)

where n̄ ∼ N (0, σ2
nIN̄) is AWGN with zero-mean and variance σn and fθ(.) : RN̄ 7−→

RN̄ is cyclic shifting operator such that for any a ∈ RN̄

[b = fθ(a)]⇐⇒
[
bi = a

[(i−1+θ)modN̄+1]
: 1 ≤ i ≤ N̄

]
(5.1)

Here, θ is the translation amount and it is uniformly distributed on the set {−L,−L+

1, ..., L}, where L denotes the maximum shift amount as defined in Section 3.

Thus, the final attacked signal r̄ ∈ RN̄ is given by r̄ = fθ(ȳ), and this signal is the

input for the decoder end (Figure 1.1).

Definition 5.0.5 According to the sub-area definition of 3.0.1, we have:

r1 , A1(r̄) ; r2 , A2(r̄) ; r , A(r̄)

y1 , A1(ȳ) ; y2 , A2(ȳ) ; y , A(ȳ)
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6. GISS DECODING

In this section, we propose three decoding methods, search/correlation decoding,

joint MAP decoding and focused MAP decoding. These methods are used to extract

binary information from the received signal, r̄, at the decoder end (See Figure 1.1).

Decoding is performed with the knowledge of the watermark signal, u, at the

decoder side for all decoding methods. The watermark signal is generated by seeding

the shared key K$ to a PRNG. Details of the watermark generating process is explained

in Sec. 4.

In our setup, we assume that the received signal is watermarked, therefore, de-

tection of the watermark signal is not our concern; our aim is to decode the embedded

bit. Search/correlation and joint MAP decoding methods provides embedding location

of the bit along with the sign information.

6.1. Search/Correlation Decoding - Method I

Search/correlation method first finds correlation values for all points in the tol-

erance region, producing the correlation vector, γ, and assigns the location where the

absolute maximum correlation value is attained as the embedded location, θ̂1. The

sign of the correlation value determines the sign of the embedded bit, b̂1. These steps

can be shown as follows:

1. Find θ̂1 , argmax−L≤θ≤L | < A
(
f−1
θ (r̄)

)
, αu > |

2. Then, b̂1 = sign
[
A(f−1

θ̂1
(r̄)), αu >

]

Here, A(.) is the sub-area function defined in Definition 3.0.1. f−1
θ (.) is the inverse

operation of the cyclic shift attack, fθ(.), which is induced by the channel. Remember

that, this shift is uniformly distributed on the set {−L,−L + 1, ..., L}, so the inverse

shifting is also performed for all values on the same set, and correlation values with
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the inverse shifted received signal and the watermark signal is calculated in order to

find the maximum correlation value.

The performance of this method can be evaluated by analyzing the probability

of error. Assuming that we know the translation amount, the probability of error can

be shown as:

Pe = Pr
[
b 6= b̂1 | θ

]
Pe = Pr

[
b 6= b̂1 | θ, θ̂1; s.t. θ̂1 6= θ

]
.P r

[
θ̂1 6= θ | θ

]
+Pr

[
b 6= b̂1 | θ, θ̂1; s.t. θ̂1 = θ

]
.P r

[
θ̂1 = θ | θ

]
(6.1)

where θ is the actual translation and θ̂1 is the detected translation amount found by

Method I.

Here, we assume that there is a constraint on the magnitude of correlation of the

shifted versions of the watermark;

δij = | < ui,uj > | < κ for all i 6= j 0 ≤ i, j ≤ 2L+ 1

where, κ < 1, ui is the ith circular rotated version of u, or, equivalently, the ith row of

the linear correlation transform matrix, H, as defined in Definition 4.0.2.

Remark 6.1.1 Per our assumption and set up, we know that δii = 1, and ∀ j 6= i,

| δij |< κ < 1.

Definition 6.1.1 In the following derivations, we will use use ŷ = A(f−1
θ (r̄)) as the

inner portion of the inverse shifted received signal. Using this signal and the linear

correlation transform matrix, H, defined in Definition 4.0.2, we will obtain correlation

vector, γ, as follows:

γ = H · ŷ
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If we know the translation amount, then the inner portion of the inverse shifted received

signal, ŷ will be the inner portion of the AWGN attacked watermark embedded signal,

A(ȳ), and the correlation vector will be:

γ = H · A(ȳ) = H · (IN −VS̃VT ) · A(x̄) + H · A(n̄)︸ ︷︷ ︸
,Z

+bαH · u (6.2)

Note that, Z is also gaussian with 0-mean, since we assume that the host and the

noise signals are gaussian with distributions x ∼ N (0, σ2
xIN̄) and n ∼ N (0, σ2

nIN̄),

respectively.

Proposition 6.1.1 Auto-covariance of Z is:

ΣZ = U[Σ2 − 2ΣS̃Σ + ΣS̃2Σ]UTσ2
x + UΣUTσ2

n (6.3)

Proof :

See Appendix B.

Remark 6.1.2 Since the watermark is assumed to be deterministic for the receiver who

knows the key, γ is gaussian with mean bα∆, where ∆j = δij, and variance ΣZ(j, j).

The probability of error expression given in the eq. (6.1) is analyzed in three

steps, as follows:

1. Find Pr
[
b 6= b̂1 | θ̂1 6= θ

]
.

We know that γj ∼ N (αbδij,ΣZ(j, j)) where δij =< ui,uj >. For this case,

Pe = Pr [γj > 0 | b = −1] .
1

2
+ Pr [γj < 0 | b = +1] .

1

2

If b = −1 ⇒ γj ∼ N (−αδij,ΣZ(j,j)).
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If b = +1 ⇒ γj ∼ N (αδij,ΣZ(j,j)).

Then, Pe = Pr
[
b 6= b̂1 | θ̂1 6= θ

]
= Q

(
αδij√
ΣZ(j,j)

)
.

Overall expression for ±b is shown as:

Q

(
ακ√

ΣZ(j, j)

)
≤ Pr

[
b 6= b̂1 | θ 6= θ̂1

]
≤ Q

(
−ακ√
ΣZ(j, j)

)

and 1
2
− ε ≤ Pr

[
b 6= b̂1 | θ 6= θ̂1

]
≤ 1

2
+ ε.

2. Find Pr[b 6= b̂1 | θ = θ̂1].

If θ = θ̂1, then E[γi] = E[γj] = αb‖u‖2 and Var(γi) = Var(γj) = ΣZ(i, i)

Pr
[
b 6= b̂1 | θ = θ̂1

]
= Q

(
α‖u‖√
ΣZ(i, i)

)

3. Find Pr(θ = θ̂1).

It is not possible to find logical bounds for the Pr(θ = θ̂1). So we decided to

find numerical values by running tests on synthetic images. The results of the

experiments are presented in Sec. 7.

6.2. Joint MAP Decoding - Method II

The MAP algorithm is a symbol-by-symbol estimator which accepts observations

together with a priori symbol probabilities and produces a posteriori symbol probabil-

ities. The decoded symbols are declared to be the ones with the maximum a posteriori

probability.

We deploy the MAP algorithm for decoding in two different ways. In our first

MAP decoding method, we decode the embedded bit and the embedding location

jointly. In the second MAP decoding method, we find the marginal distribution of

the received signal conditioned on the embedded bit, and apply the MAP decoding

algorithm on this distribution. Details of this method will be explained in Sec. 6.3.
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In the joint MAP method, we find out joint MAP estimates of (b, θ) such that:

(b̂2, θ̂2) = argmax

b ∈ {±1}

−L ≤ θ ≤ L

p(r̄|b, θ) (6.4)

First note that since fθ(.) is an invertible mapping, we have

p(r̄|b, θ) = p(ŷ|b)|ŷ=f−1
θ (r̄) (6.5)

Assume decoder knows u and assume that θ = 0 (i.e., in the absence of a shifting

attack). Then;

r̄ = ȳ = s̄ + n̄

r = y = x + c +A(n̄) + αbu

= (IN −VS̃VT )x +A(n̄) + αbu

Remember that, y and x are the inner portions of the AWGN added watermark em-

bedded signal, ȳ, and the host signal, x̄, respectively. Moreover, we will show the inner

portion of the AWGN signal, n̄ as n, in the rest of the thesis.

Definition 6.2.1 Conditioned on b, we can define the statistical characteristics of y

as follows:

y ∼ N (αbu,Σy)

where Σy , E
[
(y − αbu)(y − αbu)T

]
= E

{[
(I−VS̃VT )x + n

] [
xT (I−VS̃VT ) + nT

]}
= σ2

x(I−VS̃VT )(I−VS̃VT ) + σ2
nIN

= σ2
x(I− 2VS̃VT + VS̃VTVS̃VT ) + σ2

nIN

= V(σ2
nIN + σ2

xΛ)VT + (σ2
n + σ2

x)WWT (6.6)
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Here Λ , I − 2S̃ + S̃2 (a positive definite diagonal matrix) and W(N × (N − M))

defined such that VVT and WWT are algebraic complements of each other.

Definition 6.2.2 Λ in the eq. (6.6) is a function of the singular values of the lin-

ear correlation transform matrix, H and lagrange multiplier λ. We have, for all

i ∈ {1, 2, ..., N}:

Λii = 1− 2
σ2
i

λ+ σ2
i

+
σ4
i

(λ+ σ2
i )

2

=
(λ+ σ2

i )
2 − 2σ2

i (λ+ σ2
i ) + σ4

i

(λ+ σ2
i )

2

=

(
λ

λ+ σ2
i

)2

=

(
1 +

σ2
i

λ

)−2

i.e., Λ =

(
IN +

1

λ
Σ2

H

)−2

. (6.7)

Taking the distributions of the host, watermark and noise signals into consideration,

the AWGN added watermark embedded signal, ȳ, is composed of three parts, the first

and last parts have i.i.d. gaussian distributions with zero mean and their variance are

related to the variances of the host and the noise signals. The watermark embedded

part (the inner portion) is also a gaussian distribution, with mean bαu and covariance

matrix Σy, which is defined in eq. (6.6). Then the joint distribution of ȳ is as follows:

pȲ|b(ȳ|b) =


pY1(y1) 1 ≤ i < N1

pY|b(y|b) N1 ≤ i < N1 +N

pY2(y2) N1 +N ≤ i < N̄

We know that subareas of ȳ are independent from each other. Then we have:

p(ȳ|b) = p(y1) · p(y2) · p(y|b) (6.8)
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Proposition 6.2.1 The joint MAP estimate given in eq. (6.4) can be rewritten using

the probability distributions as follows:

(b̂2, θ̂2) = argmin

b ∈ {±1}

−L ≤ θ ≤ L

[
1

σ2
x + σ2

n

[∥∥A1(f−1
θ (r̄))

∥∥2
+
∥∥A2(f−1

θ (r̄))
∥∥2
]

+
1

2

∥∥Σ−1/2
y

[
A(f−1

θ (r̄))− αbu
]∥∥2
]

(6.9)

Proof :

See Appendix C.

Remark 6.2.1 The role of inclusion “pre” and “post” regions in eq. (6.9) may not

be clear at first sight (since they do not posses any embedded information). However,

not that in order to solve eq. (I-2), we carry out a brute force search of complex-

ity 2 (2L+ 1), which includes “trying” all possible values of θ ∈ {−L,−L+ 1, ..., L}.

When the true value of θis tried, the incorporation of the first term of eq. (I-2) is

“close” to σ2
x + σ2

n. However, for the wrong values of θ, they will clearly affect the out-

come, which justifies incorporating both “pre” and “post” regions in the MAP decoding

process.

6.3. Focused MAP Decoding - Method III

In this method, we focus on finding out the MAP estimate of the embedded bit

only. At the decoder side, we have the distribution information of the received signal

conditioned on the embedded bit and the embedding location. Therefore, the decoded

bit can be found as follows:

b̂3 = argmax
b∈{±1}

p(r̄|b).
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Proposition 6.3.1 The focused MAP estimate of the embedded bit can be found as

follows:

b̂3 = argmax
b∈{±1}

p(r̄|b) =
L∑

θ=−L

p(r̄|b, θ)

Proof :

See Appendix D

Therefore, using the eq. (6.9) in the proposition 6.3.1:

b̂3 = argmax
b∈{±1}

L∑
θ=−L

exp

{
−
∥∥A1(f−1

θ (r̄))
∥∥2

+
∥∥A2(f−1

θ (r̄))
∥∥2

2(σ2
x + σ2

n)
− 1

2

∥∥Σ−1/2
y (ŷ − αbu)

∥∥2

}

Remark 6.3.1 In Method II, we jointly find estimates of the embedded bit and the

translation amount (which contrast with finding an estimate of the embedded bit only,

covered in Method III). Method II is more useful in situations where we aim to estimate

the attack as well.

Remark 6.3.2 Defining the error events:

E2 = Pr
(
b̂2, θ̂2 6= (b, θ)

)
= Pr

(
(b̂2 6= b) OR (θ̂2 6= θ)

)
E3 = Pr(b̂3 6= b)

Note that Method II (resp. Method III) has Pr(E2) (resp. Pr(E3)). Thus, we ex-

pect that Pr
(
b̂2, θ̂2 6= (b, θ)

)
≥ Pr(b̂3 6= b). Further, we also expect Pr(θ̂1 6= θ) ≥

Pr(θ̂2 6= θ) since Method I is empirical and Method II relies on MAP; this expectation

is confirmed by our experiments.
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7. EXPERIMENTAL RESULTS

We evaluate the proposed scheme on synthetic data. The experimental setup is

designed to compare the performances of three spread spectrum watermarking methods

defined in the Sec. 4 using three different decoding algorithms presented in Sec. 6, under

the attack model defined in Sec. 5. We set the host signal unit-variance zero-mean

Gaussian distributed and modify the energy of the AWGN via the input parameter

SNR = SWR+WNR, where SNR = ‖A(x̄)‖2

‖A(n̄)‖2 . “Signal to Watermark Ratio (SWR)” is

defined as the “total embedding distortion” (distortion induced by the watermark signal

and decorrelator sequence), used in order to modify the energy of the watermark signal.

For SS method, this value is set as watermark strength, directly, i.e., SWR = ‖A(x̄)‖2

‖αSSw‖2 .

For ISS and GISS methods, since the decorrelation sequence adds distortion to host

signal, watermark strength is adjusted to make the total distortion equal to the SWR,

i.e., SWR = ‖A(x̄)‖2

‖(αISSb+λISSx)w‖2 for the ISS method and SWR = ‖A(x̄)‖2

‖c+bαGISSw‖2 for the

GISS method. The inner portion of the host signal, x, the watermark signal, u, and

HICS, c, are all vectors of size N = 1000. The core watermark signal, w is a vector

of size K = 100. The translation amount, L, is controlled by tolerance region size, M ,

as defined in Sec. 5. In all experiments, the “total embedding distortion” (distortion

induced by the watermark signal and decorrelator sequence) on the host image is fixed

for all embedding methods, via modifying the energy of the watermark signal.

Probability of error calculation is realized by producing 50000 i.i.d. host signals

and i.i.d. watermark signals, each. For all single realizations, the watermark signal

is embedded to host signal using three embedding methods and the embedding bit is

extracted using the three decoding methods. For search/correlation and joint MAP

decoding methods, embedding location is also found.

The performances of embedding and decoding algorithms are evaluated by means

of probability of error calculations in terms of bit error, location error and symbol error

as follows.
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• Probability of Bit Error Pr(b 6= b̂) : While calculating the probability of bit

error with respect to SNR, tolerance region size is set to 21 and λ used in the

calculation of HICS is set to 1. Figures 7.1, 7.2, 7.3 and 7.4 show the probability

of error performances of the embedding methods with respect to SNR, under

different decoding methods and different SWR values.

When the SWR is low, the embedded bit can be decoded correctly using search/

correlation and joint MAP decoding methods (Figure 7.1). Increasing the SWR

effects the decoding performance for GISS embedding of the search/correlation

method more than the other methods (Figure 7.3 and 7.4). For all SWR values,

joint MAP decoding method has the lowest probability of error values for the

GISS embedding method.

• Probability of Location Error Pr(θ 6= θ̂) : Location information is not provided

by the focused MAP decoder method. Therefore, the experiments are run on

the other two decoding algorithms. Here, we set the SWR to 15 and vary the

magnitude of the WNR from −5 to +5 with a step length of size 2; and the size of

the tolerance region from 1 to 51 with a step length of size 10. Figures 7 and 7.6

show the probability of location error performances of the embedding methods

with respect to tolerance region size, under different decoding algorithms.

The experimental results show that for both decoding methods and for all WNR

values that are used in the experiment, GISS method outperforms the other two

embedding methods in terms of localization of the watermark signal.

• Probability of Symbol Error Pr(b 6= b̂ ∨ θ 6= θ̂) : The experimental setup for

calculation of probability of symbol error is similar to the setup explained above

for the probability of location error. Figure 7.7 and 7.8 shows the probability of

symbol error performances of the embedding methods with respect to tolerance

region size, under different decoding algorithms.

Symbol error performance of both methods are approximately similar to their

location error performances, since once we correctly localize the watermark signal

in the received signal, probability of bit error reduces.
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Considering probability of bit, location and symbol errors together, if our aim is

to decode the bit and locate the watermark signal in the received signal correctly, then

the best course of action will be to use the GISS embedding method at the embedding

side and joint MAP method at the decoding side. Search/correlation method has a

better performance in terms probability of bit error, when the embedding method is

either SS or ISS, especially for high SWR values. However, at almost all SWR values,

decoding GISS embedded signal with joint MAP has the best performance in terms of

both probability of bit and location errors.

Note that, there is a bunch parameters in the evaluation of the performances,

which are SWR, WNR, size of the tolerance region, lagrange multiplier, i.e., λ, of

the optimization problem, signal and core watermark lengths. Thus we can produce

different experimental results by varying these parameters. Before preparing the exper-

imental setup, we run tests on smaller sets of host and watermark signals to determine

the intervals of SWR, WNR and λ parameters, in order to obtain reasonable results.

Sizes of the tolerance region, host and watermark signals are chosen in the limits of

the equipments and programs used to realize the experiment.
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(a)

(b)

(c)
Figure 7.1. Probability of bit error with respect to WNR, SWR is 5: (a)

searh/correlation method, (b) joint MAP method, (c) focused MAP method
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(a)

(b)

(c)
Figure 7.2. Probability of bit error with respect to WNR, SWR is 10: (a)

searh/correlation method, (b) joint MAP method, (c) focused MAP method
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(a)

(b)

(c)
Figure 7.3. Probability of bit error with respect to WNR, SWR is 15: (a)

searh/correlation method, (b) joint MAP method, (c) focused MAP method
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(a)

(b)

(c)
Figure 7.4. Probability of bit error with respect to WNR, SWR is 20: (a)

searh/correlation method, (b) joint MAP method, (c) focused MAP method



34

(a) (b)

(c) (d)

(e) (f)

Figure 7.5. Probability of location error for joint MAP method using different WNR

values, SNR is 15: (a) WNR is −5, (b) WNR is −3, (c) WNR is −1, (d) WNR is 1,

(e) WNR is 3, (f) WNR is 5
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(a) (b)

(c) (d)

(e) (f)

Figure 7.6. Probability of location error for search/correlation method using different

WNR values, SNR is 15: (a) WNR is −5, (b) WNR is −3, (c) WNR is −1, (d) WNR

is 1, (e) WNR is 3, (f) WNR is 5
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(a) (b)

(c) (d)

(e) (f)

Figure 7.7. Probability of symbol error for joint MAP method using different WNR

values, SNR is 15: (a) WNR is −5, (b) WNR is −3, (c) WNR is −1, (d) WNR is 1,

(e) WNR is 3, (f) WNR is 5
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(a) (b)

(c) (d)

(e) (f)

Figure 7.8. Probability of symbol error for search/correlation method using different

WNR values, SNR is 15: (a) WNR is −5, (b) WNR is −3, (c) WNR is −1, (d) WNR

is 1, (e) WNR is 3, (f) WNR is 5
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8. CONCLUSIONS

In spread-spectrum watermarking systems, it is well-known that the correlation

between the host signal and the watermark degrades the performance of the system.

Improved Spread-Spectrum [1] aims to provide a solution to this problem via modifying

the host prior to mark embedding, such that the correlation between the host signal

and the watermark is reduced as much as possible. In the improved spread spectrum

method, this is achieved via “decorrelating” the watermark and the host at the region

of watermark embedding. In this case, geometric attacks are still problematic.

In this thesis, we propose a new watermarking strategy, termed Generalized Im-

proved Spread Spectrum, where the strategy we follow is similar to, but an extended

version of the one of Improved Spread Spectrum, so as to include robustness against

translation-type geometric attacks. As a result of our method, we introduce local host

interference cancelation sequence in order to reduce the correlation between the host

signal and the watermark, not only at the region where the watermark is inserted,

but also within a certain neighborhood. Therefore, robustness against translation-type

attacks is attained.

Next, we define three decoding methods, namely search/correlation decoding,

joint MAP decoding and focused MAP decoding in order to extract the binary infor-

mation embedded in the received signal.

Finally, we apply the embedding schemes mentioned in the thesis to signals

and demonstrate their effectiveness experimentally, using the proposed decoding al-

gorithms. The experimental results shows that GISS method has a better decoding

performance against translation attacks than other spread spectrum methods when the

decoding algorithm is one of the MAP methods. Moreover, GISS method outperforms

ISS and SS methods in terms of localization of the embedded watermark in the received

signal, using any of the decoding methods.
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Another inference from the experimental results can be the performance evalu-

ation of the decoding methods. The search/correlation method has a better bit error

performance in terms of ISS and SS methods compared to other decoding methods.

However, this method has a very poor localization performance. Joint MAP decoding

method is expected to perform better in terms of localizing the watermark, because

this method tries to reduce the bit and location probability of error jointly.

In this thesis, we assume that the translation attack inserted by the channel has

uniform distribution and it is confined with the maximum shift amount. In our future

research, we plan to embed more than one watermark into the long stream of host

data, and by detecting the embedding location, we will try to model the translation

attack induced by the channel. Then using this model, we are planning to derive a

more realistic distribution for the translation attack. In the experimental setup, we

use synthetic data to realize the host signal. As a part of our future research, we plan

to use practical multimedia data in the experiments and compare the results with the

synthetic data results.
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APPENDIX A: PROOF OF PROPOSITION 4.0.1

Consider the nonlinear constraint optimization problem given by (4.1). Here, we

can write the Lagrangian for this optimization problem as

L = ‖H (x + c)‖2 + λ ‖c‖2

= cT
(
HTH + λIN

)
c + 2xTHTHc + xTHTHx.

First, note that HTH +λIN is positive-definite since λ > 0 and HTH is positive-

semidefinite. As a result, L, which is quadratic in c, is also convex in c. Then, the

necessary and sufficient condition for optimality is given by

[
∇cL|c=copt

= 0
]

⇐⇒
[
copt = −

(
HTH + λoptIN

)−1
HTHx

]
, (I-1)

where λopt is the value of the Lagrange multiplier λ at optimality.

Now, let SVD of H be given by H = UΣVT . Then, we can rewrite copt given

by (I-1) as

copt = −
(
VΣ2VT + λoptIN

)−1
VΣ2VTx

= −
(
VΣ2VT + λoptVVT + λoptWWT

)−1
VΣ2VTx

= −
(
V
(
Σ2 + λoptIN

)
VT + λoptWWT

)−1
VΣ2VTx

= −
(

V
(
Σ2 + λoptIN

)−1
VT +

WWT

λopt

)
VΣ2VTx (I-2)

= −V
(
Σ2 + λoptIN

)−1
Σ2VTx (I-3)

= −V
(
IN + λoptΣ

−2
)−1

VTx

= −VS̃VTx (I-4)
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where WWT is the algebraic complement of VVT . Here, (I-2) can be verified by

direct computation, (I-3) follows from the fact that WTV = 0, S̃ in (I-4) is diagonal

and satisfies S̃ii =
σ2
i

λopt+σ2
i

for 1 ≤ i ≤M , where σi = Σii. So we are done.
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APPENDIX B: PROOF OF PROPOSITION 6.1.1

Consider the correlation vector at the decoder end defined by the eq. (6.2). Here,

we assume that the watermark signal is known by the decoder side, and define the

indeterministic part as Z:

Z = H · (IN −VS̃VT ) · A(x̄) + H · A(n̄)

In order to analyze the statistical behaviors of the received signal under given assump-

tions, we evaluate the covariance matrix of Z:

ΣZ = E(ZZT )

= H(IN −VS̃VT ) · (IN −VS̃VT )HT · σx + HHTσn

= (HHT − 2HVS̃VTHT + HVS̃ VTV︸ ︷︷ ︸
IM

S̃VTHT )σ2
x + HHTσn

= (HHT − 2HVS̃VTHT + HVS̃2VTHT )σ2
x + HHTσn

Let the SVD of H be given by H = UΣVT . Then, since S̃(i, i) = σi
λ+σi

; S̃ can be

represented as: S̃ = Σ · (λIM + Σ)−1. Moreover, HHT = UΣVT ·VΣUT = UΣ2UT .

Analyzing all the terms one-by-one, we can obtain the following results;

• HHT = UΣ2UT

• HVS̃VTHT = (UΣVT )(VS̃VT )(VΣUT ) = UΣS̃ΣUT

• HVS̃2VTHT = (UΣ VT )(V︸ ︷︷ ︸ S̃2 VT )(V︸ ︷︷ ︸ΣUT ) = UΣS̃2ΣUT

Then;

ΣZ = U[Σ2 − 2ΣS̃Σ + ΣS̃2Σ]UTσ2
x + UΣUTσ2

n
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Remember that γ = H(IN −VS̃VT )x + Hn + bαHu and which can be simplified

for ease in calculations as γ = Z+bαHu where Z = H(IN−VS̃VT )x+Hn. Now, since

both noise and host signals are assumed to be gaussian signals, we can conclude that Z

is also a gaussian signal with mean 0 and variance ΣZ = U[Σ2−2ΣS̃Σ+ΣS̃2Σ]UTσ2
x +

UΣUTσ2
n.



44

APPENDIX C: PROOF OF PROPOSITION 6.2.1

We know that the distributions of outer portions of the AWGN added watermark

embedded signal, ȳ, are y1 ∼ N (0, (σ2
x + σ2

n)IN1) and y2 ∼ N (0, (σ2
x + σ2

n)IN2). Then,

p(y1) =

N1∏
i=1

1√
2π
√
σ2

x + σ2
n

exp

[
−

y2
1,i

2(σ2
x + σ2

n)

]

p(y2) =

N2∏
i=1

1√
2π
√
σ2

x + σ2
n

exp

[
−

y2
2,i

2(σ2
x + σ2

n)

]

Moreover, the distribution of inner portions of ȳ is also gaussian; i.e., y ∼ N (bαu,Σy),

where Σy is defined in eq. (6.6). Thus we have:

p(y|b) =
1

(2π)
N
2 |Σy|

1
2

exp

[
−1

2
(y − αbu)TΣ−1(y − αbu)

]

where Σy is determined via (6.6) and (6.7). Thus, we have:

log p(y1) = −N1

2
log[2π(σ2

x + σ2
n)]− 1

2(σ2
x + σ2

n)

N1∑
i=1

y2
1,i (I-1)

log p(y2) = −N2

2
log[2π(σ2

x + σ2
n)]− 1

2(σ2
x + σ2

n)

N2∑
i=1

y2
2,i (I-2)

log p(y|b) = −N
2

log(2π)− 1

2
log |Σy| −

1

2
(y − αbu)TΣ−1

y (y − αbu) (I-3)

Using (I-1), (I-2), (I-3) in (6.8);

log p(ȳ|b) = log p(y1) + log p(y2) + log p(y|b)

= −N̄
2

log(2π)− N1 +N2

2
log(σ2

x + σ2
n)− 1

2
log |Σy|

− 1

2(σ2
x + σ2

n)

(
N1∑
i=1

y2
1,i +

N2∑
i=1

y2
2,i

)
−1

2
(y − αbu)TΣ−1

y (y − αbu) (I-4)
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Using (I-4) in (6.5), we have:

log p(r̄|b, θ) = K − 1

2(σ2
x) + σ2

n

[∥∥A1(f−1
θ (r̄))

∥∥2
+
∥∥A2(f−1

θ (r̄))
∥∥2
]

−1

2

∥∥Σ−1/2
y

[
A(f−1

θ (r̄))− αbu
]∥∥2

(I-5)

where K , − N̄
2

log(2π)− N1+N2

2
log(σ2

x + σ2
n)− 1

2
log |Σy| is constant in (b, θ).

Remember that the Joint MAP estimate is as follows:

(b̂2, θ̂2) = argmax

b ∈ {±1}

−L ≤ θ ≤ L

p(r̄|, b, θ),

which can be rewritten as:

(b̂2, θ̂2) = argmax

b ∈ {±1}

−L ≤ θ ≤ L

log p(r̄|, b, θ)

Then, taking the eq. (I-5) into consideration, we have

(b̂2, θ̂2) = argmin

b ∈ {±1}

−L ≤ θ ≤ L

[
1

σ2
x + σ2

n

[∥∥A1(f−1
θ (r̄))

∥∥2
+
∥∥A2(f−1

θ (r̄))
∥∥2
]

+
1

2

∥∥Σ−1/2
y

[
A(f−1

θ (r̄))− αbu
]∥∥2
]
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APPENDIX D: PROOF OF PROPOSITION 6.3.1

The focused MAP estimate is based on the Bayes rule, which relates the condi-

tional and marginal probabilities of two random events. We have:

p(r̄|b) =
L∑

θ=−L

p(r̄, θ|b)

=
L∑

θ=−L

p(r̄|b, θ).p(θ)

(since θ is independent of b). Then,

p(r̄|b) =
L∑

θ=−L

p(r̄|b, θ) 1

2L+ 1
(since θ ∼ U({−L, ..., L}))

Thus,

b̂3 = argmax
b∈{±1}

p(r̄|b) = argmax
b∈{±1}

L∑
θ=−L

p(r̄|b, θ)

where:

p(r̄|b, θ) = p(y1)|y1=A1(f−1
θ (r̄)) · p(y2)|y2=A2(f−1

θ (r̄)) · p(y)|y=A(f−1
θ (r̄)) (I-1)

= (2π)−N̄/2 · (σ2
x + σ2

n)−(N1+N2)/2 · |Σy|−1/2

· exp

[
− 1

(σ2
x + σ2

n)

(
‖y1‖2 + ‖y2‖2)]

· exp

[
−1

2

∥∥Σ−1/2
y (y − αbu)

∥∥2
]
|

y1 = A1(f−1
θ (r̄))

y2 = A2(f−1
θ (r̄))

y = A(f−1
θ (r̄))

(I-2)

Note that, (I-1) follows using the eq. (6.8), and (I-2) follows the distribution information

given in the Appendix C.
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