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ABSTRACT

A MODULAR APPROACH FOR SMEs CREDIT RISK ANALYSIS

Credit risk analysis is a challenging problem imaficial analysis domain. It aims to
estimate the risk occurred when a customer is gdarithe risk estimation depends on both
customer behavior and economical condition. Thédlemge is how the credit expert will
determine which information should be collectedrfrapplicants, under which condition a
customer will be classified as good and how musk will be taken if the credit is granted
to the customer. Consequently, credit experts neéglligent customer-specific risk

analysis modules to support them when they malsettecisions.

In this thesis, we present a cascaded multilayerepéron (MLP) rule extractor and
a logistic regression (LR) model a for real-life &hand Medium Enterprises (SMES). In
the preprocessing phase, the features of Turkisk Sktabase are selected by decision
tree (DT), recursive feature extraction (RFE), dactanalysis (FA) and principal
component analysis (PCA) methods. The best featirés obtained by RFE. In the first
module, the classifier is selected among MLP, kestaneighbor (KNN) and support
vector machine (SVM). The optimal classifier is abed as MLP and the following
modules are built on MLP. For classification pumpoBILP is followed by neural rule
extractor (NRE) in the second module. NRE revealsy the decision is made for
customers as being “good”. For the probability efadilt estimation (PD), we propose a
cascaded MLP which is followed by a LR model in thed module. MLP-LR model is
followed by clustering method in the last module $oorecard development purpose. In
experiments, confidential Turkish SME databasesisdu The cascaded MLP-LR model

provides high accuracy rate and outperforms comynased classical LR.



OZET

KOBIi KREDI RiSK ANAL iZiNDE MODULER YAKLA SIM

Kredi risk analizi, finansal alanda ilgi duyulanoptemlerden biridir ve miferiye
kredi verildiginde olgacak riski tahmin etmeyi hedefler. Risk tahmini hemisteri
davrangina, hem de ekonomik duruma ghdir. Buradaki zorluk, kredi uzmanlarinin
misterilerden hangi verileri toplamasi gergktihangi kgullarda miterilerin iyi olarak
siniflandinldgl ve migteriye kredi verildginde ne kadar risk alinginin tahmin
edilmesidir. Bu nedenle, kredi uzmanlari ilgili &dari verirken miteri tipine 6zel risk

analiz modullerine ihtiya¢ duyarlar.

Bu tezde, gercek Kiciik ve Orta Boykletmeler (KOB) icin, kademeli cok tabakal
yapay sinir gi-sinirsel kural cikarici ve lojistik regresyon nadidsunuyoruz. Onhazirlik
asamasinda, KOBveritabaninin éznitelikleri; karargaci, 6zyinelemeli 6znitelik ¢ikarici,
faktor analizi ve temel bifen analizi ile seciliyor. En iyi 6znitelik kimeskgyinelemeli
oznitelik cikarici ile elde ediliyorilk modiilde, siniflama metodu cok tabakali yapayr sin
agl, k-yakin komgu ve destek vektdr makinesi arasindan segiimiOptimal siniflayici
olarak cok tabakali yapay sinigiaelde edilms ve takip eden modiller bunun Uzerine
kurulmustur. ikinci modulde, siniflandirma amaciyla ¢ok tabakalpay sinir gini sinirsel
kural ¢ikarici takip etmektedir. Sinirsel Kural @rici, mteriler icin “iyi” kararinin nasil
verildigini ortaya cikarir. Temerrut olasiinin tahmin edilmesi igin, tglinci modulde,
lojistik regresyon tarafindan takip edilen kadengalk tabakall yapay sinirga modelini
Oneriyoruz. Son modilde, skor kartl elde etmek, icok tabakali yapay sinirgalojistik
regresyon modeli kimeleme metodu tarafindan tekijmistir. Deneylerde, 6zel Turk
KOBI veritabani kullanilngtir. Kademeli ¢cok katmanli yapay sinigidojistik regresyon
modeli yiksek dgruluk orani sglamaktadir ve genel olarak kullanilan klasik lokst

regresyondan daha ustunddr.



Vi

TABLE OF CONTENTS

ACKNOWLEDGEMENTS ...t ii
AB ST R A CT e ettt e e ettt e e e e e e et e e e e e s e e e eennes v
(@ 774 = [OOSR SUURUTOR v
LIST OF FIGURES ... e e e e eees viil
LIST OF TABLES ... .o e e e e e e e e e e ennnes X
LIST OF SYMBOLS/ABBREVIATIONS .....cooiiiiiiiii e Xi
1. INTRODUCTION ....cooiiiiiiiiiii e e e e s 1
0 B Y [0 1)Y= (o] o PSPPI 3
1.2, Previous WOTKS.......oooiiii e e e 6
1.3. Proposed Method ...........ooo oot 7
1.4, Datasel ....oouiiiiiiiiiii e 11
1.5, OULING .o e e e e 13
2. DIMENSION REDUCTION. .. ...ttt eeeaans 14
2.1, Feature SEleCtiON ...ttt 15
2.1.1. DECISION TIE ...eeeeiiiiiiiiiiiiee et e e e e e e 16
2.1.2. Recursive Feature Elimination with Supptattor Machine. .............. 18
2.2. Feature EXIrACON ........ccciiiiiiieeeeee e 20
2.2.1. Principal Component ANalYSIS.........ccccceeeieeeeeeeiieeieeeee e 20
2.2.2. FACLOr ANAIYSIS ..uviiiiiiiiie ettt e e eean e e 21
3. CREDIT RISK ANALYSIS ... e 23
3.1. Credit Risk ClassifiCation ............cocccciiiiiiiieeiiieee e 23
3.1.1. K-Nearest Neighbor ..., 24
3.1.2. Multilayer Perceptron ............uuum oo eeeieeeeeeeeiiiiiies e 24

3.1.3. Support Vector Maching .......... .o 27



vii

3.2. Classification Rule-Base Development ..........coeveviiiiieeiiiiiiiiiieeeennn 29
3.2.1. Neural Rule EXIraction...........cooiieeeeeeee e 29
3.3. Probability of Default EStMation ............coooveeiiieiiiiiiiiieeiiiiee e 31
3.3.1. Boosted LOgQiStiC REQIreSSION........cuuuuueiiieeieeeeeeeeeeeeeeeeeiea e 32
3.3.2. PD Calibration............cooiuuvmeimmmmm e 33
3.4. Scorecard DeVvelopmeNt.............uuieeeemmmieiiiiiiiiiiane e e e e e e e e eeeeeeeeeeeeenes 33
3.4.1. K-Means ClIUSIEING ......ccccviiiiiiicee e e e 34
4. EXPERIMENTAL RESULTS ... e 36
4.1. Performance MELIICS..........uuviiiiiimmmmmree e ettt e e 37
4.2. Experimental Results for Dimensionality RE@IT. ............cccoeeeeeeieeeeeen... 39
4.2.1. Experimental Results for Feature Selection..............cccoevvvviviincinnnn. 39
4.2.2. Experimental Results for Feature EXtraction.............cccoevvevvvevivnnnnns 40
4.3. Experimental Results for Credit Risk Classifion ................cccocoevvvvvinnnnnn. 44
4.3.1. K-Nearest Neighbor .......ccooo oo 44
4.3.2. Multilayer Perceptron ............uuum oo eeeeeeeeeeeeiiiiese e 45
4.3.3. Support Vector Machine ..........coooeeecviiiiiiiiiiiieeeeeeeeeeeeeiiennnn . 46
4.3.4. Classifier EValuation ..............cocccmmmreeeeeeinniiiiiiice e sieeeens 47
4.4. Experimental Results for Rule-Base EXtraCtion...........ccccceeevivieeeeeeennnn.. 50
4.4.1. Neural Rule EXraction............c.vueceeriiiieiiniiiiece e 50
4.5. Experimental Results for Probability of Ddfdtstimation........................ 54
4.5.1. Boosted LOQiStiC RegreSSioN........ccceeeeeieiviieeeeiiiiiicieee e e e e e 54
4.5.2. PD CalibDration............cccooiurmmmmmm e 55
4.6. Experimental Results for SCOrecard ...ccoeovvvvviiiiiiiiiiiiiiiiiiee e, 56
4.6.1. K-Means CIUSLEIING .......ceeiiiiiiiiemeemmiiiiiiiiiiiaaaaa e e e e e e e e eeeeeeeeeesesrnnne 56
5. CONCLUSION ..ttt e e e e e e e e eeennns 59

REFERENCES 61



viii

LIST OF FIGURES

Figure 1.1. The proposed modular approach............ccccceeeeiiiiiiiiiiiiiiiiieeiiiiiees 3
Figure 1.2. Dimension reduction Phase.....ccccccooiiniiiniie e 9
Figure 1.3. The first module: clasSifiCatioN.mmum...coveeeeeeeiiiiiiiieeicee e 10
Figure 1.4. The third module: MLP-LR model for R8Iculation......................... 10
Figure 2.1. Decision node diSCrmMINANT.....cceeeeeeeieeeeeeeeiieieeieeeiiiiineee e 16
Figure 2.2. Univariate decCiSION tree .......cceeeeruuumiiiiiiei e 17
Figure 2.3. RFE-SVM AIGOrthm...........ouuimemmmiiiiiiee e 19
Figure 3.1. Three-layer PerCeptron ........couuiiiiiiiii e 25
Figure 3.2. Pseudo code of MLP learning algorithm.............cccccceeiiiiiiininnnnnnn, 26
Figure 3.3. Support vector Maching .........ccccoeeeiiiiiiiiiiiii e 27
Figure 3.4. Boosted |0giStiC regreSSION ...ccccceeeiiiiiiiiiiiiiiiiiieee e 32
Figure 3.5. S&P SCOrECAr...........uuuuuicemmmmmeiiieieeeeeee e e e e e e s 34
Figure 4.1. Factors extracted from the originabd@t.............ccccooeeiiiiiiiiiiiiiiiinns 43
Figure 4.2. Factors extracted from INPUL2 ...ccceeereeeiiiiiiiiiieeieie e 43

Figure 4.3. Data distribution for the first threghrest rated dimensions of Input2. 49



Figure 4.4. Results of hidden-output tree ...........cooeeeeeiiiiiiiieeeee e 51
Figure 4.5. Functions generated from hidden-rule2..................ccccviniiiiiinnn. 51
Figure 4.6. Rule set extracted for FUNCioON..............iiiiiiieeiiiieeeeceeeeeeiiieees 52
Figure 4.7. Rule set extracted for Hidden_Rule2._..............cccccoeiiiiiiinnn. 52
Figure 4.8. Rules extracted from trained MLP qouli2 ..............ccccoeevviiiiieeennnnnn.

Figure 4.9. Calibrated PD distribution for INnput2.............ccccoooiiiiiiiiiiiiiinee 55

Figure 4.10. Segment-customer distribution fos@é@ments...........cccceeeeeeieeeennnn.



LIST OF TABLES

Table 1.1. SME definition for European Union angkey..............ccccevvvevvvvvnnnnnnns 2
Table 1.2. Features and distribution of the dataset...............cccoceeeeiiiiiiiinnnnn. 12
Table 4.1. ConfUSION MEALIIX........ccoiiitceeeee et e e e e e 37
Table 4.2. Eigen values of correlation MatriX ........cccceeeeeeeeeeeeeeenvveeeeeeviinnnnnnn 41
Table 4.3. Variables and related factors ......cce.....uvvviiiiiiiiiiiiiiieeeeee e, 42
Table 4.4. Classification results for KNN ... .evercoiiiiiceieen 45
Table 4.5. MLP results for all INPULS ... eieeeiiiiiiiiiiii e 46
Table 4.6. SVM results for all INPUL SELS......eeuieiiiiiiieeiiiiee e 47
Table 4.7. Summary of classifier performance..............cccccvvvvviiiiiicccinnnenn..... 48
Table 4.8. Rule-base performance results ............cccccoevvevveeeeeiiiiicccceee e 53
Table 4.9. Logistic Regression performance evalnat...............cccccveeeeeeeeennnnnn. 54
Table 4.10. Scorecardl: PD values for 10 cuSt@@g@ments .........cccceeveeeeeeeeeeenn. 56
Table 4.11. Scorecard2: PD values for 16 segments............ccccccvvvvvvciieeneeeed 5

Table 4.12. Scorecard3: PD values for 20 segments..............ceuvvvvvencinieeeeennn. 85



= M x~ M

Acc
ANN
BIS
BDDK
DR_cal
PD cal
CRED
DT

EU

FA

FN

FP

GA
KNN
LR
Mcc
MLP
MDA
NN
NRE
DA_port
PCA
PNN

LIST OF SYMBOLS/ABBREVIATIONS

Eigenvector

Covariance
Eigenvalue
Error

Mean

Accuracy

Artificial Neural Network

Bank for International Settlements

Banking Regulation and Supervision Agency
Calibrated Default Ratio

Calibrated PD Values

Continuous/Discrete Rule Extractor via DecisTree Induction

Decision Tree

European Union

Factor Analysis

False negative

False positive

Genetic Algorithm

K-Nearest Neighbor

Logistic Regression

Mathew's Correlation Coefficients
Multilayer Perceptron
Multivariate Discriminant Analysis
Neural Network

Neural Rule Extractor

Portfolio Default Average
Principal Component Analysis

Probabilistic Neural Network

Xi



PD

Q1

Q2

Q3

Q4

RBF

RFE
SVM-RFE
DA_sample
SBA

SME

S&P

SVM

TN

TP

DR _unc
us

Probability of Default

Question 1

Question 2

Question 3

Question 4

Radial Basis Function

Recursive Feature Elimination
Recursive Feature Elimination with Suppéettor Machine
Sample Dataset Default Average
Small Business Administration
Small and Medium Enterprises
Standard and Poor

Support Vector Machine

True Negative

True Positive

Uncalibrated Default Ratio

United States

Xii



1. INTRODUCTION

Credit Risk Analysis is an important and challeggidata mining problem in
financial analysis domain which is commonly usednigny financial organizations such
as banks etc. It has been taking much more impmetamceBasel 2 Recommendations
were released [1] and economical fluctuations hasoime more often. Basel 2
Recommendations which is commonly known as Basetéte an international standard
that banking regulators can use when creating atignl about how muchegulatory
capital banks need to put aside to guard against the tyjpisancial and operational risk
bank face. As a result, Credit Risk Analysis stéot®e a regulatory requirement for the
banks not only by Basel 2, but also by high creggdwth rate all over the world. In
Turkey, Banking Regulation and Supervision Agency (BBDi&s been working on
determining theTurkish Banking Regulationaccording to BASEL 2 Recommendations

and would be compulsory for all Turkish Banks iri@Q2].

Credit Risk is a general term which implies to fetlosses. In credit risk analysis,
the aim is to decrease future losses by estim#tiegotential risk and eliminating the new

credit proposal if the risk is higher than toleranalue.

Risk patterns of credit risk analysis are generhtydled in three group&inary
Risk Prediction, Net Risk Value Prediction and Segpimg Customer into Risk Related
Groups [3]. Binary risk predication labels a new custonay either zero for good
customer if not risky or one for bad customer $kyi. This is also known &Sredit Risk
Classification Net risk value prediction aims to calculate thebability of a new
customer to default. Net risk value is called Rsobability of Defaultin Basel 2
Recommendations. Segmenting customer into riskteelayroups is also known as
Scorecard Developmenthere the predicted risk is segmented into nurobetusters and
customers who carry risk in the same range arepgiinto the same risk group.

Each country, definition of SME may change. In USBMEs are defined by a
government office called Small Business Administrat(SBA). SBA generated size
standards for SME definition such as “500 employleesnost manufacturing and mining



industries” or “$6.5 million of annual receipts forost retail and service industries” [4]. In
European Union (EU), SMEs are defined as enteipngi¢h less than 50 million euro
turnover, maximum 250 employees, annual balancet$btal is less than 43 million euro
and also no more than 25 per cent of shares anm metnership of another enterprise [5].
In Turkey, enterprises are accepted as SME if nunobeemployees is less than 250,
annual turnover is less than 15 million euro orwmirbalance sheet total is less than 15
million euro. Also, there is an internal segmematior SME both in Turkey and EU:
micro enterprisessmall enterprisesand medium enterprisesccording to their annual
turnover and number of employees. Details of segatien for both Turkey and EU are
given in the Table 1.1:

Table 1.1. SME definition for European Union andkey

European Union Definition
Enterprise Number of n | Bal
Category umbero Annual Turnover nnual Balance
Employees Sheet Total
Micro 1-9 | < 2 million Euro < 2 million Euro
Small 10-49 | < 10 million Euro | < 10 million Euro
Medium-sized 50-249 | < 50 million Euro | < 43 million Euro
Turkey Definition
Enterprise
Category Number of Annual Turnover Annual Balance
Employees Sheet Total
Micro 1-9| <~ 600.000 Euro <~600.000 Euro
Small 10-49 | <~ 3 million Euro | <~ 3 million Euro
Medium-sized 50-249 | <~ 15 million Euro |<~ 15 million Euro

On the other hand, Basel 2 standardizes the definof Small and Medium
Enterprises (SMESs) as enterprises according taglescriterion. Basel 2 defines SME as
enterprises with annual net sales turnover amass than 50 million euro [1, 6]. Also,
Basel 2 classifies SMEs intetail SMEsand corporate SMEsaccording to their credit
amount. If credit amount is less than one milliaimog SME is accepted as retail SME,
otherwise it is accepted as corporate SME. In Tyrk& per cent of real enterprises are
accepted as SME that reveals the importance of SkifHse national economy [7]. Not

only in Turkey, but also in many developing cousdrin the world, especially in the recent



years, SME Credits have been gaining much more rtapoe according to their high

growth in financial world [8]. Furthermore, Baselr@commends deeply change for risk
analysis of SME credits, starting from the defontiof SME to necessary information for
risk analysis [1, 6, 7]. On the other hand, in casit with its increasing growth rate in the
world-wide financial sector, there is not enougbeaach for SME credit risk analysis.

Previous studies in this area generally cover ais&lysis for corporates, individuals
and credit card customers. In contrast with thenthis research, we propose a four level
modular approach developed for only SMEs. The medanethod handles all three steps
of credit risk analysis according to Basel 2 Repoies: classification, estimation of
probability of default and scorecard developmemt. addition to these, a rule-base
extraction level is utilized to understand how tieeision is made for customers as being

“good”. Our proposed four-level method gives theveers of following four questions:

Q1. Which class will the customer be assigned into?
Q2. How is this decision made?

Q3. What is the probability of a customer to detfaul
Q4. Which ratings customer would be assigned into?

In the experiments, we use real-life Turkish SMEallase which is provided by

Yapi ve Kredi Bankasi A.

1.1. Motivation

Bank for International Settlements (BIS) was formedl930 by governments and
private individuals as a part of Young Plan whicisva program for settlement of German
reparations debts after World War | [1]. FirstletBIS aimed to collect, to manage and to
distribute the annuities payable as reparationsvever in the following years, it promoted
to central bank cooperation as reparations issdecerNow, it is the oldest international
financial organization in the world and owned by member central banks. It acts as a
bank for central banks, in addition to this, itters international monetary and financial

cooperation.



Basel Committee on Banking Supervision is an iastih provided by the BIS. It
was created in 1974 and members are countriesatdranks: Belgium, Canada, France,
Germany, lItaly, Japan, Luxembourg, the Netherla®fmin, Sweden, Switzerland, the
United Kingdom and the United States. The Commifexvides regular cooperation on
banking supervisory matters and famous for Bas€lafital Accord which is studied in
this work. Basel Committee first agreed on “Theeitnaitional Convergence of Capital
Measurements and Capital Standards” and releas&@888 for member countries. This
Capital Accord is commonly known as Baselaftd concentrated on minimal capital
requirements on the only credit risk basis. In Bdsethe aim was providing adequate
capital to protect from only credit risks. This mmrum capital was proposed for
internationally active banks. As a result of theaficial fluctuations and banking crises
during 1990’s, in 2004, “A Revised Framework onemntational Convergence of Capital
Measurement and Capital Standards” was releasedeamgbd later. This is commonly
known as Basel 2. Basel 2 is a widely expandedoserst the previous accord, covering
credit, market and operational risks that banks faaeg. Also, in Basel 2, minimum capital
requirement is mandatory which uses wide rangekbas for its calculation; from country
risk grade to market information, financial fluctiaas to credit types. Minimum capital is
also known asegulatory capital

Basel 2 defines minimum capital amount as eightpat of total credit risk-adjusted
assets. Regulatory capital becomes very impoftanfinancial institutions in the recent
years according to the economical fluctuations laigth growth rate of credits. Regulatory
capital is determined for each financial compangearrdifferent conditions: country risk
grade, customer risk grade, credit amount, craskt grade and financial ratios. Country
risk rating and credit risk grade calculation aetedmined in detail by Basel 2. Customer
risk rating corresponds to probability of defaulhieh we aim to obtain in this work
Financial ratios are determined according to therimational and internal changes. By
these criterions, for each credit application, amtaf regulatory capital is calculated and

put aside as a guard if the credit applicant wowltdpay the loan back.

In banking domain, each credit which returns baxlkank is a source for other
credits and other banking products. As seen, shasdritical and continuous circuit. If only

a few number of applicants default, there would betsignificant hitch on the circuit.



However in the economical crisis terms, a large loens of applicants fail to pay their
debts which badly damage that cycle and may desiooye of these banks. Regulatory
capital becomes very important during those ted@nks use this source as a guarantee
for circle continuity. As a result, regulatory cegbiis vital for credit companies where
especially in economically critical years, manydit€ompanies have faced to bankruptcy

without regulatory capital.

SMEs form of 95 per cent of real market in Turké&¥is reveals how important
SMEs and SMEs credits in real sector. In Turkeyegally SMEs have less equity and
mostly supply remaining financial needs from barddd. Thus, Basel 2 regulations would

directly reflect and affect SMEs in the real market

In Turkey, SME Credits are handled separately fiodividuals or corporate credits
as many countries in the world. SME Credits arecisfiged according to the SMEs
general needs and sector-special needs. Genexdd nae be defined as common need of
the SMEs such as Cash Support Credits. Cash SuPpexlit is proposed to meet capital
need of SME. Sector-special needs change for eadtors such as Greenhouse
Construction Credit or New Session Preparation i€r&€leenhouse Construction Credit is
proposed for SMEs which are working on agricultamed greenhouse. New Session
Preparation Credit is proposed for SMEs in theismarsector. Each types of credit have
different limits under different conditions. Thelgmits range according to types of credit
and types of SME. As an example, Greenhouse CatistnuCredit is limited by the
greenhouse total-cost. However Greenhouse creditliited, it covers only cost of seed,
manure and pest control. On the other hand unithuk@es not corresponds to that each
applicant can get how much they apply for. Theaitéd means applicant can get how
much they need and afford to pay back. These liarésdetermined by the bank internal

decision criterions according to the each applicemographic and financial information.

As stated earlier, regulatory capital is non-wogkaapital which means, it can not be
used as a source for new credits. If the credit aisalysis does not perform properly and
realistic, it would be possible to keep regulatoapital more than necessary which causes

a great amount of unpredicted loss for the banks Tihpredicted loss directly reflects on



credit costs of the credit applicants. When the ehugedit amount is taken into

consideration, the SME credit analysis becomegally important in the real sector.

1.2. Previous Works

Credit Risk Analysis is an appealing topic wherere per cent improvement in
accuracy, which seems insignificant, will reducsskes in a large loan portfolio and save
billions of euro. Thus, there have been many tepies proposed for all three segments of
credit risk analysis. These techniques are gerebbakbed on non-linear classifier in order
to handle real-life datasets. Neural Network (N8lpne of the most popular method that
succesfully acquire the knowledge in the given datd used for both classification and
probability of default (PD) estimation. Pang, Weaemd Bai [9] obtained 97.67 per cent
accuracy with their Neural Network based credik m$assification model in 2002. The
dataset they used is real life dataset obtaineah {@hina. Yeh and Lien [10] compared
many data mining techniques applied on Taiwan litsatiata for credit risk analysis. They
obtained that neural networks are powerful on esiimy PD than other techniques such as

logistic regression.

Discriminant Analysis is also widely used in thiea Support Vector Machines
(SVM) have expanded application domain and becdsw @opular in credit risk analysis
domain. Yang and Duan [11] applied SVM on real f#a obtained from Shijiazhuang
City Commercial Bank. They also applied SVM on #eme data after reducing the
dimensions with Principal Component Analysis (PCAhey obtained classification
correct rate over 90 per cent with PCA based SVKowand Bai [12] tried Genetic
Algorithm (GA) based SVM that outperformed stand&dM. In order to handle non-
linear data, kernelized methods have been prop®ed.Li and Chen [13] applied SVM
with mixture of kernel on one of major US commelrdiank and they obtained good

classification performance.

Logistic regression (LR) is another discriminantalgsis method which is widely
used in credit analysis domain for both classiftcatand PD estimation [14]. Rahayu,
Purnami and Embong compared classification accuraicylogistic regression with

kernelized logistic regression on German CreditaBeait [15]. They obtained better results



with kernelized logistic regression than logisgession. Also, Kaya, Girgen and Okay
obtained good results for PD estimation by logistigression on German Credit Dataset
[16].

k-Nearest Neighbor (kNN) is a non-parametric clsswhich is also used for credit
classification. Gaganis, Pasiouras, Spathis andodiudis compared the classification
performance of KNN with discriminant analysis an@ where KNN outperformed both
them on the FAME dataset obtained from Bureau VakidDCompany [17]. Galindo and
Tamayo applied KNN on mortgage loan dataset provime Mexico’s security exchange
and banking commission: Comision Nacional Bancgride Valores (CNBV), although
KNN’s performance was lower than neural networksputperformed standard logistic
model [14].

Although many researches have been done on creskt analysis for large
corporates, personal credits and credit cardsethave been only a few works for SME
Credit Risk Analysis. From a credit risk point oéw, SMEs show different behavior than
corporates and individuals. Altman and Sabato rdnimat according to their analysis on
German and French SMEs, SMEs are riskier with loagsets correlation with each other
than large corporates [18]. Thus, models develdpedorporates would not be suitable
for SMEs. Altman and Sabato developed a one ydauligorediction model based on LR
using United States (US) SMEs data from WRDS COMPAJSdatabase. They indicated
that the proposed method outperformed Multivariiscriminant Analysis (MDA).
Fantazzini and Figini also proposed Random Surviakst Model which gave slightly
better performance than classical logistic modeltlom real-life dataset obtained from
Creditreform [8].

1.3. Proposed Method

In this research, a modular method is proposed @Es@onse to the four research
guestions mentioned in the previous subsections.pfbposed solution has four modules,
each module corresponds to one questions. The floairof proposed method is given in
the Figure 1.1.
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Figure 1.1. The proposed modular approach

As a preprocessing for the proposed method, welmsension reduction techniques
to reduce the input data volume. Although we usellssubset of the original SME
portfolio which is given in detail in subsectiod1when the real portfolio size is taken
into consideration, dimension reduction becomesspahsable phase of the proposed
method. The detailed flow diagram for the dimensteduction phase is given in the
Figure 1.2. In the dimension reduction phase, walyapecision Tree (DT), Recursive
Feature Elimination with Support Vector Machine (8\RFE), Factor Analysis (FA) and
Principal Component Analysis (PCA) on the origidataset. They produce five different

reduced sets of data from original dataset.

In the first module, for performance comparisordwhension reduction algorithms,
we use each reduced set of data as input for ttadgin methods. Then, we compare
classification performance of each classifier forefreduced input data and original

dataset. According to the performance results, ve®se the optimal classifier and reduced



input we will continue with. This module producde tresponse for the second research

question. The detailed flow chart for the first mtelis given in the Figure 1.3.

/ DIMENSION FEEDUCTION \
Feature Selection Feature Extraction
SVM
a E i -
Reduced
Sets

Figure 1.2. Dimension reduction phase

In the second module we apply neural rule extractoeveal how the MLP reached
at the final decision on the optimal input. Frone tlesults, we form a rule-base showing

under which circumstances a customer is classitegood.

In the third module, for probability of defaultt@sation purpose, we propose a
cascaded multilayer perceptron model that is foldviby logistic regression. Multilayer
perceptron (MLP) is a successful algorithm to aegunderlying information of the input.
Thus we apply logistic regression on the resultsMafP. The flow diagram for PD
calculation phase is given in the Figure 1.4.
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Figure 1.3. The first module: classification
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Figure 1.4. The third module: MLP-LR model for &lculation
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As a response for the last research question, vopope k-means clustering
algorithm to segment calibrated PD into risk groémsscorecard development phase in
the last module. In the real market, mostly 10,ab8 20 segments are preferred. When

number of segments increases, risk calculationrhesanore sensitive.

1.4. Dataset

The real-life dataset is provided by Yapi ve KrBdnkasi AS. and consists of Small
and Medium Enterprises information that is colldcfeom credit applicants between
January 2006 and April 2007. This information ceveot only the financial background of
the applicants but also demographical and delincgpuémformation of SMEs. Dataset is
obtained randomly, without any sampling methodojamyly a small subset of the original
portfolio is taken. Thus we do not affirm that thataset reveals behavior of the whole
SME portfolio perfectly.

Dataset has 512 samples with 27 features and a wamble which extracts if the
applicant was classified as good customer who t&doan back on time or bad customer
who did not pay the loan and defaulted. In the sitagood and bad customer distribution
is not homogeneous as 144 customers (28 per cend) elassified as good customers and

368 customers were classified as bad customers.

The dataset consists of 27 features; six of thescategoricaland the others are
continuousvariables. These features mainly cover four dafertypes of information:
Demographical, Financial, RiskndDelinquencyinformation Demographical information
includes the customer-based information collectednd the application, such as age of
the SME. Risk information is collected after cusevrapplication, during approval level. It
covers the other products risks of customers inbdogk. Financial features are collected
both during applications and during approval. Bameple, net annual turnover is collected
during application however total amount of existingsecured exposures is collected
during approval. Delinquency information is collsdtduring approval which shows if the
customer has been late for any of his productshénltank before. The features of the

dataset, their data types and information distidlouare shown in Table 1.2.



Table 1.2. Features and distribution of the dataset

Feature Feature
Code Data Type | Information
Al Categorical Risk

A2 Continuous Risk

A3 ContinuousFinancial

A4 Continuous Financial

A5 Continuous Financial

A6 Categorical Risk

A7 Categorical Demographic
A8 Categorical Demographic
A9 Continuous Demographic
Al10 ContinuousDemographic
All ContinuousDemographic
Al2 ContinuousFinancial
Al3 ContinuousFinancial
Al4 ContinuousFinancial
Al5 ContinuousFinancial
Al6 ContinuousFinancial
Al7 ContinuousFinancial
Al8 ContinuousFinancial
Al9 ContinuousDelinquency
A20 ContinuousDelinquency
A21 CategoricalDelinquency
A22 ContinuousDelinquency
A23 ContinuousDelinquency
A24 ContinuousDelinquency
A25 ContinuousDelinquency
A26 ContinuousDelinquency
A27 CategoricalDelinquency

12
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1.5. Outline

In the previous parts, general information aboedirrisk analysis, the dataset we
work on and the method we propose to solve thel@nubof research domain are given. In
the following chapters, we continue to describegtmosed model in detail. In Chapter 2,
dimension reduction techniques are described iaildétithough we use a small subset of
original dataset, to develop a comprehensible madelalso work on dimension reduction
techniques. The third chapter covers all four medwlf the proposed model: classification,
rule-base development, PD estimation and scoradevdlopment. In the fourth chapter,
we give experimental results for all four modulesl aheir comparison. Furthermore, to
make the comparison, the necessary performancecmate explained in detail. Finally,

the overall conclusion and discussion of the predagpproach are given in the Chapter 5.
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2. DIMENSION REDUCTION

In data mining applications, the time and space pterity of any classifier or
regressor directly depends on the input data 4@ Dimensionality Reductiotechniques
can be applied to the dataset to obtain a reduggeksentation of the input data which
have less number of variables without losing thegnty of the original data [20]. Briefly,
dimension reduction decreases the number of inptd ®ariables while remaining the

information that the original dataset contains.

Dimensionality Reductiotechniques are generally applied as a preprocesspgn
data mining applications, not as a part of learratgprithms. Thus not only the time and
space complexity is reduced but also it is posdiblebtain more robust but simpler model
[19]. Thesetechniques can be divided into two different groupsature Selectiorand
Feature Extraction Feature Selection aims to obtain a subset ofotiiginal dataset
features with minimum loss of information. In Featbelection, we are trying to find the
bestk dimensions ofd original dimensions that remains the most inforamatof the
original dataset and omit the otl{dr— k)dimensions. There are two approaches for feature
selection algorithms: forward selectionand backward selection Forward selection
algorithm starts with no variables and in each smaginues with adding the most relevant
feature which decreases the error most. Backwalectgen algorithm starts with all
variables and continues with leaving the mosteéweht feature that does not decrease the
error [19]. Infogain is a popular example of sulsaection algorithms. On the other hand,
feature extraction aims to find a new set of fesguthat are the combinations of the
original features. There are different technigue®xtract the new feature set. Principal
Component Analysis and Factor Analysis are well vkmoand widely used Feature

Extraction Methods.

In the proposed approach, we try to obtain a stropgit with smaller volume
without losing accuracy. The dataset we use in riégarch is real life financial dataset
and the information it contains should remain thigtdy in the case of proposed method
feasibility. On the other hand, the real life detacollected from SME and some of this

information can be non-informative. Thus, reducithg dimension and revealing the
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underlying information can be quite important imsttvork. However, as widely accepted,
even though a large number of algorithms have kimreloped, there is no precise
algorithm for dimension reduction techniques [2AF a reason, we try both feature
selection and feature extraction algorithms theefgorto use the one which gives the
highest accuracy.

2.1. Feature Selection

As stated earlier, Feature Selection algorithmacs¢he most relevant k features of d
original features and discard the unnecessarykpones. The main objectives of feature
selection algorithms are [22]:

« Selecting highly informative variables can imprahe model accuracy and
reveal the underlying process which generatestilgeal data
» Decreasing the number of inputs avoid from oveinfit

« Small volume of data provides faster and less-cermpiodel

Feature Selection techniques are also calgdset Selectioand can be handled in
two groups:Filter Methodsand Wrapper MethodsBriefly, in filter methods, the most
relevant k dimensions are determined by an evaldtinction using certain measure such
as distance or entropy etc. That process is indpgrirom actual learning algorithm [10].
However in wrapper methods, the learning algoriisnused to estimate the value of a
given subset [24, 25]. When filters select featuhed maximize the evaluation function,
wrappers select features that optimize the perfoomaof actual learning algorithms.
Generally, wrapper methods give higher accuracwy fileer methods despite wrapper’s
evaluation criterions directly depend on inductalgorithm of the learning methods [25].
Wrappers may cause excessive computational contpledcording to retraining the
learning method for each subset considered. Oncthdrary, filters are faster and
computationally more efficient methods that malktefs more efficient than wrappers on

large volume dataset [25].

Many approaches have been proposed for featuretiselesuch as the well known
methods of decision tree as filter and recursiveuiee elimination with support vector

machine as wrapper. Decision tree utilizes tre@gtidn algorithm with the entropy as an
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evaluation measure [26], on the other hand SVM-RES to minimize cost function as

performance measure [27].

2.1.1. Decision Tree

Decision tree is a well known hierarchical dataicure for supervised learning and
used for both classification and regression. Denisiee learning algorithm is greedy and

based on divide-and-conquer.

A decision tree has two main components: decismies and terminal leaves. Each
decision node applies its test function to the givgut and produces a discrete value that
determines which branch is taken. A decision nodsates a discriminant in the d-
dimensional input space and dividing it into smatkgions as shown in Figure 2.1. Each
leaf has an output label for all income which dass label for classification problem and

a numeric value for regression problem.
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Figure 2.1. Decision node discriminant

Decision tree can be examined in two sub-grolpsivariate Treeswhere each

internal node use only one variable as is showkfigare 2.2 andMultivariate Treesvhere
all features can be used in each decision node.
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c2 1

Figure 2.2. Univariate decision tree

In a univariate classification tree, learning sat the root node with all features and
the aim is obtaining the best split. This procesmtioues recursively with the
corresponding subset until a leaf node is obtairldee measure of the good split is
impurity which is determined as if all instancedloé branch are labeled as the same class.

N

PG 1xm= g =" (2.1)
m

For node m,N, is the number of training instances reaching nodanai Nrinof them

belong to clas§ . Node m is pure i1‘pﬁn IS zero or one.

The measure of impurity ientropy[19]. The best split is obtained when entropy is

minimized. Entropy formula for node m is given iguation 2.2.

K . :
— |
Im = iElpmlog2 p (2.2)

Decision tree is also known as a feature seleaigarithm. The final univariate tree

consists of the most relevant features and discamelsvants. In this work, we use C4.5
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tree as a feature selection method [28]. C4.5 iBe® univariate classification tree and
recursively searches the input data until maximittes classification performance and
extracts the features that create the best spliesuse J48 tree which is the C4.5 decision
tree implemented ilVeka[29].

2.1.2. Recursive Feature Elimination with Supporivector Machine

Recursive Feature Elimination (RFE) is a wrappertho@ that utilizes the
generalization capability embedded in support weatachines (SVM). RFE keeps the
independent features containing the original datagermation while eliminating weak
and redundant features [30]. However, the subselymed by SVM-RFE is not necessarily
the ones that are individually most relevant. Gaken together the features of a produced

subset are optimal informative [31].

The working methodology of SVM-RFE is based on bemkl selection where
algorithm starts with whole features and iteragveliminates the worst one until the
predefined size of the final subset is reachedeakh iteration, the remaining features must
be ranked again [32].

SVM-RFE working principles at each iteration cobklexamined in three steps:
* Training the classifier (SVM)
» Computing the ranking criterion for all features

* Removing the feature with smallest ranking criterio

There are different ranking criterions proposedS¥M-RFE such as entropy [33] or

square of the weight of separating hyperplawg)([32]. In this work, we use Weka SVM-
RFE tool [29] with square of weight as ranking etih where in each iteration the feature

which causes minimum variation in the SVM cost tiortis removed from feature space.
We assume that in each step, trained SVM produegghtvvectow according to the
formula below wherex; are Lagrange multipliers which are greater thamw fer support

vectors:
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W=D yax (2.3)

iosv

For the trained SVM with the weight vecter, the cost function i3(w) :
1
J(W)=§IIWIF (2.4)

In order to find the variation in cost function®¥M (0J(i) ):

33(i) %aa‘fﬂ;"")

(Sw)* —f;(w)z (2.5)

Feature, which causes minimum variation is ranketiramoved from feature space.
SVM-RFE algorithm is given in Figure 2.3. In SVMFR, computational cost is higher
while only one feature is removed in each step. Wéeveral features are removed at a

time, feature subset ranking must replace withuieatanking.

Function RFE-SVM(TD, AF, RS)
Initialize
TD : Training data
AF : All Fetures in the dataset
RS : Reduced feature subset
Begin
While( number of AF > RS)
Train SVM on TD with the feature space AF
Rank the features of F in the descending order
RFS := AF — { feture with the smallest rank inJAF
AF = RFS
End
Return AF
end

Figure 2.3. RFE-SVM Algorithm
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2.2. Feature Extraction

Feature extraction aims to replace original vadgaly a smaller set of underlying
variables. It uses linear transformation while sfarming all variables to a reduced
dimension space without loss of information [34)].récent research, kernel and nonlinear
transformation techniques are proposed for featastraction [35-37]. Principal
Component Analysis (PCA) and Factor Analysis (FA9 widely used feature extraction
algorithms that both use linear transformationthis work, we use principal component
analysis to reduce the input data dimension andpeoenthe factor analysis results to
reveal the underlying factors of original dataset.

2.2.1. Principal Component Analysis

PCA is well-known and widely used supervised feataktraction method which
transforms possibly correlated variables into semalumber of uncorrelated variables.
PCA tries to maximize variance of features andags@riance matrix of input variables to
obtain eigenvector and their corresponding eigereslin PCA, to determine the optimal
number of dimensiongroportion of variancas used which is preferred to be higher than
a predefined threshold value. In this work, we BSA implemented iMatlab R2007a
[38], 0.90 as threshold for proportion of varianéessume that the input data with d
dimension, then proportion of variables is caledatccording to the formula below

wherey is the eigenvalue of eigenvectay and A are in the decreasing order:

A+ A, 4+ A
A+ + + A+ A,

(2.6)

The principal componentare the eigenvectors with the highksigenvalues which
meet the proportion of variance. In order to obtieidimensional reduced set, the linear

projection is applied to principal components oigioal data.
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2.2.2. Factor Analysis

Factor Analysisis an unsupervise@feature Extractionmethod and is trying to
explain the dataset in terms of its common undeglyfactors with minimum loss of
information. Factor Analysis is generally useddatracting underlying relationships in the
data and assessmaitthe extracted information which is explainedhwiewer variables
[39].

Factor analysis assumes that observable variablesli@ear combinations of
underlying factors and error terms. Let x be oymuindata with d dimensiong,xx<, .., %

that have the mean p and covariance matrix

X =\ by, Loty f+e, mad (2.7)

In matrix notation:

X =VF+e (2.8)

FA has three main assumptions:

1. Error termse are independent whereearf § =0and Var(e ) =*

2. Factors fare independent of one another and of the ermarste

3. Factors are standardized whenear{ f) =Oand Var(f;) =1

In FA, the key measurement is correlation betwebsenvable variables. If two
variables are highly correlated that indicateseh®g variables are related by factors. FA
calculates the eigenvectors and corresponding eddees from input correlation matrix.
Then FA determines the optimal number of factorgviny different criterions: proportion
of variance orKaiser Criterion[40] where factors with eigenvalue greater thae ane
chosenFactor loadingwhich is indicated as V in Equation 2.8, represéiméscorrelations
of variables with the factors. Factor loading iSnear projection of m eigenvectors and
square roots of corresponding eigenvalues. TheddAaed set is obtained by projection of

factor loadings V and estimated covariance of \bbgervable variables. In this work, we
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useSAS Enterprise Guid®ol [41] to determine the number of factors uhdeg the real
life financial dataset. SAS Enterprise Guide pragutactors according to Kaiser Criterion.
Then factor loading and reduced set is calculayel&tlab R2007a.
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3. CREDIT RISK ANALYSIS

Credit Risk Analysis can be examined in three difé subgroups as Credit Risk
Classification, Estimating Probability of DefaulPd) and Customer Segmentation. In
credit risk classification, a credit applicant lassified either good customer who pays the
loan on time or bad customer who does not paydae back. Probability of default (PD)
indicates the probability of the customer to deafan PD estimation, PD value which is
closer to zero corresponds that the customer hasctedit risk. On the other hand PD
value which is closer to one corresponds that ttstotner has high credit risk and can be
accepted as bad borrower addstomer Segmentatiovhere customers with almost same
risk are assigned into the same risk segment. rdditcrisk analysis, there are two key
points, the first one is minimizing number of detestimated as good borrowers with low
risk who, in actual, are bad borrowers with higtkriThe second key point is that the
average estimated default probability of given fotid should be close to the given

country international ratings.

3.1. Credit Risk Classification

Credit Risk Classification is the most common dredik analysis method. Credit
risk classification techniques aim to estimate lfaarower could pay the loan back or not.
If the credit applicant is estimated as good boagwhis corresponds that he/she could pay
the loan back on time. On the other hand when pipicant is estimated as bad borrower,
this corresponds that he/she could have difficslltee pay the loan back on time, in the
worst case he/she could not pay the loan back. e&s,sthese techniques divide the

customer portfolio into two groups: good custonaerd bad customers.

In literature, Credit Risk Classification technigusre generally statistical techniques
such as discriminant analysis or data mining teges such as kNN, SVM etc. In this
work, we only focus on data mining techniques t@ssify our SME portfolio. We apply
KNN, MLP and SVM on the SME input and compare thesults. For the proposed

approach, we use the one giving the highest clea8dn accuracy.
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3.1.1. K-Nearest Neighbor

K-Nearest Neighbor (KNN) is a well-known non-paramae classifier which
classifies a new instance according to the majariiss of the k closest training data
points. K is generally chosen as an odd number it@nmeze confusion between two
neighboring classes. The measure of closenesstesnms of d dimensional input space.
There are different measurements sucltaslideanDistanceor Mahalanobis Distance
Euclidean distance is a linear distance betweenpwats which is given in Equation 3.1.
Mahalanobis Distance calculates the distance betwee data points by the variation in
each component of the points which is given in Equa3.2. [42]:

d(x Y=/ (¢ ¥) (3.1)

d(x V) =(x= PX (% Y (3.2)

After distances between training data and new istaare calculated, k nearest
neighbors are determined. Then, the class prohabikre calculated as a proportion of the
number of training instances which belong to cladgs the total number of training
instances. In this work, we use Weka IBK to apgiNkon real life financial dataset. We
prefer to consider five closest neighbors thus sefive as k.

3.1.2. Multilayer Perceptron

Multilayer Perceptron (MLP) is a nonparametric rauretwork structure and used
for both classification and regression. FeedforwsfdPs are the most widely used
Artificial Neural Network (ANN) models. MLP is conoged of three layers: an input
layer, hidden layers and an output layer. A theaet MLP is shown in Figure 3.1. In
MLP, using one hidden layer is generally prefeiirethe case of reducing the complexity.
Furthermore, large number of hidden units may cawsefitting, thus hidden layer may
contain either predefined number of hidden unitsgiimal number of hidden units can be

determined during learning.
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Figure 3.1. Three-layer perceptron

MLP learning process starts at the input layer wheo calculation is applied.
Briefly, hidden units nonlinearly transform the inénsional input space to h dimensional
space. The output units produce the output valiedirear combinations of the h
dimensional activation values computed by hiddeitsufi9]. MLP learning algorithm
used in this work is shown on Figure 3.2. At idization step, weights are initialized in
the range of [-0.01, 0.01]. Then, in each epochgited sum of input variables are sent as
input to hidden units where nonlinear activationdiion is applied. Hidden units produce
h dimensional data as inputs for output unit whielficulates weighted sum of inputs to
produce output value. In back-propagation algorjtbatput value of each layer is used for
previous layer weight updates. This process coasiruntil one of the stopping criterions is

reached.
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Initialize all v, and w,; in the range of (-0.01,0.01)
Repeat
For all (x',r')OX
Forh=1,2,...,H
z, — sigmoid { ¥
Fori=1,2,..d
R
Fori=1,2,..d
Av, =(r' - y)z
Forh=1,2,....H
aw, =Y (1 =y, 2, (- ) X
Fori=1,2,..d
Vi« +AY
Forh=1,2,....H
W, — W, +Aw,
Until convergence

Figure 3.2. Pseudo code of MLP learning algorithm

In this work, we use Weka Multilayer Perceptron duon, trained by back-
propagation algorithm. Back propagation algorithmaates the current values according to
the predicted output value of previous layer. We @8 as learning rate and maximum 500
epochs are allowed. Only one hidden layer is prefemwith five hidden units. As
activation functionsigmoidis used which is given in Equation 3.3. Sigmoiddurces the

output in the [0, 1] range.
f(u=/@Q+e") (3.3)
As output is produced by sigmoid and the problerhimgary class problem, we use

sigmoid(0) = 0.5 as threshold value for good c[d$§. If the produced output is greater

than 0.5, credit applicant is accepted as bad mestootherwise good customer.
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Furthermore, we apply Probabilistic Neural Netw@@RIN) for classification on our
input space. Probabilistic Neural Network is a fmuvard neural network structure. It
classifies the samples according to the probahiigysity function of each class. The data
sample will be assigned into the class with thegst probability density function value.
In this work, we use PNN program implemented in I&tatthat utilizes radial basis

function in the hidden neurons.

3.1.3. Support Vector Machine

Support Vector Machine (SVM) is a discriminant-lthgeethod and used for both
classification and regression. In classificatioWMstries to find the optimal separating
hyperplane which maximizes the distance betweea daints from different classes as

shown in Figure 3.3.

Figure 3.3. Support vector machine

The distance from the hyperplane on each sidellsdcasmarginand SVM tries to
maximize the margin. For two class problem, asstina¢ the sample dataX=(X,r')
wherex is the inputy is the target value andlJ{-1, +1} . The separating hyperplane can

be expressed as functionxgfl9, 43]:
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g(x) =w X + wy (3.4)

where g(X)=1 for r' =+1 and g(x)<-1 for r' =-1. The distance of' to the
hyperplane that we want to maximize should be gretitan p for [t. The formula is

given in Equation 3.5. Thus, in order to obtain maxm margin, we should minimize
|lw[[19, 43].

rt(WtXt + \/\6) S
lwil (3.5)

The cost function in SVM is obtained as stated gqud&ion 3.6 where the problem is

converted into an optimization problem.

1
|lw [f (3.6)

When the minimumw is found, the maximum margin can be calculatedthsy

formula given in Equation 3.7.

= 1
[w | (3.7)

The data points which lie on the margin are cafledupport vectorwhich satisfy

the formula given in (3.8).
r'(wx +w)=1 (3.8)

SVM can also handle non-linear problem by mappimegihput space into non-linear
space by non-linear transformation. For transfoionat different kernels such as
Polynomial Kernelor Radial Basis (RBF) Kernek widely-used. In this work, we use

SVM as classifier with different kernels and congp#re results with each other and also
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with other classifiers. As SVM tool, we use WeR&¥M (SMO)tool and its containing

kernels.

3.2. Classification Rule-Base Development

Credit risk classification techniques make the I[fidecisions for credit applicants.
These techniques work online and do not give afgrnmation about how they arrived at
the final decision. To reveal under which circumst&s an applicant is assigned as good or
bad, we propose a rule-extraction algorithm froamined MLP. There are several rule-
extraction methods such as DecText etc. DecTexy bahdles categorical data. The
dataset we use mostly includes continuous data. reason, we prefer to use CRED which
does not need to discretize the input variables ead handle continuous variables

successfully.

3.2.1. Neural Rule Extraction

Neural Network is a black box data mining modelahhacquires hidden knowledge
in dataset with high accuracy rate. On the oth@dhanderstanding how neural network
arrived at its decision is not easy. Because tlaeserepresented by the weights on the
connections and activation functions of hidden aanfpput nodes. These representations are
not easily understandable and not useful in practior this reason, several techniques
have been proposed for rule extraction from traimediral network. Some of these
techniques aim to obtain rule-base from trainedalenetwork such as CRED [44] while

others extract decision tree such as DecText [d8[Taepan [45, 46].

CRED (Continuous/Discrete Rule Extractor via Damsiree Induction) is used in

this work. CRED is composed of four steps:

» Stepl: Train a neural network with three layersirgout layer, a hidden layer and

an output layer.

e Step2: Build a hidden-output tree. The input vddaabare activation values of

hidden units and output variable is target valuedpced by neural network.
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Activation value ofm-+h hidden unit is calculated according to the folania given
in (3.9):

A" = 1305 W -0
E (3.9)

wheref is the activation function of hidden unitsjs the number of hidden units,

w"is the connection weight of input notléo hidden noden, x is the input space

and #™is the bias.
Then, extract the input rules calledermediate rulesrom composed decision tree
in the form of (3.10). Simplify each intermediatéer by removing useless literals

and eliminate overlapping rules.
IF hiddenm< bl and hiddeni > b2 then targetclass (3.10)

For each remaining intermediate rules, generatetifums which covers boundaries
of hidden nodes. For the rule given in (3.10), fwoctions will be generated. One
of these functions is generated as what is theitondhat activation values ofr

th hidden unit greater than or equal to b1l.

» Step3: Build a new decision tree for each intermedfunction that produces our
target class. Each decision tree should corresgondne function. The input
variables are obtained from the original input gpatiose activation values meet
the function’s conditions and output is their deter target value produced by
neural network. After composed of decision tree dach condition, extract the

final rules from each of them.

» Step4: If necessary, simplify and eliminate redumidtales. The final rule set is rule

base which describes the relationships betweert wgiables and target.

In this work, in order to develop classificationiebbase for offline risk classification,

CRED is used for rule extraction from trained thigger perceptron. Weka is used for
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training three-layer perceptron, obtaining decisicee and corresponding rules in Step2
and Step3.

3.3. Probability of Default Estimation

Probability of default estimation is part of Bastlregulations. PD indicates the
probability of a credit applicant to default. Iredit risk classification, there are only two
decision levels: good or bad. During credit appiaraapproval, it would be impossible to
reject all applicants who are classified as badakeial firms can take risk under a certain
level that changes from internal financial regwaatof countries to internal regulations of
financial firms. Furthermore, good customers whe waery close to bad/good customer
separating conditions should handle more risky thastomers who are far from the
separating conditions. On the other hand, bad met® who are closer to separating
conditions should be accepted as less risky thiaer ditad customers. For these reasons, in
real financial sector, customer classification vadonbt be feasible. Thus, probability of
default is applied to estimate how risky a cregplecant is. If the probability of default for
each customer is higher than a predefined threshallee (changing according to internal
regulations of financial firms), those applicantsuld not be granted, otherwise, financial

firms prefer to take the risk of granting thosetouosers.

In literature, there are different techniques fdd Rstimation in the range of
statistical methods to data mining methods. Logistigression is widely used for PD
estimation and directly produces PD from outputtHis work, we use boosted logistic
regression to estimate how risky the new custompgti]. However, the PD value which is
produced by logistic regression can not be usezttyras real PD value, because it needs
calibration according to the actual portfolio ddfaaverage [48]. The portfolio default
average is determined in years while economicahgbs and market fluctuations should
be considered. While we work on this research, igealy provided little unbalanced part
of the original sample space, thus, we only asspantolio default average according to

country ratings.
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3.3.1. Boosted Logistic Regression

Logistic Regression is a well known statistical hoet used for estimating the
probability of occurrence. Basically, it fits thatd to logistic curve and produces the target
value in the range of [0, 1], thus the target vaiae be interpreted as actual probability.
Boosted logistic regression, also called as Logiddpouses Newton steps for fitting a
logistic curve by maximum binomial likelihood. Is ialso used for classification; the
sample is assigned into the class with the maxinpuabability. The pseudo code for

binary class problem is given in the Figure 3.4.

Function LogitBoost
Input: S ={(&,y1), (X2,¥2),...,( Xn,Yn)} Where x € Xand y€ Y, Y ={0,1}
Initialize the weights:
wi=1/N,i=1.2,..N
Fx)=0
P(x) = P(y=1|x) = 1/2
Repeatt=1,..., T
Weight update :
wi = P()[1 - P(%)]
z = [yi* - POQ) wi, y* = (yi+1)/2
Fit the function {x) by a weighted least squares regression tf X
using weight w
F(X) = F(x) + f(x)/2
P(x) = &9 1 (0+ gF)
The final output: If F(x) <= 0.5 then 0 else 1

Figure 3.4. Boosted logistic regression

In this work, we use boosted logistic regressianekiimating the default probability
which corresponds to logarithm of bad customergdod customers. We apply boosted

logistic regression on Weka which is called Simpigistic.
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3.3.2. PD Calibration

PD Calculation phase produces uncalibrated defmoliability values in actual. Real

PD values are obtained after scaling uncalibraeddudt probability according to the actual
portfolio default average [48]. As stated in theypous section, uncalibrated PD value
corresponds to logarithm of the ratio of bad custmmo the good customef®R_unc)
The calibration process has two stegesfault ratio calibrationandPD calculation In the
first step, the main aim is to calibrate defautios according to formula given in (3.11)
whereDR _calis calibrated default rati@A _portcorresponds to portfolio default average
andDA_samplas the sample space default average which is ledzmifrom DR_unc:

DR_cal= DR_unc- ( DA port DA samp) (3.12)

The second step aims to produce calibrated PD valoeording to formula below,

wherePD _calindicates calibrated PD value:

PD_cal=DR_ cal/(1+ DR_ cal) (3.12)

In this work, we process PD calibration on the libcated logistic regression results

on Matlab.

3.4. Scorecard Development

Probability of default indicates the risk of custmno default. It ranges from zero to
one and when PD is closer to one the risk of custotm default is increasing. There
should be a threshold value to discard the worstortners carrying high risk. In
international case, many credit scoring firms userecrards where customers are
segmented into predefined number of risk groupst@ners who are in the same segment
carry almost same risk for financial firms. In reaktor, when number of customer is taken
into consideration, scorecard is more feasible tig@ng direct PD values. Thus, we use

clustering algorithms to bucket customers into pfieé@¢d number of segments.
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In clustering literature, there are different algons which determine optimal
number of clusters on its own. On the other handgal financial sector, conditions are
changing according to economical fluctuation thusvould pretty much better to use
predefined number of clusters which are determineeéxperts’ experience. In this work,
we use k-Means Clustering algorithm to segment SidEfolio. We use 10, 16 and 20
customer segments. 10 is the most common numbsggrhents and used by many credit

ratings companies such as Standard and Poor (S®P)3&P uses the following system:

AAA: Best credit quality - Extremely reliable with reddo financial obligations.
AA: Very good credit quality - Very reliable.

A: More susceptible to economic conditions - still g@oedit quality.

BBB: Lowest rating in investment grade.

BB: Caution is necessary - Best sub-investment cresility.

B: Vulnerable to changes in economic conditions - €nity showing the ability tg
meet its financial obligations.
CCC: Currently vulnerable to nonpayment - Dependent avoifable economig¢
conditions.

CC: Highly vulnerable to a payment default.

C: Close to or already bankrupt - payment on the akibg currently continued.

D: Payment default on some financial obligation hasaly occurred

Figure 3.5. S&P scorecard

3.4.1. K-Means Clustering

Clustering algorithms assume that sample data @nggoups and aim to find which
group each sample belongs to. In k-means clustealggrithm, number of groups is
predefined. K-means clustering algorithm initiatize random cluster centers randomly.
Then, at each iteration, assign each instanceetaltsest group according to the distance
between data point and center of cluster. Whemsiiéances are assigned to a single group,
each cluster centers are updated and set to the ofeall instances it contains. This

process continues iteratively untitotal reconstruction error minimizes. Total
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reconstruction error is sum of squared distancedxt each data points in the groups and

the corresponding group centers.

In this work, in order to develop a scorecard we ksneans clustering algorithm
which is implemented on Matlab. We try 10, 16 afdgPoups. The optimal number of
segments are determined according to the finapoiaty that the firm or bank follow and

the credit expert’s experience.
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4. EXPERIMENTAL RESULTS

In this research, we propose a modular approacdhtibeoughly covers all needs of
credit risk analysis. These needs are summarizémlimquestions. The first question (Q1)
focuses on which class the customer would be asdigrto. This question only needs if
customer is classified as either good or bad. Wewan this by choosing the best
performed algorithm after comparing classificatiperformance of three different
classifiers. Those classifiers are trained on mbt ceal-life SME input but also its reduced
sets. As stated before, the dataset is unbalahasdate apply those classifiers with 10 fold
cross validation. With 10 fold cross validation,eatch iteration, input is divided into 10
partitions. Nine of them are used for training amnaining samples are used for
validation. It is obvious that with 10 fold crosalidation, when training is finished, each

data samples is used nine times as training saampl®ne time as validation sample.

The second question (Q2) tries to reveal the uwithgrldecision criterions of the
model that indicates how the model arrived at thal fdecision. We answer this question
according to the rule extraction algorithms aftex best classifier we have obtained in the

previous step is trained on the optimal input.

The third one (Q3) aims to estimate the probabditycustomer to default. For PD
estimation purpose, we use a MLP cascaded modehwshifollowed by boosted logistic
regression. Although we obtain PD values from tteppsed model, a calibration phase is
needed to scale the PD values according to theld@feerage of the real portfolio.

The last question (Q4) aims to segment the custemt@rrisk groups according to
the default risk. This is also called as scorec&amhrecard is very feasible especially for

large loan portfolio.

As stated earlier, we use real-life dataset whgka ismall subset of real database
which were collected directly from SME credit ajggints according to legal information
they provided. When gaining subset of real datgbase first use the advantage of
experience of credit analyst. However, the subsetohtained has 27 features; it is still
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possible to contain some non-informative variables: this reason, previous to model

development phase, we prefer to apply dimensionetésh techniques to reduce our input

dimension and discard non-informative variables. ajgply different dimension reduction

techniques on our dataset and compare their results

4.1. Performance Metrics

We use different performance metrics in this studly. order to show the

classification results, we use confusion matrixa e@ample confusion matrix is shown on

Table 4.1. For our study, the entries in the caofusatrix have the following meaning:

» True positive (TP): The number of correct predictidhat a customer is good

e False negative (FN): The number of incorrect praalis that a customer is bad.

(The customer who is good in actual is predictedaascustomer.)

e False positive (FP): The number of incorrect preoins that a customer is good.

(The customer who is bad in actual is predictedcasl customer.)

» True negative (TN): The number of correct predicsithat customer is bad.

Table 4.1. Confusion matrix

Predicted
Actual Good Bad
Good TP FN
Bad FP TN

For performance comparison, we prefer to use acgu(Acc). Accuracy is the

proportion of the number of correct predictiongdtal number of predictions. Acc ranges

from zero to one. If Acc is closer to one, the parfance of classifier increases.

Acc=

TP+ TN

" TP+ FN+ FP+ TN

(4.1)
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In the first module, which is classification phaseaddition to accuracy, we prefer
to use Mathews Correlation Coefficient (MccMcc is used to indicate the quality of
classifier for binary class problem especially wieno classes are of very different sizes
[50]. Mcc ranges between [-1, 1]. When Mcc closentmus one, this corresponds to
inverse classification, zero corresponds to averagssification performance and one

represents perfect classification.

TPxTN- FPx FN

Mcc= (4.2)
JTP+FP)(TP+ FN( TN+ FB( TN FI)

The third measure we use to reveal classifier pednce isMisclassification rate
(ms_rat@, which is the proportion of misclassified instanto the total number of
classified instances. Ms_rate formula is given Welo

+
ms_ rate= FP+FN (4.3)

TP+ FN+ FP+ TP

When comparing the results, another performanceienge use is expert’s view. In
real market, the aim is increasing the credit anmhaoumen decreasing the risk. From this
point of view, the ratio of good-classified custamevho are in actual bad customers
becomes very important. When we accept them as,geedkeep their risk. For this
reason, we should take the ratio of false positagsomparison metrics. On the other
hand, the ratio of bad-classified customers is &=y important who are in actual good
customers. When we accept them as bad, we lose thustomers and the source those
would create. Thus, we udp_rate and fn_rate fp_rate is false positives rate which
indicates the proportion of bad customers who tladsas good to total number of bad
customers, the formula is given in (4.4).

FP
fp_rate=— 4.4
P_ FP+TN (44)

fn_rate is false negatives’ rate which indicates pmoportion of number of good

customers who classified as bad to total numbegoofl customers, as given in (4.5).
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fn_ rate= —N__ (4.5)
FN+TP

The second module in the proposed approach is latlgel extraction. In that step,
we aim to reveal the underlying decision criteriafishe classifier. Performance measure
to understand how applicable the rule set we obaatndefined agrecision Precision
corresponds to accuracy in classification, whichthe proportion of truly classified
instances to total number of instances that meg¢ssrconditions. When we consider a

rule’s performance, we aim to maximize precisiooltain most accurate rule-base.

4.2. Experimental Results for Dimensionality Reduton

Dimensionality Reduction phase is a pre-processieg of the proposed method.
Our dataset is composed of 27 attributes; six eimthare categorical and others are
continues. In data mining techniques, time and sgamplexity of the model is dependent
on the input data size. Thus, we use dimensionctedutechniques to reduce our input

size without losing accuracy.

There are two different approaches for dimensioducgon. Feature selection
composes a subset of original dataset by choosiogt informative variables. Feature
extraction maps the original dataset into lower afision space while remaining the

carrying knowledge as mentioned in detail earlier.

In this work, we use different techniques from bafiproaches and compared their
results on different classifiers. Then we choose dimension reduction techniques best

fitting to our dataset which remains the knowleduzstly.
4.2.1. Experimental Results for Feature Selection
In this work, we try two different well-known feati selection methods: decision

tree and recursive feature elimination with suppedtor machine. Both them aim to select

the most informative variables.
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4.2.1.1. Decision TredNe apply C4.5 decision tree called as J48 on Waka 10 fold

cross validation. When reached the best splitréiselt tree is composed of 15 variables
and 28 leaves. These variables are: A2, A6, A7,A%,A10, Al1l, A12, Al13, Al4, Al6,
A19, A23, A25, A26. The reduced dataset is callethputl in the following part of this

work.

4.2.1.2. Recursive Feature Elimination with Suppgéector Machine We apply SVM-

RFE methods on the original dataset with Weka S\VikbAteEvaluator algorithm. It gives
us two choices to obtain optimal subset: to sgdemtiefined number of features or to select
features whose rank are greater than predefinesghbid value. We use two predefined
number of variables as 13 and seven. As a resalphtain two subsets. When we define
the number of dimension as 1B8put2is obtained which contains A5, A6, A12, Al4, A15,
Al6, Al18, A19, A20, A21, A22, A23, A24 variables.néh we define the number of
dimension as sevemput3is obtained with A6, A18, A19, A20, A21, A23, A®4riables.

4.2.2. Experimental Results for Feature Extraction

In feature extraction phase, we try two differelgioathms on full dataset: principal
component analysis which linearly transform thegioal dataset into low dimensional
feature space and factor analysis which aims t@aleunderlying factors of original

dataset.

4.2.2.1. Principal Component Analysis this study, we apply PCA on original dataset

where proportion of variance is defined as 0.90AR@nsforms the original dataset into

one dimensional input space which we mentiompst4 since now.

4.2.2.2. Factor Analysig-actor analysis aims to reveal underlying infarora of the

given dataset. In this work, we use SAS Enterp@sée to apply factor analysis on the
dataset. We decide the number of factors accoundir€piser criterion and choose factors
whose eigen values are greater than one. The eajees of factors are given in Table 4.2

where only nine factors meet the criterion.
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Table 4.2. Eigen values of correlation matrix

Dimension| Eigenvalue
1 5,4990Q
2 4,4049
3 2,5200
4 2,0029
5 1,5347
6 1,3629
7 1,3031
8 1,1320
9 1,0414
10 0,9400
11 0,9000
12 0,7900
13 0,7226
14 0,6670Q
15 0,5442
16 0,4388
17 0,3568
18 0,3111
19 0,1696

20 0,1267
21 0,0779
22 0,0641
23 0,0486
24 0,0357
25 0,0019
26 0,0014
27 0,0011

In order to determine factors, we choose highlyelated variables. High correlation
between variables indicates that they are strorejgted through factors. When we define
0.5 as correlation threshold value, the variables related factors we obtain are given in
Table 4.3. From the results we see that some o¥dhables are not related to any of the
factors. These results indicate that those varsabte not related to other variables among

any of the factors.



Table 4.3. Variables and related factors

Variables | Factors
Al F6

A2

A3

A4 F1

A5 F1

A6 F1

A7 F6

A8

A9 F8

Al10 F3

All F3

Al2 F3

Al13 F1+ F§
Al4 F1

Al5 F1

Al6 F1

Al7 F7

Al18 F1 + F§
Al19 F9

A20 F2

A21 F2

A22 F2

A23 F2

A24 F2

A25 F2

A26 F3 + F4
A27 F3 + F4

The nine factors and their descriptions are giveRigure 4.1.
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Factorl : Combination of customer existing rislommfation

Factor2 :Combination of customer delinquency information
Factor3 : Combination of customer historical infatran

Factor4 : Combination of customer historical deliagcy information
Factor5 : Combination of customer credit and cqoesling guarantee
information

Factor6 : Combination of customer demographic imfmron

Factor7 : Combination of customer financial infotroa

Factor8 : Specific customer demographic information

Factor9 : Maximum delinquency information

Figure 4.1. Factors extracted from the originabdat

From FA, we obtain a reduced input set which is posed of nine features by
projection of factor loadings V and their estimateyariance matrix. We calculate factor
loadings and estimated covariance matrix by Matabobservable variables. The nine
dimensional input set is obtained by FA and cadlsbhput5in the following subsections.

Furthermore, we apply FA on Input2 for only relegsthe underlying factors. We
obtain only four factors which are given below:

Factorl: Combination of customer existing risk mfiation
Factor2: Combination of customer delinquency infation
Factor3: Maximum delinquency information

Factor4: Combination of customer financial inforioat

Figure 4.2. Factors extracted from Input2

From the results we see that factors extracted frput2 are a subset of the factors
extracted from original dataset. This result alsdidates that Input2 almost carries the

information behind the original dataset.
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4.3. Experimental Results for Credit Risk Classiftation

In credit risk classification phase, we aim to deiee the best classifier for our
modular approach. Thus, we compare performancdrektdifferent classifiers; k-NN,
MLP and SVM on six input we have composed in thevimus subsection. For
comparison, we use all performance measures a&slstasubsection 4.1. While choosing
the optimal classifier, each performance measuags to be considered carefully. Because
in credit risk analysis domain, maximizing the nwnbof credit applicant which
corresponds to minimizing the false negatives infesion matrix is as important as
minimizing the total unobserved risk which corresg® to minimizing the false positives.
In the following subsections, classification reswdte given in detail for each classifier on

six inputs.

4.3.1. k-Nearest Neighbor

KNN is a nonparametric unsupervised classifier Whgives high classification
performance either linear or nonlinear data sphcéhis work, we apply KNN on all our
six inputs, one is the original dataset and othex &re reduced versions. We use Weka
IBK algorithm for KNN where we set k = 5. We prefeuse 10 fold cross validation and

guarantee that model is validated by unseen sanfpéssilts are given in Table 4.4.

From the results, we see that KNN provides feastbssification performance.
According to the results, it is obvious that oraidataset includes some non-informative
features. Input spaces which are obtained fromufeatselection methods provide
significantly better classification performance. @e other hand, kNN failed to classify
input spaces which are extracted by feature extrachethods. Between the two feature
selection methods, we see that SVM-RFE producestisd informative results for k-NN
where both accuracy and Mathew’s correlation cokffit reach highest score among all
inputs. Furthermore, as we mention before, falsssification rate is another important
measure for us, we aim to reach minimum fp_rateh witinimum fn_rate. Input2
minimizes both fp_rate and fn_rate. On the otherdhave see that, feature extraction

methods have negative effect on classifier perfoador our dataset, because kNN worst
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performs on Input4 which is reduced by PCA and tBpwhich is reduced by factor

analysis. Those algorithms use linear transformatishile reducing the input space.

Table 4.4. Classification results for kKNN

Performance Measures
Dataset
fnrate |fprate |msrate |Acc |Mcc

Original

Dataset 0,6805 0,0898 0,25590,7441 0,2860
Inputl 0,6528 0,1033 0,25780,7422 0,2907
Input2 0,4444 0,0951 0,19340,8066 0,4961
Input3 0,4792 0,1141 0,21680,7832 0,4355
Inputd 0,8472 10,1494 0,3457/0,6543 0,0042
Input5 0,8333 0,1739 0,35940,6406 -0,0086

From k-NN point of view, it is obvious that, SVM-EFproduces the most
informative subset of original dataset which sigmihtly outperform other five inputs,

including the original one.

4.3.2. Multilayer Perceptron

MLP is a non-parametric supervised classifier whpbvides high performance
when acquiring hidden knowledge. In this reseaved,apply three-layer neural network
on six different inputs. We use sigmoid as actoatfunction in hidden units which
produce output value in the range of [0, 1]. WecidiBze the output as good or bad. If
predicted output is equal to or less than 0.5sHmaple is classified as good, otherwise it is
classified as bad. We train MLP with 10 fold crasdidation. Thus, we guarantee that
each instance is used for both training and vabdaat different iteration. When we
compose hidden layer, we prefer to use five hiddeits. The results of MLP on six

different input spaces are given in Table 4.5.

For performance comparison, we apply probabilisgciral network on our input
space. It reaches high classification accuracyémd customers on the other hand it fails
to classify bad customers. As a result of bad euostcclassification failure, we do not use

PNN results for performance comparison and do resttion its results.
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From the results, we see that MLP provides higksilization performance. We see
that MLP worst performs on inputs which are redubgdeature extraction methods. All
performance measures reached the worst value dsettwo input sets. In addition to this,
we obtain worse results for Input3 which is alstueed by SVM-RFE like Input2 but with
fewer dimensions. As a result, from MLP point oéwi we can say that MLP produces
slightly better results for both original datasetiats subsets, especially on Inputl where

both fp_rate and fn_rate are minimum and Mcc isimar among all.

Table 4.5. MLP results for all inputs

Performance Measures
Dataset
fn_rate |fp rate |ms rate |[Acc |Mcc

Original

Dataset 0,527778 0,13587 0,2460940,7539 0,3591
Inputl 0,451389 0,154891 0,238281 0,7617 0,4008
Input 2 0,548611 0,125| 0,2441410,7559 0,3561
Input 3 0,784722 0,029891 0,2421880,7578 0,3037
Input 4 1 0| 0,281250,7188 -
Input 5 1 0| 0,281250,7188 -

4.3.3. Support Vector Machine

SVM is well known discriminant analysis methods. ¥&n SVM with polynomial
kernel and radial basis kernel however RBF keragéd to classify any of the input we
use. Thus, we do not mention RBF kernel resulte.h8vM with polynomial kernel is
trained with 10 fold cross validation and we clgssustomer as good if predicted output
is equal to or less than zero, as bad customenletse. Classification result for SVM with
polynomial kernel is given in Table 4.6.
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Table 4.6. SVM results for all input sets

Performance Measures
Dataset
fn_rate |fp_rate |ms rate |[Acc |Mcc

Original

Dataset 0,8403 0,0136 0,24610,7539 0,2890
Input 1 0,8403 0,0109 0,24410,7559 0,2994
Input 2 0,8403 0,0082 0,24220,7578 O,3104||
Input 3 0,8403 0,0082 0,2422/0,75780,3104
Input 4 1 0| 0,28130,7188 -
Input 5 0,9931 0| 0,27930,7207 -

SVM produces high classification performance oraskt and its subsets but fail for
extracted datasets. Especially for Input2 and Biputich are subsets of original dataset
obtained by SVM-RFE, classification results shogn#icant increase, both accuracy and
Mcc are maximized. On the other hand, when we dendp and fn rates, we see that
SVM provides great success to eliminate bad custohwvever fail to eliminate good

customer.

4.3.4. Classifier Evaluation

In dimensionality reduction phase of this work, agply the different classifiers: k-
NN, MLP and SVM. While we determine the best teges to use as main classifier in
the proposed method, we should consider each peafoze measures. Mcc carries as
much importance as accuracy because of the unlealagistribution of good/bad class
probabilities. Furthermore, from expert point obwi we mostly consider to minimize
fp_rate at the same time with minimum fn_rate. Tihest risky situation in credit risk
analysis is high fp_rate where the company facesmtabserved risks. As a result, we take
fp_rate and fn_rate into account when choosing dptmal classifier. Other decision
criterion for us while choosing the classifier {g#écability. Applicability means that, we
aim to choose the optimal classifier which remadires same or better performance for all
inputs derived from original datasets. The sumnudrglassifier performance for all input

is given in Table 4.7 together where better perforoe for each are shown in bold.
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From the results, it is obvious that none of tressifier can be selected as the best as
none of them producing the best performance oimpliits. We see that, on the original
dataset and its subset Inputl, MLP provides higtlessification accuracy with significant
difference from other the classifiers. For Input®anput4, kNN reaches the highest
performance among all classifiers on all datasdtsrev MLP produces closer results. For
Input4 and Input5, all three classifiers fail tdataany of good customers. On the other
hand, we abstain from using k-NN as main classbetause its classification method is
based on neighbor’s behavior which could be coleraspecially during economical

fluctuations.

Table 4.7. Summary of classifier performance

" Performance Measures
Classifier | Dataset
fn_rate |fp rate |Acc |Mcc
Original
Dataset 0,680556 0,0896740,7441] 0,286
Inputl 0,652778 0,1032610,7422 0,2907
k-NN Input2 0,444444 0,0951090,8066 0,496]
Input3 0,479167 0,114130,7832 0,4355
Inputd 0,847222 0,1494570,6543 0,0042
Input5 0,833333 0,1739130,6406 -0,0084§
Original
Dataset 0,527778 0,135870,7539 0,359]
Inputl 0,451389 0,1548910,7617 0,4008
MLP Input2 0,548611 0,125/ 0,7559 0,3561
Input3 0,784722 0,0298910,7578 0,3037
Input4 1 0/0,7188 -
Input5 1 0/0,7188 -
Original
Dataset 0,840278 0,0135870,7539 0,289
Inputl 0,840278 0,010870,7559 0,2994
SVM Input2 0,840278 0,0081520,7578 0,3104
Input3 0,840278 0,0081520,7578 0,3104
Input4 1 0/0,7188 -
Inputb 0,993056 0]0,7207 -
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As indicated previous sections, we aim to increageber of debtor with taking
minimum risks. As a result, we should take bothrdgpe and fn_rate into account at the
same time with Mcc. From this point of view, we fereto use MLP as classifier in our
work, because it is obvious that, MLP provides gotagsification performance thorough
six inputs we use. In the following subsections,ageept MLP as main classifier and the
other parts of our proposed method is built on MEBrthermore, Input2 provides better
performance for SVM, k-NN and almost same resulth wriginal dataset for MLP. Also
it provides minimum false-positive rate which mimzes the unobserved risk we meet.
Input2 is a subset of original dataset and obtame8VM-RFE including 13 features. We
use Input2 as sample space for the following pairtsur proposed approach. The data plot
for the highest rated three dimensions of Inpuiiven in the Figure 4.3. In the data plot x
axis called Dimensionl is the highest rated dime@rsand z axis called Dimension3 is the
third highest rated dimension of the Input2. Infigere, stars indicate the good customers

and unfilled circles correspond to bad customers.

€10

Dirmension3

L Ol

Dimensgion2

Dimengian?

Figure 4.3. Data distribution for the first thraghest rated dimensions of Input2
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4.4. Experimental Results for Rule-Base Extraction

The first module in our proposed method is applfed classification which
determines if customer will be granted or not. Texond module reveals how the
classifier reached at the final decision. In credik analysis, especially in high volume
credits, it is always possible to include expevisny at the decision phase according to the
economical changes, general fluctuation in the reatket or under market specific
conditions. Thus, knowledge-extraction becomes vergortant in real applications to

include expert view for best decisions.

In this work, we choose MLP as main classifier aothpose our model based on
three-layer MLP. Thus, we reveal the decision-mgldriterions for good customers from
trained neural network which determines final afasastion of credit applicants. For rule-
extraction purpose, we apply CRED as neural ruteaetor on the trained MLP.

4.4.1. Neural Rule Extraction

Neural rule extraction methods aim to extract thiéewgons from trained neural
network. In literature, three-layer neural network® used for rule-extraction. Rule-
extraction from MLP mechanism consists of four stefpirst step is MLP training. Our
proposed model composed of three layers MLP with fiidden units inside where hidden

units use sigmoid as activation function.

In the second step, we develop a decision treeedtdlidden-output tree. Input
variables of this tree are activation values ofdkem units. We have five hidden units in
MLP thus, input consists of five dimensions eachregpond to hidden unit activation
values and the output variable is target value yced by neural network which is one if
customer is classified as good, else zero. We ruekaNJ48 algorithm, which is
corresponds to C4.5 decision tree, on Input2. Fiioenresult tree, we obtain three rules
where hidden_rulel and hidden_rule3 produce bas @dad hidden_rule2 produces good
class. Hidden rules are given in Figure 4.4, whevdes are indicated hyiddenj i =
1,2,...,5, do not corresponds to real dataset festardy they indicate activation value of
I-th hidden node.
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HIDDEN_RULEL: IF hiddenl <= 0.99986 and hidden40<62039 THEN bad
HIDDEN_RULE2: IF hidden1 <= 0.99986 and hidden4.62039 THEN good
HIDDEN_RULES: IF hidden1 > 0.99986 THEN bad

Figure 4.4. Results of hidden-output tree

In this step, we also generate functions from thesraccording to their target class.
As stated in the previous sections, we aim to datex if the credit applicant will pay the
loan back or not, as a reason, we choose goodrasiget class. According to the target
class, we continue with hidden_rule2 and generatetions for each boundary. Generated

functions for good customers are given in Figuge 4.

Functionl : What is the condition that the activatvalues of hiddenl less than or equal
to 0.99986
Function2 : What is the condition that activatiaiues for hidden4 greater than 0.62039

Figure 4.5. Functions generated from hidden-rule2

In the third step, we recompose input-hidden denisiees for each functions created
in step2. Each input-hidden tree first eliminates instances which they meet function’s
conditions and target class. Then those instancesaacepted as input and their

corresponding discrete output variables as output.

For Functionl, the instances whose first hiddereradtivation value is less than or
equal to 0.99986 are accepted with their 13 dinmsissas inputs and their predicted class
labels are accepted as target value. This samplegp called afinctionl_datasesince
now. Then, we apply C4.5 decision tree on functial@taset, we obtain new eight rules

that are given in Figure 4.6.
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RULE1L : IF A2< 4 THEN good

RULE2 : IF A2 > 4 and A1Z 2 THEN bad

RULE3 : IF A2 >4 and A12 > 2 and A7 80000 and A& 1223 THEN bad
RULE4 : IF A2 > 4 and A12 > 2 and A7 80000 and A4 > 1223 and A9 1 and a6
< 0 THEN bad

RULE5S : IF A2 >4 and A12 > 2 and A7 80000 and A4 > 1223 and A9 1 and a6
>0 THEN good

RULEG6 : IF A2 > 4 and A12 > 2 and AY 80000 and A4 > 1223 and A9 > 1 THEN
good

RULE7 : IF A2 > 4 and A12 > 2 and A7 > 80000 and<A&8 THEN good
RULES8 : IF A2 >4 and A12 > 2 and A7 > 80000 and>A88 THEN bad

Figure 4.6. Rule set extracted for Functionl

In each rule Ai corresponds theth dimension of Input2. We discard rule2, rule3,
ruled4 and rule8 unfortunately they do not produgetarget class and continue with rulel,

rule5, rule 6 and rule7 in the following steps.

For the second function, the instances whose fdudtien node activation value is
greater than 0.62039 are accepted with their 13=dgmons as inputs and their predicted
class labels are accepted as target value. Thig sgace is called danction2_datasein
the following part. We apply C4.5 decision tree evhis called J48 in Weka. J48 extract
five rules, shown in Figure 4.7. Only rule9 andefl meet our target class condition.
Thus, when rule-base is developed for good cust®menly these two rules are

considered.

RULE9 : IF A2< 4 THEN good

RULE10 : IF A2 > 4 and AZ 9320 and A& 0 THEN bad

RULE11 : IF A2 > 4 and AZ 9320 and A6 > 0 and AX0 1 THEN good
RULE12 : IF A2 > 4 and A3 9320 and A6 > 0 and A10 > 1 THEN bad
RULE13 : IF A2 >4 and A3 > 9320 THEN bad

Figure 4.7. Rule set extracted for Hidden_Rule2

We aim to develop a target-rule base, revealing ti@wneural network decide if a
customer is good credit applicant. In the fourtbpstwe will combine rules with target

class which are generated in the third step. Wk pites which produce the target class
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among all. However, in both Figure 4.6 and Figurg Kulel and Rule9 are totally the
same. We pick only one from these two. As we us®& @écision tree, we do not need to
simplify generated rules because C4.5 composesgdrdecision tree. Thus, we only need
to find overlapping or redundant rules becauseethetes are extracted from different
subsets of Input2. As a result, it is possiblé stwene rules overlap other rules. As we have
only two functions in the second step, our produkedds do not overlap each other and

allow us to use them directly as the rule base.fldal rule-base is shown in Figure 4.8.

RULEL : IF A2<4 THEN good

RULE2 : IF A2 > 4 and A12 > 2 and A7 80000 and A4 > 1223 and A9 1 and A6
>0 THEN good

RULE3 : IF A2 > 4 and A12 > 2 and A7 80000 and A4 > 1223 and A9 > 1 THEN
good

RULE4 : IF A2 > 4 and A12 > 2 and A7 > 80000 and<A&8 THEN good
RULES : IF A2 > 4 and AX 9320 and A6 >0 and AX0 1 THEN good

Figure 4.8. Rules extracted from trained MLP goub2

When we apply these five rules on Input2, the parémce results obtained are given
in detail in the table below. As performance measure use precision which corresponds
to accuracy. We aim to generate most accurate.rAleseen in Table 4.8, three of five
generated rules give good prediction performandegrev other two produces average
accuracy. These results indicate, the target ratebwve developed mostly reveal the

decision criterion of the classifier we use.

Table 4.8. Rule-base performance results

Rules Precision
Rulel 0.96
Rule2 0.5641
Rule3 1

Rule4 0.6023
Rule5 0.3863
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4.5. Experimental Results for Probability of Defalt Estimation

PD estimation is the third module of our propospgraach. PD indicates the risk of
credit applicant to willing to pay the loan backrdnges between zero and one, where PD
increases, risk increases. In this work, we applgsted logistic regression on Input2 to
calculate PD for each customer. In theory, thesthotd value to determine bad customer is
0.5. Customers who have PD value above threshadaacepted as bad customer.
However, in real sector applications, thresholdigat determined by credit experts under
different conditions such as economical parametedscompany internal specifications. In
this work, we evaluate boosted logistic regressesult according to theoretical approach
where threshold is 0.5. In the calibration phase, sgale the uncalibrated PD values,
produced by logistic regression according to thefpiio default average then actual PD

values are obtained.

4.5.1. Boosted Logistic Regression

Logistic regression is well-known PD estimation hieicque based discriminant
analysis. In this work, we use boosted logistiacesgion on Weka where as input we use
MLP results of Input2. As stated earlier, MLP proésl value between zero to one and if
output is greater than 0.5, we accept that appliaarbad customer. Thus, we use MLP
results as input for LR and produce PD from thosgputs. In Table 4.9, the results of
logistic regression on MLP results are given ahibneeresults of logistic regression applied

directly dataset?2.

Table 4.9. Logistic Regression performance evaidnat

Performance Measures
Dataset
fn_rate fp_rate ms_rate Acc Mcc
MLP - LR 0,25 0,2361 0,2461| 0,7539| 0,3232
LR 0,3913 0,07639 0,3027| 0,7558 | 0,2956

According to the results it is obvious that logistegression produces exciting

performance on MLP results for Input2. When we wpgpbistic regression directly on
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Input2, discretized probability of default valuebtained by logistic regression fail to
classify good customers, on the other hand, wheappéy logistic regression on the MLP
results for the same dataset, the classificatiofopeance has great increase both for good

and bad customers.

4.5.2. PD Calibration

In this phase, we calibrate the PD values accortbnipe actual portfolio average.
However, we do not have actual portfolio averagedsuTurkey credit score is given as
B+, we assume portfolio default average as fiveqasit. We obtain sample data default
average directly and calibrate the PD values adogrid assumed portfolio average. These

calibrated PD values are used for scorecard denetapin the following subsection.
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Figure 4.9. Calibrated PD distribution for Input2

Calibrated PD distribution of Input2 is given abovkere x dimension corresponds

to customers and y dimension to calibrated PD wallnfilled circles indicate good
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customers however stars indicate bad customersse®s, good customers and bad

customers have a significant separation betwedm eac

4.6. Experimental Results for Scorecard

Scorecard development is the last module of thegeed model. In his phase, we
aim to segment calibrated PD values obtained inptegious subsection. First of all, we
apply k-means clustering algorithm on calibratedvRllies of our customer portfolio, then

we evaluate our results comparing with average Sktife against country score.

4.6.1. k-Means Clustering

We implement k-means algorithm on Matlab and ampiycalibrated PD values of
our portfolio with different k values. As statedrlesr, S&P use 10 buckets to segment
credit risks, in the real market, 16 and 20 ar® gieferred. Because when number of
segments decrease, risk score ranges become dethibls, 16 and 20 are average number
used in real market. In this work, we try 10, 168l &9 segments to group the customer.
Results are given in Table 4.10 in detail 8rorecardiwith 10 segments like S&P. The
first row indicates the segment label, second ongates the mean of the calibrated PD
values of customers in each segment which is as@sponds to the average default risk
of the segment. The last row shows how many cus®ire segmented into each group.

Also, number of customer distribution is availabreFigure 4.10.

Table 4.10. Scorecardl: PD values for 10 cust@agments

Segment | Segl | Seg2 | Seg3 | Seg4 | Seg5| Seg6| Seg7 | Seg8| Seg9 | Segl0
AvgRisk | 0,15 | 1,87 2,7 3,48 4,2 4,8 5,1p 5,p 576 5/p4

Num of
Customer 30 50 32 24 23 80 81 48 98 46
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Figure 4.10. Segment-customer distribution fos&fments
When we use 16 segments, that is calle®@srecard2since now, the results are
given in table 4.11 in detail. As seen from thaulss when number of segments increases,

more detailed score-card development is possible.

Table 4.11. Scorecard2: PD values for 16 segments

Segment| Segl Seg?2 Seg3 Seg4 Segb Segb Seg7/ Seg8

Avg Risk 1,75 2,02 2,72 3,08 3,51 3,94 4,35 4,61
Num of

Customer 21 6 22 33 25 24 17 19
Segment| Seg9 Segl0 Segll Segl2 Segl3 Segl4 Segl5 Segl6
Avg Risk 4,88 5 5,07 5,15 5,23 5,31 5,37 5,44
Num of

Customer 64 45 37 13 28 38 66 54
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At last, we segment our customer portfolio intosa@ments and calle€sicorecard3

to visualize customer risk behavior in detail. &A&1$ in Table 4.12, detailed segmentation

give us chance to make more accurate decision ghamting customer. This becomes

more important especially high growth of SME custovolume in the real market.

Table 4.12. Scorecard3: PD values for 20 segments

Segment| Segl [ Seg2 | Seg3 | Seg4 | Segb | Segb6 | Seg7 | Seg8 | Seg9 | Segl0

Avg Risk | 1,81 2,91 3,47 3,94 4,35 4,61 4,88 5 5,07 5[5
Num of

Customer| 27 50 30 24 17 19 64 45 37 13
Segment| Segll| Segl2| Segl3| Segl4d| Segl5| Segl6| Segl7| Segl8| Segl9| Seg20
Avg Risk | 5,23 5,28 5,32 5,34 5,36 5,37 5,3p 541 5,45 5/47
Num of

Customer| 26 14 21 22 9 24 16 25 21 8
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5.  CONCLUSION

In this research, we focus on credit risk analygmsch becomes very important in
real financial market in the recent years. Alsaditresk analysis will become obligatory
for credit firms in the near future as BDDK declkhreThus, we propose a modular
comprehensive credit risk analysis method for T8RIfkEME customer portfolio, which
covers each credit risk analysis need; customessifieation, rule-base extraction, PD

estimation and scorecard development.

As a preprocess for our proposed method, we irgegstihow to reduce our real-life
feature space in order to prevent from increasing tand space complexity and also
discard non-informative variables. We compare perémce of both feature selection
algorithms to eliminate the most informative featiand feature extraction algorithms to
map our sample space into lower dimensional spkoe.this comparison, different
techniques are applied on original dataset thalymes a number of reduced input sets. As
comparison criterion, we give these reduced datasetthree different classifiers.
According to the experiments done, we can concthdée SVM-RFE, which is a feature
selection methods, is the optimal method to reduopat data volume and should be used
as SME credit risk analysis pre-processing method.

In customer classification aspect, we aim to fiptiroal classifier that classifies our
customer portfolio successfully. We apply KNN, MaBRd SVM on the all input sets. The
optimal classifier is selected which maximizes Mecthe other hand minimizes fp_rate
and fn_rate. MLP produces good classification perénce on the optimal input where
both fp_rate and fn_rate optimal. Thus, both higidit debtors and low unpredicted losses

criterions are almost reached.

In the second module, we investigate the underlyimgumstances of the main
classifier decision mechanism. For rule-extracpompose, we use a neural rule extractor
which successfully reveals that under which coodgia credit applicant is classified as

good.
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In probability of default estimation module, we pose a cascaded MLP model
which is followed by boosted logistic regressiomglstic regression is applied on MLP
results. Thus, the success of MLP to acquire trderiying information is also added to
the PD estimation model. According to the experiteetone, cascaded MLP-LR model
outperforms classical LR model. On the other hdhe,resulted PD values could not be
used directly as real PD values hence a calibrgittase is added into the third module

with five per cent of portfolio default average @sgption.

In the last module, we focus on scorecard developmhich segments customers
into risk-related groups according to their calibdaprobability of default values. Our
proposed model is able to produce a scorecard wddokists of a predefined number of

customer segments.

When we compare our proposed model with otheredlatudies, we see that our
proposed model covers most of the credit risk amslgomain’s needs that any of other
studies has covered. Also, we see that our propoeekEl produces better results in term
of probability of default estimation and outperfarthe classical model stated in other
studies. On the other hand, SME behavior changddifiarent countries according to
economical, regional, cultural and sector-spediiiferences. For this reason, we could not

validate other model with any of other countriesESt¥atabases.
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