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ABSTRACT

PARALLEL AAA AND MOBILE IP REGISTRATION FOR HIGH

PERFORMANCE AND SCALABLE MOBILE ROAMING

 An important part of the communication technology currently depends on the

wireless networking. With the increase in the connectivity needs, many types of wireless

technologies have been deployed to ensure the coverage of the living areas using short and

long range networks. Due to the access needs for efficient and continuous connectivity,

interoperability became a very important issue. Mobile IPv4 is a well accepted protocol,

standardized by IETF for such needs. Mobile IPv4 enables a wireless node to move from

one infrastructure to another without disrupting the end-to-end TCP communication.

Almost all IP based wireless technologies that are already developed or under development

aim Mobile IP support.

  Support for Authentication, Authorization and Accounting (AAA) architectures are

also included in latter Mobile IP standards. IETF draft standard “RADIUS Mobile IPv4

extensions” defines new attributes and methods to provide AAA support for Mobile IPv4.

This standard defines new interactions before starting the Mobile IP registration between a

mobile node and RADIUS servers. The preliminary RADIUS server interactions increase

the overall time needed for Mobile IP with RADIUS registration significantly.

 In this thesis work, a new solution, named “Parallel AAA and Mobile IP

Registration” is proposed to decrease the communication overhead associated with

preliminary RADIUS server interactions. In the proposed solution, the existence of pre-

established Foreign Agent - Home Agent security associations are assumed. A simulation

model of the proposed solution and the RADIUS Mobile IPv4 extension standard is

developed to compare their overall registration time performance. The simulation model

also provides a scalability analysis of overall registration time. It is also shown that the

proposed solution performs better under various communications link and server hardware

settings.
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ÖZET

YÜKSEK PERFORMANS VE ÖLÇEKLENEB R MOB L DOLA IM N

PARALEL AAA VE MOB L P KAYIDI

 Günümüzde kablosuz ba lant  teknolojileri ileti imde önemli bir yere sahiptir.

Kullan lar n daha h zl , daha yayg n ve kesintisiz ba lant  talepleri, bu alandaki

çal malar n h zla artmas  ve ilerlemesini sa lad . Sonuç olarak, kullan lara hizmet

vermek üzere kurulan ve kullan lan bir çok farkl  altyap  ortaya ç km r. Bu farkl

altyap lar  kullan rken, ortak desteklenen bir sistem ile kullan n altyap  türünden

ba ms z olarak sürekli ba  kalmas  sa layacak bir teknoloji ihtiyac  do mu tur. Bu

sorunlara kal  çözüm bulmak için bir çok model geli tirildi ve hala geli tirilmektedir.

Mobil IP bu modeller içinde s yr lan ve IETF taraf ndan standartla p kullan ma aç lan,

sektörde ve akademide kabul görmü  bir protokoldür. Mobil IP, kullan n aktif TCP

baglant lar  ba tan kurmas na gerek b rakmayacak ekilde IP tabanl  her hangi iki a

aras nda, altyap dan ba ms z bir ekilde dola mas na olanak sa lar.

Son kullan  ve servis sa lay  aç ndan kullan labilirli ini ve esnekli ini

artt rmak için Mobil IP ile AAA ileti imi entegre edilmi tir. AAA protokülün deste iyle

kimlik denetimi, ilgili anahtarlar n da  ve muhasebe için data toplanmas  mümkün

olmaktad r. Fakat AAA entegre edilmi  Mobil IP'de yeni bir oturum açmak için gereken

zaman, Mobil IP kay  öncesinde AAA mesajla malar  gerçekle mesi gerekli

nd ndan önemli ölçüde artm r.

Biz bu çal mada ilgili AAA ve Mobil IPv4 ileti imlerini paralel gerçekle tirerek

yeni bir çözüm önermekteyiz. Bu önerimizde AAA ve Mobil IPv4 standartlar

bozmadan, yeni bir oturum açmak için gereken zaman  k saltmaktay z. Bu tezde

önerdi imiz çözümün analatik olarak incelemesi sunulduktan sonra servis sa layacalar n

kullanaca  alt ve üst yap ya uygun parametrelerle yapt z simulasyon çal malar n

sonuçlar  gösterilmektedir. Önerdi imiz çözüm, kay t zaman  olarak daha iyi performans

sergilemekte ve ölçeklenebilirlik aç ndan u an kullan lan standard’a gore yak n ve daha

iyi artlar sunmaktad r.
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1.  INTRODUCTION

Communication and freedom are among the basic instincts and primary needs of

the humankind. These basic needs gave rise to continuous rapid advancements in the

technologies related to the communication area. Just fifty years ago Public Switched

Telephone Networks (PSTN) started to be implemented around the world. It provided

necessary infrastructure for the basic need of communication. But it did not brought much

convenience in communication. When thirty years past over the initial PSTN deployments,

first GSM specifications were published. With the developments in wireless technologies,

more freedom in communication has been achieved. We became able to communicate

when we are mobile and became more accessible. Today, we see that our needs have

changed. Consumers want to be connected to the rest of the world at any time, with high

capacity of transmissions, without interruption and at the most reasonable price possible.

After many years of rapid developments and deployments in this field, we now reached to

a very diverse communication infrastructures and technologies that are all simultaneously

in use. Moreover, there are still numerous ongoing developments in communication

technology that is going to bring faster, better exchange of information but also different

standards and structures. This diversity has brought about the need for the connectivity of

these various infrastructures. That is why, the interoperability and roaming constitutes two

of the hot networking topics of our age.

We expect to continue to have the co-existence of different communication

technologies. We will basically have wired and wireless communication technologies and

there will be many fractions in these technologies. In recent years most of the new

technologies have been developed with the idea of co-existence with current solutions.

This natural behavior of evolution improves the deployment speed of developments. It

brings the freedom to use a new solution without completely abandoning the old one.

Choosing the cheapest or the best fitting product for our needs is a gift of diversity.

But this mixture of technology has also negative side effects. In order to reach a certain

level of uninterrupted connectivity we must have the capacity to interoperate through

various infrastructures. Transitions in these roaming processes must occur in real time and
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with insignificant delay. In order to deal with this interoperability and roaming

requirements, some solutions have already been designed and developed. As one of the

solutions, Mobile IP is a well known and accepted protocol which is supported by many

infrastructures, standards and products that are currently in the development process or are

already in use. Today, most of the deployed technologies like WIMAX, 3G and most of IP

networks support Mobile IP. It is an open standard defined by the Internet Engineering

Task Force (IETF) that allows a mobile user (MU) to keep the same IP address, stay

connected, and maintain the ongoing applications while roaming between different IP

network domains [1].

The main idea of Mobile IP is to enable a mobile node to move freely from one

connection point to the Internet to another without disrupting the TCP end-to-end

connectivity [2]. It provides an efficient mechanism for mobility support within the

Internet [3]. One of its strengths is the backward compatibility. The fundamental

assumption behind the development of Mobile IP was backward compatibility with the

existing Internet infrastructure based on TCP/IP protocol suite which was originally

developed for fixed networks [4].

In order to make it more practical and integrable to current operator environments,

support for authentication, authorization and accounting (AAA) protocols such as

RADIUS were added to Mobile IP standards [6]. However, using Mobile IP with AAA

protocols also has some critical disadvantages. With the addition of new preliminary AAA

authentication messaging, the overall registration time of Mobile IP increased significantly.

In this thesis, we provide a solution, namely “Parallel AAA and Mobile IP

Registration”, to decrease the communication overhead caused by RADIUS integration to

Mobile IP. In our proposal we used the fact that the RFC 2977 [7] stated: the primary

reason for the communication cost in Mobile IP is the time required for communications of

widely separated nodes. It is also stated in several studies that inter-domain

communications, which are the long distance communications, are the main reasons for

delay in overall Mobile IP registration [8]. Our solution significantly decreases the inter-

domain communication delays by defining a parallel AAA and Mobile IP communication

scheme.
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We identify requirements of sequential Mobile IP with AAA and show that these

requirements can be fulfilled by other methods and/or business models. We present the

proposed structure and state how exceptional cases can be handled. An analytical model is

presented to compare theoretical performance evaluation of current approach and proposed

solution. We define a simulation model and run numerous simulations on various link,

hardware scenarios. We analyze the simulation results in terms of registration speed,

scalability pattern and show that our proposed solution is outperforming current practice.

Moreover, we discovered that server dedication is not best Mobile IP deployment choice.

Instead, current AAA structures can be used to gain better performance. In our opinion,

this finding can provide valuable contribution to business decisions at new Mobile IP

deployments.

The remaining part of this thesis is organized as follows:

 Chapter 2 describes the Mobile IP protocol and RADIUS support for it. Brief

details of both protocols are presented in this chapter. In addition, currently available

solutions for the registration delay problem are categorized and explained.

In Chapter 3, we describe our proposed solution “Parallel Mobile IP with

RADIUS”. Our proposed messaging sequence of Mobile IP with AAA is also explained.

Certain assumptions that we made is stated and the feasibility of these assumptions is

discussed.

In Chapter 4, an analytical model is defined for the proposed solution. We

investigate the performance results of proposal and current approach analytically. The

comparison and discussion of the performance results are also presented.

In Chapter 5, simulation analysis for Mobile IP with AAA is presented. We provide

the simulation model and simulation environment for our proposal and current approach.

We explain various link and hardware settings that are used in the simulations and

conclude the chapter with presenting simulation results and their discussions.
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Chapter 6 concludes this thesis by summarizing our findings and presenting further

potential improvements of this work.
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2.  OVERVIEW OF MOBILE IP WITH AAA

As we explained in Introduction section, Mobile IP is a standardized Internet

Engineering Task Force (IETF) protocol [3]. Its main objective is to provide mobility and

keeping end-to-end TCP connectivity while clients are roaming between different networks

and/or infrastructures. In this section we firstly introduce Mobile IP in detail and then

present Mobile IP with RADIUS. In the last subsection we will give related works on the

subject.

2.1. Overview of Mobile IP

Mobile IP mainly consists of registration and tunneling processes. Each mobile user

has a public global IP called Home IP Address (HoA). All messages sent to the mobile

user are destined to his HoA. But HoA is actually handled by an interim node called Home

Agent (HA). HA is responsible for keeping users current locations which are called Care-

of Address (CoA). When a mobile user connects to a new network, it is responsible to

update CoA through Mobil IP registration processes. That is how users store their up-to-

date location information in HA. When a packet arrives that is sent to HoA, HA tunnels the

packet to the Care-of Address of corresponding user. At the other side of this tunnel,

another node called Foreign Agent (FA) or mobile user (Mobile Node) itself reside. When

users are assigned a new private IP address by the networks they are connected, this

information must be kept in some interim node. FA is responsible for keeping this CoA –

private IP relation. It handles packets destined to CoA, de-tunnels and delivers original

packets to corresponding mobile user. If FA does not exist, for example in case where

Mobile Node can have a public global IP by a DHCP server, then Mobile Node (MN) must

carry the role of de-tunneling by itself. In that case CoA must be a public IP that is

accessible directly by HA.

Figure 2.1 illustrates a host messaging with a MN. Mobile IP messaging between

users consists of following steps: A host sends a message to HoA of MN. HA tunnels this

message to CoA of MN. FA de-tunnels and sends the packets to MN Private IP. After

receiving the packets, MN sends its response to FA, which behaves as gateway for MN.
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FA can tunnel response to HA or send it to the host directly. This choice is a matter of

performance-security trade-off, but we will not go into detail of this in our work.

Figure 2.1. Mobile IP messaging between a Host and a MN

Since a mobile user must inform HA about its current location (CoA), when MN

goes into a new network and takes a new CoA, it has to initiate a registration process for

sending its new CoA to HA. Figure 2.2 illustrates the Mobil IP registration process for a

MN. Registration process consists of the following steps: Upon receiving FA

advertisement, MN joins to network and creates a Registration Request. FA processes the

request, put the MN to pending list and relay the request to HA. HA authenticates the

request with the Mobile Security Association (MSA). If HA authentication is successful,

HA changes the recorded CoA, creates a Registration Reply and sends it to FA. FA

processes the reply, if result is success, puts the MN in active user list and relays the

response to MN.
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Figure 2.2. Mobile IP registration steps

2.2. Overview of Mobile IP with RADIUS

The basic Mobile IP standard [3] lacks crucial properties such as key distribution

and support of accounting structures. On the other hand, authentication, authorization and

accounting (AAA) systems are well accepted and widely deployed solutions that provide

these properties. An integration standard released in 2000 [7] to define Mobile IP

requirements of AAA. By using that integration standard, extensions [6, 9] developed for

AAA protocols RADIUS and DIAMETER. The extension standards do not imply basic

changes on AAA protocols rather the use of these protocols with Mobile IP is defined.

To combine Mobile IP with RADIUS, an AAA authentication step has been

defined before the Mobile IP registration step [6]. Foreign Agent first checks if the user

can be authenticated, then communicates with Home Agent to register Mobile Node’s

Care-of Address. If no Mobile Secure Association (MSA) exists between HA and MN,

then HA consults the Home AAA (HAAA) to have proper MN-HA key and nonces for

creating Mobile Node – Home agent (MN-HA) MSA.
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Figure 2.3. Mobile IP with RADIUS authentication and registration steps

Figure 2.3 illustrates Mobile IP with RADIUS registration which consists of the

following steps:

i) MN sends Registration Request (RRQ) to FA.

ii) FA creates a RADIUS Access Request message (AReq) to its AAA server

(FAAA) with the data it took from RRQ.

iii) If FAAA doest not have information about the MN it forward request to

HAAA.

iv) HAAA authenticates MN. It creates RADIUS Access Accept/Deny message

(ARep) and sends it back to FAAA.

v) FAAA forwards the ARep to FA.

vi) If HAAA/FAAA sends accept message to FA and confirm that MN is

authenticated, FA relays the RRQ created by MN.

vii) After receiving RRQ, HA sends AReq to HAAA to authenticate MN and take

necessary key and challenges to create MSA.

viii) HAAA sends corresponding Access Response to HA.

ix) HA authenticates the registration request of MN, creates and sends Registration

Reply (RRP) message to FA.

x) FA processes RRP and forwards it to MN.

FA FAAA HAAAMN

(i) RRQ
(ii) AReq.

(iii) AReq.

(iv) ARep
(v) ARep.

HA

(x) RRP

(vi) RRQ

(viii) ARep

(ix) RRP

(vii) AReq.
RRQ - Registration request
RRP - Registration reply
AReq – Access request
ARep – Access response
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2.3. Related Work

Although fast registration is an essential property, overall registration time is

increased significantly with the integration of RADIUS to Mobile IP. This drawback, i.e.,

the delay in registration time has been a hot research topic. There have been numerous

studies and proposed solutions for this problem. Most of the studies attacked to the main

reason of the delay; the inter domain communication time. As the initial specification of

AAA integration standard [7] foresaw and the theories and simulations proved [8],

communication delay between foreign network and home network creates the main part of

overall registration delay. Because the Mobile Security Association resides between

Mobile Node and Home AAA, the registration communication will be between foreign and

home domain. Solutions to this problem are centered on either completely removing the

necessity on the inter-domain communication or decreasing the number of steps in the

communication by new cryptographic operations [19, 20] and/or trust relations [12] and/or

hierarchical AAA positioning [10, 11]. Furthermore, some of the solutions are effective at

first authentication attempt, while others provide the best solution at second and later

authentication attempts. We can mainly categorize all these diverse approaches according

to their addition to the current Mobile IP with AAA structure. Namely, we can categorize

the solutions as the one that use hierarchical systems and that use cryptographic systems.

2.3.1. Using Hierarchical Systems

 One of the basic approaches to decrease the registration delay is to create

hierarchical AAA servers. Creating a Broker infrastructure by using USIM protocol is a

way to achieve this goal [10]. In this solution a Broker is thought as an interim AAA server

with some features added. When a Foreign AAA server wants to authenticate a client, it

sends its request to a Broker AAA. Broker AAA communicates with Home AAA and

attains some challenge-response pairs for further requests. At the next login attempt,

Broker AAA uses these challenge-response pairs to authenticate the client. By

geographical and hierarchical distribution of Broker AAAs, shorter authentication paths

can be achieved. Hence, the rate of MN requests that requires inquiry of geographically

distant, Home AAAs will be decreased.
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 A similar approach depends on creating securely associated, hierarchically adjacent

Foreign AAA servers [11]. As with the broker-based infrastructure this solution also

speeds up the second authentication process of the MN registration. When a user is already

authenticated through a Foreign AAA server, if a new Foreign AAA server is used at next

login attempt, the new Foreign AAA communicates with the former instead of

communicating with Home AAA server as shown in Figure 2.4. This solution provides a

similar AAA formation as the broker infrastructure do as described above. By

geographically shortening authentication path, this solution speeds up the overall

registration process.

Figure 2.4. Normal communication path and new communication path.

 Donghai et al. defines a hierarchical Mobile IP structure that uses Foreign Agent

network with necessary security associations between FAs [12]. With the help of the

specialized Foreign AAA server, Foreign Agent is able to create a trust relation among

each other. When a client connects to any FA, the new FA find outs the former FA and

request the formers one to tunnel the incoming packets. With this approach, fast mobile

movements are expected to cause less packet loss.
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2.3.2. Using Cryptographic Systems

Researches on AAA cryptology in Mobile IP basically investigate better key or

nonce exchange mechanism to achieve scalable, secure structures and less inter-domain

communication. Some of the works on this subject focus on increasing integrity,

anonymity of communications while decreasing cost of key exchange mechanisms. On the

other hand, few researches investigate new cryptographic deployments for decreasing

inter-domain communications.

To increase scalability of key exchange mechanism and to improve security

features Certificate-based Key Infrastructure (CA-PKI) [13, 14, 15, 16] solutions had been

proposed. Idea of using CA-PKI is creating scalable networks in terms of key derivation

and distribution. As initial IETF draft [13] stated if pair of keys used for each pair of

nodes, node keys required will be N(N-1)/2 for N nodes. For a large network, creating and

distributing these keys will not be feasible. Instead of on demand key distribution

approach, with the help of trusted third parties like Certificate Authorities (CAs), necessary

security associations can be created by using CA-PKI.

With similar concepts, Identity-based key mechanisms [17, 18, 19] had been

proposed by some researches. Identity-based mechanisms aim to reduce the intensive

computation requirement of CA-PKI. It also helps creating anonymity in public key

structure by separating user identity and public key [18].

Although these mentioned cryptographic infrastructures improve the security, in

mean time increase cost of computation, most of them had little intention on speeding up

registration process of Mobile IP. There are other researches that are focusing to this issue.

One of the common approaches of these studies is making Foreign AAA end point of

authentication as long as it can be.  Creating long life time keys by re-using session keys

[20] and applying a new key cryptology that enables inter-domain authentication are

examples of this approach. Both researches provide faster second or latter authentication

process.  Creating long life time keys lets Foreign AAA to authenticate same user multiple

times without communicating with Home AAA for a long time. One of the main

drawbacks of this concept is security concerns. It is foreseeable that a key that do not
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expire for a long time period can create a security hole in whole system. On the other hand,

in [20] after the first registration, the Foreign AAA proposed to replace Home AAA. In

their proposed commitment scheme, Foreign AAA cannot reveal key information.

Moreover, by keeping some pairs of keys, FAAA is still able to produce necessary

information to authenticate user.
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3.  OUR PROPOSED SOLUTION: PARALLEL MOBILE IP AND AAA

REGISTRATION

As we noted before, the initial specification of AAA integration standard foresaw

that communication delay between foreign network and home network constitutes the main

part of overall registration period [7]. Moreover, simulation studies on the Mobile IP with

AAA registration performance prove this idea [8]. In the previous section, we summarized

some of the research studies on the subject. Most of the solutions target a faster

authentication mechanism for the second and latter registrations by introducing new trust

relations or cryptographic operations. On the other hand, in this thesis we provide a

solution that also speeds up first registration attempt as well as latter attempts.

In our proposal we try to overlap inter-domain communications and run AAA and

Mobile IP registration simultaneously. Overlapping these two long periods of

communications can dramatically speed up overall registration process. We worked on the

IETF draft that defines RADIUS extension for Mobile IP [6] and investigated the

requisites of sequential communications and try to find out if these requisites can be

fulfilled in other ways. We figured out that parallel processing does not break AAA and

Mobile IP structure individually. The original standard [6] does not bind these two

protocols. In fact it requires Mobile IP and AAA protocols to run independently one after

another. Moreover, AAA registration process does not submit any user data to FA to start a

registration process. FA is able to run independent of AAA communication but in this case

HA may not trust FA. The only operational dependency between AAA and Mobile IP

registration is creating FA-HA Mobile Security Association which requires AAA to run

before Mobile IP. Authentication and registration both occur with pre-established HA-

HAAA, MN-HAAA Mobile Security Associations and a dynamically created FA-HA

Mobile Security Association. If we can justify that there can be also be a pre-established

security association between FA and HA, then it is theoretically acceptable to run Mobile

IP registration and AAA authentication in parallel.
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3.1. Proposed Structure

Figure 3.1. Parallel authentication and registration steps of proposed solution

Our proposed solution does not imply fewer communications steps. There are still

10 steps of communication as it is defined in draft standard [6] but in our solution some of

the steps occur simultaneously enabling time saving. Moreover, no change is required in

the packet contents in our solution, and hence, the same packet structure is used which is

defined in the draft standard. As illustrated in Figure 3.1, the proposed simultaneity starts

at step (2) where FA does not wait Access Reply before starting Mobile IP Registration.

The sequence of the proposed solution is as follows:

i) MN sends Registration Request (RRQ) to FA.

ii) FA creates an RADIUS Access Request message (AReq) based on the

information from RRQ and sends it to AAA server (FAAA).

iii) At the same time with step (2-a), FA relays RRQ to HA.

iv) If FAAA doest not have information about the MN, it forwards the request to

HAAA.

v) At the same time with step (3-a), HA sends AReq to HAAA to have the

necessary key and challenges for creating MSA.

FA FAAA HAAAMN

(i) RRQ
(ii) AReq.

(iv) AReq.

(vi) ARep

(viii) ARep.

HA

(x) RRP

(iii) RRQ

(v) AReq.

(vii) ARep

(ix) RRP
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vi) HAAA authenticates MN, creates RADIUS Access Accept/Deny message

(ARep) and sends it back to FAAA.

vii) At the same time with step (4-a), HAAA sends the corresponding Access

Response to HA.

viii) FAAA forwards the ARep to FA.

ix) At the same time with step (5-a), HA creates Registration Reply (RRP) message

and sends it to FA.

x) FA relays Registration Reply (RRP) message and sends it to MN.

3.2. Compatibility of Proposed Structure

The proposed solution does not enforce any major changes that would conflict with

the current standard. The major operational change among network nodes will be at

Foreign Agent. Home AAA, Foreign AAA, Home Agent, Mobile Node will behave as

usual. But there are some cases where the proposed system may cause a different resultant

CoA to be kept in Home Agent when parallel communication breaks. In this subchapter,

our justifications for assumptions, cases where the proposed solution results different CoA

to be kept in HA and possible drawbacks of the proposal is covered.

3.2.1. Foreign Agent  Home Agent Mobile Security Association

The main assumption of the proposed solution is establishment of Foreign Agent –

Home Agent security association prior to the registration process. This assumption has no

compatibility conflict with the current practice of Mobile IP since the base standard [6]

does not force FA to request a FA-HA MSA to be created. When FA creates a request to

FAAA it may or may not ask an association to be created by setting appropriate flags.

On the other hand, practicality of key exchanges to create this MSA must be

discussed. In daily usage of Mobile IP, we expect operators to not let any unknown FA to

access their infrastructure. Current network security solutions will cause requests from

unauthorized FA to be silently discarded. We do not expect operators to let an unknown

FA to send IP packets to HA that will possibly reside in operator data warehouse. This idea

drive us to believe that before an operator give service to a foreign network, owner of this
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foreign network will have to get in touch with the operators. Probably after some contract

been signed, operators will let FAs to give Mobile IP service. We believe that key

exchanges can be done through this initial offline communication. A FA-HA MSA can be

generated by assigning some key pairs to FA and HA and giving the necessary key to FA

owner.

Moreover, plenty methods or business models can be designed to achieve this trust

relation. For example, zero-touch FAs that are distributed by the operators which contain

pre-entered keys can be a solution for this offline MSA creation. Developing software

solutions for FAs to periodically maintain key exchange with the operator can be another

approach. More solutions can be devised that enables the mentioned trust relation.

3.2.2. When Parallel Communications Broke

Our system may need to have an additional step for the case that FA does not start

the Mobile IP registration for some reason, although there is a successful AAA

authentication. In illustration of current practice at Figure 2.3, this corresponds to not

starting (6) although (5) result in success. This is not a drawback for roaming cases, since

in either way the client will not be able to connect to the new network. In the current

approach or the proposed one, roaming will not occur due to FA rejection. For such a case,

in current practice the FA have chance to not start Mobile IP registration although there is

a successful AAA authentication. In our proposal, FA will be sending registration request

that will successfully register new CoA but will discard the reply or will not give service

although reply is a success. There will be a difference in resultant states between the

current practice and our approach. In our approach this special case ends with a change in

CoA, however, CoA remains same in current practice.

 Change in CoA does not create a practical problem, since client will not be able to

use Mobile IP due to FA rejection in either way. In the next registration attempt, CoA will

be showing new registered value and both approaches will be in same state of CoA. For

any further concerns, FA must inform HA to revert the change made. We think that

currently there is not a practical need for such an extra action. But if needed, we foresee

that, this can be handled by some extra messaging and buffering.
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3.3. Possible Security Drawbacks of Proposed Solution

For the cases where AAA rejects the request, FA will be already sent the messages

to HA and start Mobile IP registration. This will not be a security leak because HA, before

changing HoA, first authenticates MN through HAAA communication as shown in Figure

2.3 as Step 7 and 8.  If FA has an authentication fail reply from FAAA servers, we expect

HA to have same fail reply from HAAA servers. Therefore, FA will have Mobile IP

Registration Deny from HA and Authentication Deny from FAAA at the same time. In this

case, FA can simply forward the RRP to notify MN about result, while still not letting the

node to access network due to AAA authentication deny.

Our base assumption is that there can be a pre-established Foreign Agent – Home

Agent security association. This idea can have practical difficulties as we mentioned

earlier. From the security perspective, by considering the currently accepted pre-existing

associations like HAAA-MN or HAAA-HA, we do not think that assuming one more

association to pre-exist will significantly weaken the security infrastructure.

In our proposal, the key step is the Foreign Agent’s parallel Mobile IP and AAA

registration request. For any reason if client’s registration request fails, our solution will be

wasting nearly two times more resource compared to the original structure because of the

unnecessary Mobile IP messaging. This can cause flood attacks to be more effective.  For

the current practice there is only one communication path to be flooded FA-FAAA-HAAA

with wrong authentication information. In our structure there will be two communication

paths FA-FAAA-HAAA and FA-HA-HAAA-HA-FA. That means, there will be almost

two times more communication capacity loss due to unnecessary messaging. We think that

this security drawback is tolerable because messaging cost of Mobile IP with AAA is in

ignorable amount when compared to the current link capacities deployed in the operator

infrastructures.
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4.  ANALYTICAL PERFORMANCE ANALYSIS OF PROPOSED

SOLUTION

 We explained current practice and the proposed solution for Mobile IP with AAA

in earlier chapters. In this chapter, an analytical model is defined for the proposed solution.

We provide analytical performance results of the proposal and current approach. The

comparison and discussion of the performance results are also presented.

Transmissions, which occur between two network nodes who reside in same

network or adjacent networks, are called Inner-domain communications. Whereas inter-

domain communications refer to transmissions that occur between two network nodes that

does not reside in same or adjacent networks. Foreign Agents and Mobile Nodes are

assumed to be in same networks. Therefore, messaging between them is categorized as

inner domain communications. On the other hand, Home AAA server is placed in the

operator data house which is probably multi-hop away from FA. Therefore, messaging

between them is categorized as inter-domain communications. Full list of this classification

can be found in Table 4.1.

Table 4.1. Classification of each communication pair in the Analytical Model

Inner Domain Communications Mobile Node - Foreign Agent,

Foreign Agent - Foreign AAA server,

Home AAA server - Home Agent

Inter Domain Communications Foreign Agent - Home Agent,

Foreign AAA server - Home AAA server

To propose an analytical model, we assume that there is no saturation or scalability

problem in the network nodes, such that, all nodes accepts and processes each request

without any delay. Furthermore, we assume that each inner-domain communication has

equal transmission time and each inter-domain communication has equal transmission time

in the proposed analytical model. If we compare transmission speed of current backbone

infrastructures to small packets of RADIUS and Mobile IP communications, we can
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conclude that size of these small packets do not affect transmission speed. Therefore, we

discard the difference in packet lengths of each messaging and assume that a fix packet

length can be used in the proposed model.

4.1. Analytical Model for Mobil IP and AAA Communications

In our analytical model, a simple network that has one Mobile Node connected to a

Foreign Agent that is connected to a Foreign AAA server and a Home Agent is used. Both

Home Agent and Foreign AAA server is connected to a Home AAA server as illustrated in

Figure 4.1.

Figure 4.1. Network graph of the analytical model.

We assign X units of transmission time for all inner domain communications and Y

unit of transmission time for all inter domain communications. Figure 4.2 illustrates

resultant transmission times on the network graph.

MN

FA

FAAA

HAAA HA

HA – Home Agent
FA – Foreign Agent
MN – Mobile Node
FAAA – Foreign AAA
HAAA – Home AAA
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Figure 4.2. Network graph and communication costs.

4.2. Analytical Performance Evaluation of Both Approach

Current standard defines following communications to occur sequentially (Figure

2.3): MN-FA, FA-FAAA, FAAA-HAAA, HAAA-FAAA, FAAA-FA, FA-HA, HA-

HAAA, HAAA-HA, HA-FA, FA-MN.

If our transmission assignments are applied, this sequential communication has an

overall registration time of: xt  + xt  + xt + yt  + yt  + yt + xt  + xt  + yt + xt  = 6 xt  + 4 yt

Proposed system, on the other hand, has simultaneous communications except in

steps (i) and (vi) illustrated in Figure 3.1. The communication splits in to two parallel

messaging branches at step (i) and branches unifies at step (vi). FA-HA, HA-HAAA,

HAAA-HA, HA-FA communications constitutes first branch. FA-FAAA, FAAA-HAAA,

HAAA-FAAA, FAAA-FA communications constitutes second branch. If our transmission

assignments are applied, it is found that both branches have 2 xt  + 2 yt overall time. If we

add MN-FA (i) and FA-MN (vi) steps, overall communication become 4 xt + 2 yt .

X

X

X

YY

HA – Home Agent
FA – Foreign Agent
MN – Mobile Node
FAAA – Foreign AAA
HAAA – Home AAA

MN

FA

FAAA

HAAA HA
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Setting xt  and yt  to 1 unit time and increasing yt  will yield performance graph

presented in Figure 4.3. As we can see when yt  value is 6 times larger than xt , overall

registration time is doubling in the current practice when compared to the proposed

solution.

Figure 4.3. Overall registration time versus unit time.

Performance gain of the system can be defined as the current solution overall

registration time divided by the proposed solution overall registration time.  If our

transmission assignments are applied, gain is found 6 xt +4 yt / 4 xt +2 yt .

Performance gain of the proposed solution = 6 xt +4 yt / 4 xt +2 yt (4.1)

 If we assign xt  and yt  to 1 unit time and increase yt  while keeping xt  constant,

gain graph, as illustrated in Figure 4.4, is found.

If inter-domain transmission time ( yt ) increases, inner-domain transmission time

( xt ) becomes more negligible. By simplifying negligible xt , the Equation 4.1 becomes

4 yt /2 yt =2. Figure 4.4 also proves this; with the increase in yt , gain value tends to reach 2.
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Therefore, best performance gain is occurred when inter-domain transmissions time is

larger than inner-domain transmission. We expect this to be the general case due to

definitions of domain communications as we explained earlier.

On the other hand, when all transmission times assumed to be equal, resultant gain

will be 10/6=1,67. Therefore, even the inner and inter communication times are at similar

values, registration speed is improved 67%.

Figure 4.4. Gain of proposed approach.

By an analytical performance measure, we presented that the proposed solution is

outperforming the current practice. Especially, when inter-domain communications are 6

times slower than inner-domain communications, the proposal provides 2 times faster

registration speed.
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5.  PERFORMANCE ANALYSIS OF PROPOSED SOLUTION WITH

SIMULATION MODEL

As stated in the beginning of Chapter 4, to provide an analytical model, we have to

have certain assumptions, such that, no load exist on network nodes. Due to these

assumptions and simplifications, an analytical model cannot provide a scalability analysis.

However, in practice, capacity limits will cause delays, loads on the nodes can affect

performance and saturations can occur. Therefore, scalability is one of the main concerns

in real deployments.

In this chapter, for analyzing the proposed solution in terms of scalability and

registration time, we provide a simulation analysis. The analysis presents more precise

performance results in a more realistic, fluctuating environment. Firstly, the simulation

model than simulation environment that we implement our model is described. This

chapter is concluded by results of the analysis and discussion of the findings.

5.1. Simulation Model of Mobile IPv4 with Radius

Incoming Mobile Nodes are dynamic entities of the model. Rest of the network

nodes are resource entities. Pre-assigned and constant link speeds, packet lengths and

process time cost are used. Therefore, a discrete simulation model is provided.

In the model, each resource entity behaves as a First in First out (FIFO) queue.

Further detail of the queuing system is handled by simulation tool. Each process (Mobile

IP jobs) is defined in section 5.1.3. At same section, detail of the Mobile IP jobs is

provided with the list of the cryptographic operations occurs in the processing of the jobs.

In section 5.1.4, base processing cost of each Mobile IP job is found by multiplying

cryptographic operations of them to the reference time values presented for the defined

hardware architecture in section 5.1.2. Other operations on entities, such as a database

search at AAA servers, are not considered in simulation study.
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 In the model, number of all network nodes except Mobile Node is predefined. In

section 5.1.1, network graph and distribution of nodes over network is presented.

Movements of Mobile Nodes are not directly subject of this thesis. Therefore, Mobile

Nodes assumed to be stable. For further analysis on the result, in section 5.5.1, an

empirical data that define a cell residential time is provided. The case where Mobile Node

cannot be authenticated or Foreign AAA servers have cached information about Mobile

Node is not considered in simulation study. It is assumed that MNs provide valid

credentials and do not need to re-authenticate through same FAAA. Foreign AAA servers

assumed to not have early information about Mobile Node, such that, a proactive behavior.

Primary events in the model; are start of a Registration Request (RRQ) made by a

new Mobile Node and arrival of a Registration Reply (RRP). Sequence of secondary

events depends on the Mobile IPv4 approach that is simulated. It varies between current

approach and proposed solution as explained in subsections 5.1.5 and 5.1.6.

Network nodes; Foreign Agent, Home Agent, Home AAA server, Foreign AAA

server is our resource entities. They are assumed to have infinite queue length to simplify

the analysis of loads exercised by requests.  Assumed job processing times for each node is

provided in subsection 5.1.3.

 Main performance measure is overall registration time for a Mobile Node which is

defined as the time period between Registration Request and Registration Reply. Secondly,

bottlenecks points and scalability patterns are presented.

5.1.1. Defining a Simulation Network Model from a Possible Service Provider

Network

It is assumed that the Mobile IP infrastructure of a service provider consists of

many geographically separate networks. We group and name these networks as “Foreign

Operation Center”, “Local Operation Center” and “Foreign Networks” as illustrated in

Figure 5.1. Foreign Operation Centers are the networks where service provider locates at

least one of their AAA servers (Foreign AAA) for domestic use. As we explained before,

Foreign AAA servers is used to speed up next authentication of a subscriber and their
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existence is not obligatory in terms of Mobile IP standards. Local Operation Center is the

core data-house of a service provider. All of the user information stored here with the

powerful Home AAA servers and Home Agent servers. Foreign Networks consists of a

Foreign Agent and some Mobile Nodes connected to it. They may or may not be correlated

with a near Foreign Operation Center. A Foreign Agent can be any kind of active network

device whose computational power varies from a wireless access point to a router.

Figure 5.1. An example Service provider network.

This network structure is further simplified for integration to the simulation model.

We consider small part of the provided big picture. In the simplified network, illustrated in

Figure 5.2, existence of a Main Operation Center with one high-performance Home AAA

and Home Agent server is assumed. Furthermore, a group of Foreign Networks and one

Foreign Operational Center is defined.
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Figure 5.2. Simplified picture of the service provider network.

As last step, we searched similar network models used in Mobile IP with AAA

simulation studies [8] and tuned our node numbers accordingly. Our proposed simulation

network model, illustrated in Figure 5.3, consist of one Home AAA server connected to

one Home Agent, one Foreign AAA server and ten Foreign Agents. Each FA connected to

a Mobile Node generator. Mobile Node generator creates increasing number of Mobile

Nodes and connects it to corresponding FA. Number of MN created is not limited.

Furthermore, generation rate of new MN is increased one per second. In chapter 5.2 we

will further explain our simulation environment.

5.1.2. Referenced Computational Costs

As it is explained earlier, for each Mobile IP job there is a constant base

computation cost. This cost is found by multiplication of cryptographic operations that

occur in corresponding network node and reference time values for each operation in the

given hardware architecture.
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Figure 5.3. Presentation of the simulation network.

Table 5.1. Benchmark results of main hash functions.

Algorithm MiB/Second Cycles Per Byte 128 Byte Hashing

MD5 376 6.1 0.32 µs

SHA-1 216 10.6 0.56 µs

One of the hardware benchmarks is used for finding the processing times of

cryptographic operations, such as MD5, SHA1 (Table 5.1), for a specific processor model,

namely AMD Opteron 2.4 GHz processor under Linux 2.6.18 [21]. Same processor model
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is used as a server node in the simulation environment. Packets lengths are assumed to be

1024 Bytes and data processed in each hash function assumed to operate on 128 Bytes.

5.1.3. Creating a Job Definition from each Steps of Mobil IP and AAA

Communications

We define a job, as a process computed in a network node. In this subchapter,

contents of packets sent/received through each step of Mobile IP with AAA

communications and processes done on these packets are further identified. Each Mobile

IP is presented as X=>Y, where X is the network node that processes packets to sent Y.

Figure 5.4. Messages of the original Mobile IP and Radius communication.

Packets send in each messaging step of Mobile IP and Radius is illustrated in

Figure 5.4. We further specify the cryptographic functions, algorithms used in the source

node before creating a message to send. Each computational operation found is correlated

to corresponding Mobile IP jobs.

In Message-A, Mobile IP job MN=>FA, MN forms Registration Request and

includes following attributes [6, 22, 23]:

FA HAAAMN

B

HA
HA – Home Agent
FA – Foreign Agent
MN – Mobile Node
HAAA – Home AAA

A

D

E

G
H

C

F
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• MN-HA-key-generation-nonce-request

• MN-FA-key-generation-nonce-request

• Challenge extensions

• MN-AAA authentication extension (includes MN-AAA-Authenticator and uses

pre-shared MN-HAAA key)

List of cryptographic operations in this Mobile IP job:

• MN-AAA-Authenticator creation.

In Message-B, Mobile IP job FA=>HAA, FA checks the challenge forms RADIUS

Access Request [23]:  RADIUS-Access Request {User-Name, MIP-MN-HoA, MIP-HA-IP

address, MIP-HA-ID, MIP-MA-Type, NAS-ID, MIP-MN-CoA, MIP-MN-FA_Challenge,

MIP-HASH-RRQ, MIP-MN-AAA-SPI, MIP-MN-AAA-Authenticator, MIP-feature-

vector, Message-Authenticator}.

FA may set the appropriate flags within MIP-feature vector to indicate to the

AAAH that it requires keys for FA-MN-MSA and FA-HA-MSA [22]. In our proposal we

assume that there is a pre-existing FA-HA-MSA so FA does not ask necessary keys for this

association.

List of cryptographic operations in this Mobile IP job:

• MIP-HASH-RRQ creation, as stated in section 5.2 of the draft standard [6].

• Message-Authenticator creation, to sign this transmission as RFC 2869 mandates

[24].

In Message-C, Mobile IP job HAAA=>FA, AAAH checks Message-Authenticator,

computes and compare own copy of MN-AAA-Authenticator and forms following

RADIUS Access Accept: RADIUS Access Accept { User-Name, MIP-MN-HoA, MIP-

MA-Type, MIP-HA-IP address  (If HA is being delivered by AAA),  MIP-HA-ID, MIP-

MN-AAA-SPI,  MIP-FA-HA-ALGORITHMID, Encrypted (MIP-MN-FA key),  MIP-MN-

to-FA-SPI,  MIP-FA-to-MN-SPI,  MIP-MN-FA-Nonce, MIP-MN-FA-MSA-LIFETIME,

MIP-MN-FA-ALGORITHMID, Message-Authenticator }
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MIP-FA-HA key, MIP-FA-to-HA-SPI, MIP-HA-to-FA-SPI, MIP-FA-HA-MSA-

LIFETIME are subtracted from the Access Accept because FA does not request FA-HA-

MSA due to its pre-existence. In Message-B, we do not request these values although draft

standard shows their existence [6].

List of cryptographic operations in this Mobile IP job:

• Message-Authenticator check, used for checking document integrity as RFC 2869

mandates [24].

• MN-AAA-Authenticator check, used for authenticating MN.

• MIP-MN-FA key generation, as stated in RFC 3957 [22].

• Encrypted MIP-MN-FA key, as “RADIUS Attributes for Tunnel Protocol Support”

presents [25]

• Message-Authenticator creation, to sign this transmission.

In Message-D, Mobile IP job FA=>HA, FA checks Message-Authenticator, as RFC

3957 mandates [24] then relays initial Registration Request to HA.

List of cryptographic operations in this Mobile IP job:

• Message-Authenticator check, used for checking document integrity as RFC 2869

mandates [24].

• Foreign-Home Authenticator creation, to sign RRQ transmission as requested

In Message-E, Mobile IP job HA=>HAAA, HA checks Foreign-Home

Authenticator. Creates following Radius-Access Request: RADIUS-Access Request {

User-Name, MIP-MN-HoA, NAS-ID (HA ID as per RADIUS specification), MIP-MA-

Type, MIP-HA-IP address,  MIP-FA-IP address,  MIP-FA-ID  (FA ID as per RADIUS

specification), MIP-MN-FA challenge, MIP-MN-AAA-SPI, MIP-MN-AAA-

Authenticator, MIP-FA-to-HA-SPI, MIP-HASH-RRQ, MIP-feature-vector,

Message_Authenticator}

List of cryptographic operations in this Mobile IP job:

• Foreign-Home Authenticator check, for checking document integrity of the

message came from FA.



31

• MIP-HASH-RRQ creation, as stated in section 5.2 of [6].

• Message-Authenticator creation, to sign this transmission.

In Message-F, Mobile IP job HAAA=>H, AAA checks Message-Authenticator, as

mandated in RFC 3957 [24]. HAAA checks MN-AAA-Authenticator to validate the

request and creates the MN-HA key and the corresponding nonces for MN-HA MSAs and

creates following RADIUS Access Accept: RADIUS Access Accept {User-Name, MIP-

MN-HoA, MIP-MA-Type, MIP-HA-IP address, MIP-HA-ID,  Encrypted (MIP-MN-HA

key), MIP-MN-to-HA SPI, MIP-HA-to-MN-SPI, MIP-MN-HA-Nonce, MIP-MN-HA-

ALGORITHMID, MIP-MN-HA-REPLAY, MIP-MN-HA-MSA-LIFETIME, MIP-MN-

FA-Nonce, MIP-MN-FA-ALGORITHMID, MIP-MN-FA-REPLAY, MIP-MN-FA-MSA-

LIFETIME, Message-Authenticator}.

MIP-FA-HA key, MIP-FA-to-HA-SPI, MIP-HA-to-FA-SPI, MIP-FA-HA-

ALGORITHMID, MIP-FA-HA-MSA-LIFETIME are subtracted parts due to pre-existence

of FA-HA-MSA. In Message-E we do not request these values although draft document

shows their existence [6].

List of cryptographic operations in this Mobile IP job:

• Message-Authenticator check, used for checking document integrity as RFC 2869

mandates [24].

• MN-AAA-Authenticator check, for authenticating MN

• MIP-MN-HA key generation, as stated in RFC 3957 [22].

• Encrypted MIP-MN-HA key, as “RADIUS Attributes for Tunnel Protocol Support”

presents [25].

• Message-Authenticator creation, to sign this transmission.

In Message-G, Mobile IP job HA=>FA, HA checks Message-Authenticator, as

RFC 2869 mandates [24]. The HA processes the RRQ and builds a Mobile IP registration

reply.

List of cryptographic operations in this Mobile IP job:
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• Message-Authenticator check, used for checking document integrity as RFC 2869

mandates [24].

• Foreign-Home Authenticator creation, to sign RRP transmission.

In Message-H, Mobile IP job FA=>MN, FA relays Registration reply to MN.

List of cryptographic operations in this Mobile IP job:

• Foreign-Home Authenticator check, used for checking document integrity as RFC

2869 mandates [24].

In Message-I, Mobile IP job MN=>MN, MN creates MN-HA and MN-FA keys

with incoming nonces.

List of cryptographic operations in this Mobile IP job:

• MIP-MN-HA key generation, as explained in RFC 3957 [22].

• MIP-MN-FA key generation, as explained in RFC 3957 [22].

5.1.4. Calculating the Base Processing Time for Mobile IP Jobs

In this subsection details of each cryptographic operation listed in previous section

is explained. After identifying each operation we provide total number of hash functions

used in each job and calculate the processing time for each job.

MN-AAA-Authenticator is prepared by MN as defined in Message-A. It is

recalculated by HAAA server in Message-C, Message-F. MIP-HASH-RRQ is pre-

calculated value for decreasing number of extensions.

Authenticator = MD5 (High-order byte from Challenge || Key || Value of MIP-HASH-RRQ

|| Least-order 237 bytes from Challenge)                                 (5.1)

RFC 2869 mandates usage of Message-Authenticator in every RADIUS message

signaling [24]. Sender will calculate and put it in message, receiver will recalculate the

value. It is used in message Message-B, Message-C, Message-E, and Message-F.
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Message-Authenticator = HMAC-MD5 (Type, Identifier, Length, Request Authenticator,

Attributes)                                                              (5.2)

The AAA server uses the value of MIP-HASH_RRQ to calculate the authenticator

in MN-AAA Authenticator. This is created by FA as defined in Message-B and by HA in

Message-E.

MIP-HASH-RRQ = MD5 (RRQ)     (5.3)

MIP-MN-FA key generation / MIP-MN-HA key generation process is done by

HAAA as defined in Message-C and Message-B and MN in Message-I.

Key = HMAC-SHA1 (AAA-key, {Key Generation Nonce || mobile node identifier}) (5.4)

RADTUNN is used for encrypting keys (MIP-MN-HA, MIP-MN-FA) with a

shared secret. Methodology is described in [25]. It is consist of n MD5 operations where n

is calculated by length*(Plaint text)/16. In our case we are assuming 128bit password

length so cost of this operation will be 128/16=8 MD5 operations.

HMAC is a combination of mathematical operations with 2 Hash functions.

Methodology is defined in [26].

Summarization of job processing times can be found in Table 5.2. Operations done

in jobs and total hashing operations are listed. Processing time of the jobs found by

multiplication of total number of hash functions with cryptographic operation times listen

in Table 5.1.

5.1.5. Event Sequence of Current Approach in Mobile IP

The simulation model of current approach includes all the steps defined in Mobile

IP standard [6]. After Registration Request (RRQ) made by Mobile Node. Following

events occur simultaneously:
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Table 5.2. Summary of Mobile IP job processing times.

• FA creates an RADIUS Access Request message (AReq) and sends this message to

its AAA server (FAAA).

• Foreign AAA process and forward request to Home AAA.

Job Name Operations Done Number of Hash

Operations

Processing time

of the Job

MN => FA  MN-AAA-Authenticator creation 1 MD5 0.32 µs

FA=>HAAA MIP-HASH-RRQ creation

Message-Authenticator creation

3 MD5 1.6 µs

HAAA => FA

Message-Authenticator check

MN-AAA-Authenticator check

MIP-MN-FA key generation

MIP-MN-FA key

Message-Authenticator creation

13 MD5

 2 SHA1

5.28 µs

FA => HA Message-Authenticator check

Foreign-Home Authenticator creation

4 MD5 1.28  µs

HA => HAAA Foreign-Home Authenticator check

MIP-HASH-RRQ creation

Message-Authenticator creation

5 MD5 1.6  µs

HAAA => HA Message-Authenticator check

MN-AAA-Authenticator check

MIP-MN-HA key generation

Encrypted MIP-MN-HA key

Message-Authenticator creation

13 MD5

2 SHA1

5.28 µs

HA => FA Message-Authenticator check

Foreign-Home Authenticator creation

4 MD5 1.28  µs

FA => MN Foreign-Home Authenticator check 2 MD5 0.64  µs

MN MIP-MN-HA key generation

MIP-MN-FA key generation

4 SHA1 2.24  µs
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• Home AAA server processes this request and creates RADIUS Access

Accept/Deny message (ARep) and sends it back to Foreign AAA.

• Foreign AAA forwards the RADIUS Access Accept/Deny message (ARep) to

Foreign Agent (FA).

• Foreign Agent (FA) confirms that Mobile Node (MN) is authenticated. Then it

creates Registration Request (RRQ) and sends it to Home Agent (HA).

• After receiving Registration Request (RRQ), to authenticate Mobile Node (MN)

and take necessary key and challenges for creating Mobil Secure Association

(MSA), Home Agent (HA) sends Access Request message (AReq) to Home AAA

server.

• Home AAA server sends corresponding Access Response to Home Agent (HA).

• Home Agent (HA) creates Registration Reply (RRP) message, to show registration

result, and sends to Foreign Agent (FA).

In last step, communication flow ends with primary event; Foreign Agent (FA)

forwards Registration Reply (RRP) to Mobile Node (MN). In chapter 5.1.2, process time

for each of these communications is given.

5.1.6. Event Sequence of Simulation Model of Proposed Approach

The simulation model of proposed approach includes all the steps defined in

Mobile IP standard [6]. After Registration Request (RRQ) made by Mobile Node.

Following secondary events occur:

• Foreign Agent (FA) creates an RADIUS Access Request message (AReq) to its

AAA server (FAAA). Simultaneously, Foreign Agent (FA) creates RRQ and sends

it to Home Agent (HA).

After this event, two branches of events occur simultaneously. Branch-1 goes on as

follows:

• Foreign AAA forward request to Home AAA server.
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• Home AAA server authenticates MN it creates RADIUS Access Accept/Deny

message (ARep) and sends it back to FAAA.

• Foreign AAA server forwards the RADIUS Access Accept/Deny message (ARep)

to Foreign Agent (FA).

In parallel Branch-2 continue with following sequence:

• After receiving RRQ HA, to authenticate MN and take necessary key and

challenges for creating MSA from HAAA, sends AReq to Home AAA server.

• Home AAA server sends corresponding Access Response to Home Agent (HA).

• Home Agent (HA) creates Registration Reply (RRP) message, to show registration

result, to Foreign Agent (FA).

Then in last step, when both Foreign AAA server and Home Agent (HA) responses

arrive to Foreign Agent (FA), FA forwards Registration Reply (RRP) to Mobile Node

(MN). In chapter 5.1.2, process time for each of these communications is given.

5.2. Our Simulation Environment: OPNET

In this subchapter we will give details about our simulation tool OPNET and we

will provide the network created and configurations used.

OPNET is a well known discrete event simulator referenced in many articles. It is

also been preferred by simulation researches on Mobile IP subject [4, 5]. It is a

multipurpose simulation environment with many distinct modules that enables researcher

to use most of the current technologies, products, protocols in various details. In our work

we used especially “Server Characterization Editor” module to create a realistic service

provider data-house structure with real server models currently used in service providers.

We are able to detail each Mobile IP process’s costs on the system by giving each process

CPU, Memory and disk I/O usage.  By this module we are also able to apply several

computational powers to each network nodes to see the interaction of distinct types of

network structures with current and proposed approach.
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Figure 5.5. OPNET network structure.

5.2.1. Network Scheme Created in OPNET

We created a network structure (Figure 5.5) that models the simplified Mobile IP

network described in section 5.1.1 (Figure 5.3).  There are 10 Foreign Agent nodes

connected to a MN generator (MN1 in the Figure 5.5) and a Foreign AAA server through a

bridge (switch). At the other side of the network there is a Home AAA server and Home

Agent that is connected via a bridge. The link between these to bridges represents the inter

domain connection. The other links represents inner domain connections.

5.2.2. Setting Job Processing Time in OPNET

Mobile node generator initiates tasks and assigns them to each Foreign Agent

Nodes sequentially. Each task initiates other tasks or communication through the network.

Figure 5.6 shows the OPNET task configuration for our Mobile IP registration approach.

Each task represents a Mobile IP job defined in section 5.1.3. This sequential relation of

tasks through the network simulates the Mobile IP protocol processing. A sequence of a
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Mobile IP tasks ends at in the initial point, the Mobile IP generator. The time between start

and end of this communication shows the Mobile IP registration time of the node.

Figure 5.6. OPNET task configuration.

5.2.3. Automatic Scaling of Job Resource Consumption

Each task has their own system resource cost on the node it is processed. This cost

is defined for one type of a server structure. We calculated our tasks for a specific

hardware in section 5.1.3. After correlating each task cost with one type of server

hardware, OPNET allows you easily use new server structures without manual calculation

and configuration. It is able to calibrate the new costs according to new hardware that is

used. For example, in Figure 5.7 an Average CPU time is set for the job in a 2800 MHz

AMD Opteron environment. After defining its resource consumption details for a given

system we can assign this job to any hardware with various computational powers. For

example, in Figure 5.8 we assign the job, that we create above, to a SUN Fire server

environment with 8 900 MHz CPUs. OPNET, automatically, scales the input parameters

given in the job definition for the new environment and calculates new resource costs for

this hardware.

By this useful property we are able to run our simulation in different computational

power environments and compare the results without concern of exact scaling.
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Figure 5.7. Setting a process cost to server hardware in OPNET.

Figure 5.8. Assigning a job to server hardware in OPNET.
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5.3. List of Input Sets Simulated

After creating simulation environment as described in subchapter 5.2 we applied

different input values to test the system performance in various conditions. In this

subchapter we will explain the different set of inputs used. For each input sets we ran the

simulation twice. One is for current practice of ‘Mobile IPv4 with Radius’ as described in

subsection 2.2 and other one is for our proposed solution ‘Parallel Mobile IP and Radius’

as described in section 3.

5.3.1. Link Delays Simulated

For Mobile IP registration process, link speeds always be a critical value. The

importance of inner and inter domain communication time are been underlined in very first

standards about the subject [7]. As we also argued through this thesis rather than

computational complexity of the registration processes, domain communication is most

important reason for the delays in overall registration. Especially inter domain

communication has an important effect because of its delay when compared to other costs.

To analyze the systems behavior on different link speed we test the following set of

link delay values for inner and inter domain communications;

• 10 ms inner domain, 100 ms inter domain.

• 10 ms inner domain, 300 ms inter domain.

• 10 ms inner domain, 500 ms inter domain.

• 10 ms inner domain, 700 ms inter domain.

• 30 ms inner domain, 100 ms inter domain.

• 30 ms inner domain, 300 ms inter domain.

• 30 ms inner domain, 500 ms inter domain.

• 30 ms inner domain, 700 ms inter domain.

• 50 ms inner domain, 100 ms inter domain.

• 50 ms inner domain, 300 ms inter domain.

• 50 ms inner domain, 500 ms inter domain.
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• 50 ms inner domain, 700 ms inter domain.

For all the sets above, same hardware settings used. For FAs SUN Ultra 10 (333

MHz), for Servers (FAAA, HAAA, HA) Sun Fire v880 (900 MHz, 8 CPU) is used.

5.3.2. Network Node Hardware Simulated

When the Mobile IP started to be deployed, in real environment, there will be

various hardware choices. ISP’s may use their current datawarehouse servers or invest in

different solutions. On the other hand, at the customer side, there can be different foreign

agent hardware. Nowadays, most of the enterprise routers support Mobile IP, there are

software solutions that can be run on any server/pc and there are different wireless base

transceiver stations from WiFi access points to Node Bs of 3G cellular networks.

To analyze the behavior of Mobile IP system in this variable environment we test

our solution and current practice on following hardware;

• FAs as Sun Ultra 10 (333 MHz), Servers as Sun Fire v880 (900 MHz, 2 CPU).

• FAs as Sun Ultra 10 (333 MHz), Servers as Sun Fire v880 (900 MHz, 4 CPU).

• FAs as Sun Ultra 10 (333 MHz), Servers as Sun Fire v880 (900 MHz, 8 CPU).

• FAs as Sun Fire V880 (750 MHz), Servers as Sun Fire v880 (900 MHz, 8 CPU).

• FAs as Sun Fire V240 (1.28 GHz), Servers as Sun Fire v880 (900 MHz, 8 CPU).

For all the sets above, same link speed is used. For inner domain communications

30ms, for inter domain communications 500ms is used.

5.3.3. Network Node Background Utilizations Simulated

As we described in subchapter 5.3.2, we expect to have various transceiver and

datacenter hardware profiles. On the other hand, this server, transceiver boxes probably

will be running other tasks or protocols parallel to Mobile IP. At the server point of view,

for example, we can expect an ISP to run one AAA server structure and link any AAA

using infrastructure to this base AAA server(s). At the transceiver point of view, for
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example, we can expect a GSM transceiver basically to run GSM protocols as its normal

workload.  These mean that our Mobile IP protocol will be running on boxes where there

are high or low background utilizations.

To analyze the behavior of Mobile IP system in this variable background utilized

environment we test our solution and current practice on following hardware settings;

• FAs as Sun Ultra 10 (333 MHz), Servers as Sun Fire v880 (900 MHz, 8 CPU) with

%50 background utilization.

• FAs as Sun Ultra 10 (333 MHz), Servers as Sun Fire v880 (900 MHz, 8 CPU) with

%75 background utilization.

• FAs as Sun Fire V240 (1.28 GHz) with %73.984375 background utilization,

Servers as Sun Fire v880 (900 MHz, 8 CPU).

• FAs as Sun Fire V240 (1.28 GHz) with %41.40625 background utilization, Server

as Sun Fire v880 (900 MHz, 8 CPU).

For all the sets above, same link speed is used. For inner domain communications

30ms, for inter domain communications 500ms is used.

5.4. Simulation Results

Through the simulations we expected to figure out registration time and scalability

performances of both approaches in different environment settings. For this purpose we

categorize the simulation results in two main subchapters; registration time and system

scalability. In each subchapter we further explain outcome of the simulation sets given in

subchapter 5.3.

In all of the simulation runs we had to scale the system in 1/1000 ratio to speed up

the simulation sped. The computational costs of Mobile IP processes that are described and

calculated in section 5.1.4 are in microseconds for a given hardware. This low cost enables

similar hardware to handle million of Mobile IP jobs in a second. Simulating hardware that

process million jobs in a seconds creates a high resource burden on our simulation

computers. To ease the situation and fulfill the memory and CPU requirements of this
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simulation process we scaled the computational costs of each Mobile IP job 1000 times.

We defined each process time in milliseconds rather than microseconds. By this

modification we expect to have the results that are presenting 1000 times less Mobile IP

active job/request numbers. All the graphs, findings that will be shown below are bare

results. To achieve the real values number of Mobile IP active job/request numbers must

be multiplied with 1000.  In conclusion chapter of this thesis, when these results are

discussed, 1000 times greater values will be used.

5.4.1. Overall Registration Time Results of Both Approaches

5.4.1.1. Effect of Link Delays.

5.4.1.1. Effect of Link Delays. Figures from 5.9 to 5.11 represent overall registration time

performance of current practice of Mobile IP. Each graph represents affect of different

inter communication delays under 10ms, 30ms, 50ms inner communication delays.
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Figure 5.9. Registration speed of the current practice under 10 ms inner communication

delay
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Figure 5.10. Registration speed of the current practice under 30 ms inner communication

delay
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Figure 5.11. Registration speed of the current practice under 50 ms inner communication

delay
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In three figures when we compare 100-700 ms delay graphs we can see that when

the inter communication delay rise seven times, the overall registration increase more than

three times. For example let’s examine the values of Figure 5.10. The overall registration

with 100 ms inter domain delay simulation gives approximately 4 sec till total registration

request are less than 20,000. In same figure, for same time period, 700 ms inter delay gives

approximately 13.6 sec. This shows that inter delays have very critical affect on

registration time.

Figures from 5.12 to 5.14 represent overall registration time performance of our

solution of Mobile IP. Each graph represents affect of different inter domain

communication delays under 10 ms, 30 ms, 50 ms inner communication delays.
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Figure 5.12. Registration speed of the proposed solution under 10 ms inner communication

delay
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Figure 5.13. Registration speed of the proposed solution under 30 ms inner communication

delay
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Figure 5.14. Registration speed of the proposed solution under 50 ms inner communication

delay
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When we compare our solution’s graphs with current approach in three graphs we

see that our solution gives nearly two times faster registration performance. For example

let’s examine the Figures 5.14 and 5.11. For 100 ms inter delay our solution gives 2.86 sec,

current approach gives 5.29 sec for registration time. The ratio is 1.85. Our solution is 1.85

times faster. When we increase the inter communication delay, as we mentioned in

analytical analysis section, our solution start to perform better. In the Figure 5.14 and 5.11

we can see that for 700 ms inter delay our solution gives 7.6 sec, current approach gives

14.8 sec for registration time. The ratio is 1.94. As we mentioned before, this ratio will

approach to 2 when the difference between inter and inner delay grow bigger.

Figures from 5.15 to 5.18 represent overall registration time performance of current

practice of Mobile IP. Each graph represents affect of different inner communication

delays under 100ms, 300ms, 500ms, 700ms inter communication delays.
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Figure 5.15. Registration speed of the current practice under 100 ms inter communication

delay
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Figure 5.16. Registration speed of the current practice under 300 ms inter communication

delay
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Figure 5.17. Registration speed of the current practice under 500 ms inter communication

delay
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Figure 5.18. Registration speed of the current practice under 700 ms inter communication

delay

When we count number of inter communications and compare with inner

communications we see that there is always more inner communication occurring. So if the

inner delays were high as inter delays they will be more affective. But inner

communication delays are much less than inter communication delays because they

represents near hops in a multi-hop network. So their overall addition to registration time

becomes less important when other major costs like inter delays become bigger. For

example, let’s compare Figures 5.15 and 5.18. In 100 ms inter communication delay the 50

ms inner delay generates 5.3 sec, 10 ms inner delay generates 3.2 sec registration time. The

ratio is 1.625. When we start to increase the inter communication delay to 700 ms we see

that the 50 ms inner delay produce 14.8 sec, 10 ms inner delay produce 12 sec registration

time.  In this case the ratio is 1.23. So this shows that when inter delays affect grow bigger

inner delay affect become more negligible.

Figures from 5.19 to 5.22 represent overall registration time performance of our

solution of Mobile IP. Each graph represents affect of different inner communication

delays under 100ms, 300ms, 500ms, 700ms inter communication delays.
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Figure 5.19. Registration speed of the proposed solution under 100 ms inter

communication delay
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Figure 5.20. Registration speed of the proposed solution under 300 ms inter

communication delay
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Figure 5.21. Registration speed of the proposed solution under 500 ms inter

communication delay
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Figure 5.22. Registration speed of the proposed solution under 700 ms inter

communication delay
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When we compare our solution performance with current practice by inter

communication delay figures above. We again achieve the same result that shows our

solution is nearly two times faster than current practice. For example, let’s compare

Figures 5.19 and 5.22 with 5.14 and 5.18. For 100 ms inter and 50 ms inner delays our

solution gives 2.86 sec, current practice gives 5.29 sec registration times. For 700 ms inter

and 10 ms inner delays our solution achieve 6.05 sec, current practice achieve 12 sec

registration time. For the first case our solution provides 1.84 times faster for the second

case it provides 1.98 times faster registration. As we described before, when inner

communication delay becomes negligible, our solution start to achieve exactly 2 times

faster registration time.

5.4.1.2. Effect of Hardware choice

5.4.1.2. Effect of Hardware choice. Figures from 5.23 to 5.24 represent overall registration

time performance of current practice of Mobile IP under different hardware settings. At

Figure 5.23 we show the results corresponding to different FA hardware. At Figure 5.24

we show the results corresponding to different AAA server (HA, HAAA, FAAA)

hardware.
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Figure 5.23. Performance of the current practice under various FA hardware.
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From Figure 5.23 we can see that using more powerful FA does not improve the

registration performance. Because computational workload on FAs will be low, a better

hardware does not improve the results.

Using different server hardware does not alter the overall registration time till

saturation occurs. Because the computational workload of a Mobile IP job is low related to

the link delay affect, the performance increase at the speed of job processing become

negligible.

In Figure 5.25 we show performance measure of our solution under various FA

hardware. In Figure 5.26 we present same analysis under different AAA server hardware.
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Figure 5.24. Performance of the current practice under various AAA server hardware.

When compared with current practice performance under different FA hardware,

we see that our solution displays same increase pattern. Although our solution is still

nearly two times faster than current practice, this property comes from link speed affect

that we point out in previous subsection.
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Figure 5.25. Performance of the proposed solution under various FA hardware.
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Figure 5.26. Performance of the proposed solution under various AAA server hardware.
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 We also see same increase pattern when we compare current performance measure

from Figure 5.24 and new performance measure from Figure 5.26.  At different AAA

server hardware we still have a two times faster solution because of parallel link delay

exerted to our communication.

5.4.1.3. Effect of Network Node Background Utilization

5.4.1.3. Effect of Network Node Background Utilization. As in the case of different

hardware settings, when we apply various background utilization to both approaches we

see same increase pattern. As we explained above, due to ignorable performance loss or

gain at overall processing of Mobile IP jobs we cannot detect a dramatic effect of

computational power. Our solutions performance gain over link delays suppresses the

computational performance gain that we achieve at different hardware settings. We think

that overall affect on a Mobile IP run will not be high in real deployments too.  Because of

that we do not try to decrease link delays and show the affect of background utilization.

On the other hand, affect of a hardware setting becomes more dramatic when we

consider system scalability. At next subsection we will further start to compare scalability

of both approaches.

5.4.2. Scalability Results of Both Approaches

5.4.2.1. Effect of Link Delays

5.4.2.1. Effect of Link Delays. When we compare all link delay figures from Figure 5.9 to

Figure 5.22 we see that all graphs tend to increase rapidly near a point of 30.000

(30.000.000 when rescaled) total number of request. This is the point where saturations on

system start and scaling performance become clearer.

We can see that all link delay figures are representing same scaling performance

and delays have no affect on the system performance under scaling perspective. In other

words we can say scalability of Mobile IP is independent of link delays.

5.4.2.2. Effect of Hardware choice

5.4.2.2. Effect of Hardware choice. When we compare different hardware performances of

both approaches through Figure 5.23 to Figure 5.26 we can notice that FA performances do

not have a critical role on scalability. We can quickly imagine that, like we did in our

simulations, with steady increase at Mobile IP request made in a second, at one point FAs
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also will be a bottle neck. This ignorable performance of FAs comes from fact that FAs are

saturated after AAA servers. So bottleneck of overall system will be AAA servers,

especially HAAA.
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Figure 5.27. CPU utilizations of network nodes in the current practice.

From Figure 5.27 and Figure 5.28 we can see the behavior we explained. These are

CPU utilizations measurements from 333 MHz FA, 900 MHz 8 CPU servers, 30 ms inner,

500 ms inter delay setup. The HAAA is saturating at near 30.000 (30.000.000 when

rescaled) total number of request. This is the same point where link delay measurements

have rapid increases. As we can observe from figures the other network nodes are not

saturating or saturating after HAAA. So HAAA is the main bottle neck of our system so

scaling performance will be highly dependent on its saturation.

Behavior in Figure 5.26 and 5.24 can be explained through this idea. When server

computational capacity halved, the saturation point came at earlier total request number.
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Figure 5.28. CPU utilizations of network nodes in the proposed solution.
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Figure 5.29. Effect of FA background utilization to performance of the current practice.
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5.4.2.3. Effect of Network Node Background Utilization. Background utilization in a FA

has a minor registration time affect. As we can see at most 1 sec of fluctuations can be seen

when background utilization is high. But overall registration time increase pattern and

scalability performance of both approaches are nearly same. There is a small amount of

improvement that our solution provides. For example when we overlay Figure 5.29 and

Figure 5.30 we can see that when current practice reaches nearly 40.000 (40.000.000 when

rescaled) total number of request, our solution is roughly at 38.000. After rescale we see

that there is 2 million total number of request difference. Although it sounds a good

improvement when compare to current value, 2/40*100, we found the improvement to be

5% only.
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Figure 5.30. Effect of  FA background utilization to performances of the proposed solution.

  Background utilization at AAA servers had an observable affect as we expected.

From Figures 5.31 and 5.32 we can see the decrease in scalability and registration time

performance of both approaches. For example, let’s look at Figure 5.31 where three

settings hit 20 ms registration time; 0% background utilization setting is at 47586, 50%

background utilization setting is at 27996, 75% background utilization setting is at 23220
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total number of request made. We can calculate scalability performance loss with

following equation:

Loss = (0% performance - examined performance) / 0% performance * 100      (5.5)

With this equation we found performance loss of 50% background utilization to be

41.17%, 75% background utilization to be 51.2% for current practice. This present an

interesting finding that shows using more utilized server will not perform as bad as it is

utilized. When we increase utilization 50% from 50 to 75, overall performance loss

increase only %24 from 41 to 51.
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Figure 5.31. Effect of AAA server background utilization to performances of the current

practice.

 When we investigate our solution performance over utilized servers we observe

even closer performance values for 50% and 75% background utilized servers. Three

settings, 0%-50%-75% background utilization, reach 15 sec registration point at 49455,

32385, and 29403 respectively. When we compute performance we find that 50%

background utilization server cause 34.5%, 75% background utilization server cause
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40.5% performance loss. So when we had increased utilization 50% from 50 to 75,

performance loss increase only 17.3% from 34.5 to 40.5.
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Figure 5.32. Effect of AAA server background utilization to performances of the proposed

solution.

When we compare scale pattern of both approaches with background utilization

settings with non-utilized server settings, we can see that when system runs on some

background utilization our solution scaling performance is better than current approach.

Figure 5.33 shows overlaid performance graphs of 75% background utilization setting with

non-utilized server settings of both approach. But because of link delay performance

benefit our solution starts at near 5 sec, current approach start at near 10 sec registration

time. To see the scaling pattern clearer we shift all current approaches values with an

amount calculated through comparing initial settings. By this calibration, the initial values

of both approaches overlaid and scaling pattern become more obvious in Figure 5.34.

As we can see in Figure 5.34 that when there is no background utilization scaling

patterns of both approaches moves more closely. But when a high background utilization is
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submitted, our solution draw a wider graph which means Mobile IP requests are tolerated

better after the saturation point.
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Figure 5.33. Performance of AAA servers under 75% background utilization. Overlaid

performance graph.

 We can look closer to the point of saturation at Figure 5.34 in Figure 5.35. We can

see that when system saturated near 9453 registration request, there is a distinctive

performance pattern between two approaches. When we look at non-utilized server setting

there is a merely different performance graphs between two approaches.

5.4.2.4. Background Utilization versus Dedicated Computational Power. In previous

subsections we showed that Mobile IP, especially with our approach, can perform well at

servers which have high background utilization. In this subchapter we will try to analyze

the performance difference of dedicated or shared server structures.

5.4.2.4. Background Utilization versus Dedicated Computational Power.

While creating the simulation set of hardware dependency end background

utilization tests we choose special hardware and utilization numbers. For example, we used

333 MHz, 750 MHz, and 1280 MHz FA in hardware tests and 41.4%, 74% background
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utilization in 1280 MHz FA for background utilization tests. With a simple math, the free

computational power in background utilization tests can be calculated as 1280 MHz *

(100-41.4)/100 = 750 MHz and 1280 MHz * (100-74)/100 = 332.8 MHz.  So with these

settings we both measured dedicated performance of a server to Mobile IP and

performance of a shared server which has free computational power which is equal to

previous dedicated server. The idea behind this is to compare the business model to use a

dedicated server for Mobile IP or share server of another applications that has enough free

resource.  Especially for RADIUS case, probably the ISP that will deploy Mobile IP will

have some RADIUS servers already. So they may choose to run Mobile IP with same

servers or expand server structure to dedicate a server to Mobile IP deployment.
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Figure 5.34. Calibration of current practice to overlay result graphs.

 When we compare FA performance in Figure 5.36 we see that all 1280 MHz, 333

MHz and 74% utilized 1280 MHz server configuration behaves very closely. As we

explained previously, we see this kind of a pattern because there is no saturation occurring

in FA. So having a more powerful or more utilized FA does not have a dramatic effect to

registration time or scalability performance of the system.
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Figure 5.35. Calibration of current practice to overlay to overlay result graphs. Closer look

to saturation point.
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Figure 5.36. Effect of FA background utilization compared with slower hardware choice.
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Figure 5.37. Effect of 50% AAA server background utilization to performances of the

current practice, compared with slower AAA hardware choice
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Figure 5.38. Effect of 50% AAA server background utilization to performances of the our

solution, compared with slower AAA hardware choice
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 On the other hand, comparing server settings gives some interesting results. We can

see from Figure 5.37 to 5.40 that in both approaches and both utilization level a shared

server is performing well better than the dedicated server configuration.

For example let’s examine the total number of request made when registration time

reaches 25 sec in Figure 5.38. 4 CPU, 50% background utilized 8 CPU, 8 CPU server gives

21945, 46665, 62481 total number of request made respectively. When we calculate

scalability performance loss we can find that if 4 CPU used instead of 8 CPU setting there

will be 64.9% loss. If 8 CPU 50% background utilization used instead of 8 CPU setting

there will be 25.3% loss.

On the other hand, in Figure 5.40, 75% background utilize 8 CPU server gives

43956 and 2 CPU server setting gives 8646 total number of request made. If 2 CPU used

instead of 8 CPU setting there will be 86.1% loss. If 8 CPU 75% background utilization

used instead of 8 CPU setting there will be 29.6% loss.
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Figure 5.39. Effect of 75% AAA server background utilization to performances of the

current practice, compared with slower AAA hardware choice
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We can see that in all cases, background utilized (shared) servers out performs the

non-utilized (dedicated) counter parts. The performance difference become dramatic when

we choose more background utilization and corresponding dedicated weak hardware. For

the %50 utilization case total number of request made was twice much of dedicated one.

For the 75% case it is nearly 5 times more.

We can conclude that for better registration time and scalability performance a

shared powerful server is the right choice even it there will be some high background

utilizations.

5.5. Discussion of Simulation Results

In this subchapter, by using cell residence time from an empirical work, we provide

a methodology to find active number of Mobile Nodes from number of registration request

made. Moreover, we discuss expected link speeds in near future and provide a simulation

result under very low link speeds. In last section of this chapter, we discuss server

dedication for Mobile IP networks and argue our findings.
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Figure 5.40. Effect of 75% AAA server background utilization to performances of the

proposed solution, compared with slower AAA hardware choice
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5.5.1. Active Number of Mobile Nodes

 In the simulation result graphs, presented formerly, the x-axis is depicted as “Total

number of requests made”. In real practice, one Mobile Nodes has to register several times

while it roams in different cells. Especially for scalability analysis, to figure out how many

mobile nodes that our simulation network can support, mobility pattern is needed to define

a roaming and registration behavior of the nodes.

We expect Mobile IP to be used in various infrastructures like GSM, WiFi, etc.

Each of these infrastructures uses different cell areas. Therefore, a mobility pattern for a

possible Mobile IP network must cover patterns for both short and long range radio

frequency networks. Several empirical studies performed on mobility of the nodes which

can be used in our discussion. We used the mobility pattern data presented in [27] where

the roaming actions of 85 users are logged for 25 days. Each user had a phone that has the

capability to use Bluetooth for short range radio frequency and GSM for long range radio

frequency.

Table 5.3 Cell Residence Time

Points 53155 Samples

Minimum 1 Second

Maximum 66.900 Seconds ( 18.28 hours)

Mean 1437.06 Seconds (  24 minutes)

Median 120 Seconds

Std Deviation 4806 Seconds (  80 minutes)

Results of this study are presented in Table 5.3. It is found that average cell

residence time for a mobile node is 24 minutes. In order to find out the number of active

mobile nodes at a specific time, we have to divide the total number of registration requests

to the duration of measurements which is also divided by 24 minutes.
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Figure 5.41. Rate of incoming request versus time.

Number of active nodes = Total requests / (Time of measurement / 24 * 60 sec)     (5.6)

In our simulations, to increase the workload in time and evaluate scalability of both

approach, we used increasing number of incoming registrations. The rate of increase is

kept constant and defined to be dependent to time as depicted in Figure 5.41. Therefore, all

the registration requests made do not enter to the system at the same time. We must find

out average session time of each Mobile Node in our simulation. From Figure 5.41 we see

that when the time is x, incoming number of requests is x. Total residence time of a mobile

node that enters at time x, will be t-x where t is time of measurement. Hence, the total time

of sessions created at time x will be (t-x)*x. To calculate total session times from time 0 to

time t, we must calculate following series:
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This formula gives the total session duration till time t. To find average session

duration, we must divide this value with the total number of sessions which is t(t+1)/2.

Then the average session duration is found to be:

3
1−t        (5.8)

Then, putting Formula 5.8 into 5.6 yields:

N =
1

sec4320*
−t

TR ,      (5.9)

where N is the number of mobile nodes, TR is the total number of requests and t is the time

of measurement.

We can use Formula 5.4 to calculate the active mobile nodes presented in Figure

5.40. In the graph, we see that for 8 CPU non-utilized server, the point where the

scalability becomes a problem, which can be called the point where system capacity is

overrun, is 32,385 total number of requests which is measured at 252nd second. For 75%

utilized servers, it is 2,775 requests which are measured in 72nd second. We previously

explained that each computational cost scaled down 1000 time to lower the resource

requirement of the simulation runs. Therefore, each result must be re-scaled before doing

any further calculations. We expect 32,385,000 requests in 252,000 sec and 2,775,000

requests in 72,000 sec respectively. When we apply the Formula 5.4, we find that CPU

non-utilized server’s capacity is 555,171 active nodes and 75% utilized server’s capacity is

166,500 active nodes. All other “total number of request” values in simulation results can

also be converted to the total number of active nodes in this manner.

5.5.2. Effect of Link Delays

For the simulation experiments, we run all hardware sets under 30 ms inner, 500 ms

inter link delays. In this subsection, we discuss the expected link delay patterns for the

present and future deployments of Mobile IP.
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We forecast that the link delays will continue to be crucial factor to determine the

overall registration times. Better transmission technologies will enable slight

improvements in link delays since major component of the delay is the propagation delay.

Although the transmission capacities are increasing rapidly, there is not too much gap that

can be filled with improvements in propagation. Propagation delay dependents on the

speed of light and the transmission medium. It is easy to foresee that fiber backbone

infrastructure that is established all over the world will remain to be the main transmission

medium for long years. Therefore, we cannot expect a decrease in propagation delays in

near future.

At the time that this thesis is written, cross country land line link delays in ISP

backbone networks was in range of 10 to 30 milliseconds in Turkey. This information is

collected from core network engineers of the two biggest ISPs in Turkey. There is also a

delay analysis that is made by Sprint Academic Research Group that validates these cross

country link delay values [28]. Therefore, we expect to continue to have 20 milliseconds of

cross country link delays on average in the future.

Although, we do not expect inter domain link delays to be lower than 5

milliseconds, we also run our simulations with very small link delay values. We want to

show that even if the inter domain delays are close to inner domain delays, the

performance difference of both approaches will be still significant. In Figure 5.42, we

present the simulation results of very small link delays. As seen in the figure, with low

inter domain link delays, the communication performance of both systems are found to be

closer, compared to results under long inter domain link delays. But still, under 3 ms inner

and 5 ms inter delay conditions, we see that our solution enables registration times to be

less than 1 second for up to 9,045 total request (296,000 mobile users) where the current

practice achieves similar registration time performance for maximum 5,640 requests

(238,800 mobile users). Our performance is still roughly 25% better than the current

practice in terms of the maximum number of mobile nodes supported under 1 sec delay.
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5.5.3. Deciding Server Dedication for New Mobile IP Deployments

 In this subchapter, we will outline findings on the background utilization of the

servers and discuss how this information can be used for business decisions.

As shown in Figure 5.36, even if different hardware settings are used for FAs, very

similar results achieved. Using a four times more powerful hardware for FAs does not

produce a significant change. In the same figure, we also see that using a FA node that has

75% background utilization presents poor performance than a dedicated server that has

75% weaker server setting. Along with this information, we can argue that using a

dedicated but weaker server/agent as a FA for Mobile IP communication is a better

investment. This finding can be useful in decision process of investment planning for

further deployment of Mobile IP hardware.
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Figure 5.42. Performance comparison of the current practice and the proposed solution for

very low link delays.

  On the other hand, as shown in Figure 5.39 and 5.40 for the AAA servers, that

using a weaker server setting has a dramatic effect on the overall performance of the

system. Note that, as the figures depict, when compared to 75% weaker hardware, using
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75% background utilization performs significantly better. Especially for the RADIUS

servers HAAA and FAAA, it is important to realize that ISPs are currently using RADIUS

servers in their production line already. When Mobile IP is deployed, ISPs must decide

whether to use their current servers or deploy new ones. Our work presents that instead of

dedicating a server as a Mobile IP AAA, if available, it is better to use a more powerful

shared server. Since most of the ISP networks contain powerful RADIUS servers, an

efficient way to deploy Mobile IP will be using these servers that are already in use as

shared servers.
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6.  CONCLUSIONS

 Mobile IPv4 is a well accepted protocol that IETF has standardized for the

interoperability and mobility needs of IP networks. It enables a wireless node to move

from one infrastructure to another without disrupting the TCP end-to-end communication

and it is supported by most of the wireless technologies that are already being used or that

are under development.

  IETF draft standard “RADIUS Mobile IPv4 extensions” defines new attributes and

methods to provide RADIUS support for Mobile IPv4. This standard presents the mobile

node - RADIUS interactions that must occur before starting the Mobile IP registration.

Since inter domain communications constitutes an important part of the registration time,

the requirement of preliminary RADIUS messaging increases the overall time needed for

registration significantly.  By the RADIUS integration, Mobile IP nodes such as FA have

to interact with Home Network more frequently which substantially increase the number of

inter domain communications and therefore slows down the overall registration speed.

 In this thesis, we investigate the communication overhead incurred and we propose

the solution “Parallel AAA and Mobile IP” which aims to decrease the communication

overhead coming along with RADIUS integration. Our proposal does not offer less

messaging, rather, specifies a method of parallel transmission of inter domain

communications that normally take considerable amount of time. We analytically prove

that, parallel transmission of these communications presents valuable speed up on the

overall registration process. It is shown that for different inter domain communication and

inner domain communication durations, provided solution can perform up to 2 times faster

registrations compared to the current approach.

 Furthermore, we performed several simulation experiments to present the

scalability patterns and the registration times of both approaches under various hardware

capacity and link speed settings. In our experiments, we investigated the effect of the FA

hardware in terms of CPU speed. Moreover, various AAA server hardware settings are

simulated by changing the CPU speed and the number of CPUs. Another simulation study
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is performed to investigate the effect of the background utilization of the servers on the

performance. Various background utilization levels are defined for servers and the

performance of background utilized servers are compared to the ones without any

background utilization.

 It is shown that for all server hardware settings investigated for FA and AAA

server, the proposed protocol gives better registration time results compared to the current

practice. Moreover, we find out that the hardware choice of FA or the background

utilization imposed on the FA does not affect the scalability pattern and the overall

registration time remarkably. On the other hand, the hardware choice of AAA servers has a

significant impact on the scalability of the system since the AAA servers are the main

bottlenecks of such networks. It is also shown that the background utilization on the AAA

servers is a determinant factor for the overall performance. We find that a powerful 75%

background utilized AAA server performs significantly better than 75% slower CPU speed

and non background utilized AAA server. With this finding, we argue that when new

deployments are planned, using the current AAA server infrastructure is a better business

choice than dedicating weaker AAA servers. The results found can help the business

decisions for future Mobile IP deployments.

 We also examined the effect of inner and inter domain link delay values on the

registration time. We present that for various delay settings, that includes high and low

delay values, our approach outperforms the current practice for the overall registration

times. In practice, distance of communication path between Home Network and Foreign

Networks can vary widely. By definition, the Foreign Network and the Home Network can

be in the same city, in the same country or they can be in different countries at the different

part of the world.  We proved that our solution performs better than the current practice for

Mobile IP networks where the various Foreign Networks can be at various distance from

the Home Network.

  Finally, we provided a methodology to calculate the number of active Mobile

Nodes from the number of registration requests and present number of Mobile Nodes for

some of the results. The case where inter and inner domain communications are both very
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low is also discussed and it is presented that the proposed solution still increase the

registration speed.

 As a future work, it is worthwhile to investigate the effect of other server

operations, such as database search, server I/O and operating system cost, to performance

and scalability. OPNET has many more features that can be used to provide more realistic

simulation environment. Furthermore, by using this simulation environment, other studies

and proposed solutions can be investigated in terms of scalability and registration speed.

Moreover, the proposed solution can be compared to Mobile IP with DIAMETER which is

the successor of Mobile IP with RADIUS.
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