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ABSTRACT

FREQUENCY DOMAIN CHANNEL ESTIMATION AND

SYMBOL DETECTION FOR IMPULSE RADIO

ULTRA-WIDEBAND SYSTEMS WITH SHORT CYCLIC

PREFIX

Frequency Domain (FD) reception techniques provide the telecommunication sys-

tem designers with low complexity receiver structures. However, when ultra-wideband

(UWB) communication is considered with long channel impulse responses adding cyclic

prefix (CP) causes decrease in system bandwidth efficiency. Using short cyclic prefix to

compensate for bandwidth efficiency lost causes performance lost in terms of bit error

rate (BER). In this thesis, we consider iterative cancellation of inter block interference

(IBI) caused by short CP usage in impulse radio ultra-wideband (IR-UWB) commu-

nication. Pilot blocks aided FD recursive least squares (RLS) channel estimation is

considered and an iterative algorithm is proposed for the IBI error cancellation. In

addition, for the detection of the transmitted information data blocks a receiver struc-

ture is proposed composed of soft input soft output frequency domain minimum mean

square error (SISO FD MMSE) equalizer, SISO repetition decoder and IBI estimation

block operating in turbo manner.
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ÖZET

KISA ÇEVRİMSEL ÖN EK KULLANILAN DÜRTÜ

RADYO ULTRA-GENİŞBANT SİSTEMLER İÇİN

FREKANS TANIM KÜMESİNDE KANAL KESTİRİMİ VE

SEMBOL ALGILAMASI

Frekans tanım kümesi (FTK) algılama teknikleri telekomünikasyon sistem tasarı-

mcılarına az karmaşık algılayıcı yapıları saǧlar. Ancak uzun kanal dürtü tepkili ultra

geniş bant haberleşme düşünüldüǧünde çevrimsel ön ek eklemek sistemin bantgenişliǧi

etkinliǧinin azalmasına neden olur. Bantgenişliǧi etkinliǧinin azalmasını telafi etmek

için kısa çevrimsel ön ek kullanımı bit hata oranına (BHO) göre başarım kaybına

neden olur. Bu tezde dürtü radyo ultra geniş bant haberleşmede kısa çevrimsel ön

ek kullanılmasından dolayı oluşan bloklar arası girişimin (BAG) özyineli olarak or-

tadan kaldırılmasını ele aldık. Öncü blok yardımlı FTK özyineli en küçük kareler

(ÖEKK) kanal kestirimi ele alındı ve BAG’ı özyineli olarak ortadan kaldıran bir algo-

ritma önerildi. Ek olarak, iletilen bilgi veri bloklarının algılamasında turbo şeklinde

çalışan yumuşak girdi yumuşak çıktı frekans tanım kümesi en küçük ortalama kareler

hatası denkleştirici, yumuşak girdi yumuşak çıktı tekrar kodçözücü ve BAG kestirim

bloǧundan oluşan bir alglayıcı yapısı önerildi.



vi

TABLE OF CONTENTS

ACKNOWLEDGEMENTS . . . . . . . . . . . . . . . . . . . . . . . . . . . . . iii

ABSTRACT . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . iv
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1. INTRODUCTION

Communication systems have always had an important place in humans lives. In

past, people were communicating with different means such as sound, light. In 19. cen-

tury with the invention of the electricity people have begun to use electrical signals for

communication purposes. People generated electrical signals for communication pur-

pose and transmitted them through wires. Today, we still use wires for communication

but we also developed other means of communication.

With the invention of the electromagnetic waves, we began to use these waves

to transmit electrical signal from one place to another. By doing so we get rid of

the necessity of using long wires to communicate. However, this new technology also

brought some disadvantages. In wireless communication, we use air as a communi-

cation medium. In this medium transmitted signals encounter severe attenuation as

well as reflection, scattering and shadowing. These phenomena cause the transmitted

signals to interact with each other. These interactions result with the constructive

or destructive superposition of the transmitted signals. Due to constructive and de-

structive superposition of the transmitted signals it becomes infeasible to detect signal

correctly.

To overcome these problems we can developed new modulation techniques also we

can design new transmitter or receiver structures. Usually these new receivers are more

complex than the wired communication system receivers, its because of the phenomena

mentioned above. Researcher are trying to develop new receiver structures such that it

can detect the transmitted signal as correctly as possible while it has low complexity.

For a typical wireless communication system it is expected to have a low bit error

rate (BER) probability for a small signal-to-noise ratio (SNR). Besides on these it is

also expected to have low complexity transmitters and receivers. Usually there is a

trade-off between these three. If you want to have low BER probability with small

SNR you can use some channel codding or error control codding algorithms. But this
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comes with a cost, to implement coding on the transmitter and decoding on the receiver

you need to use more components causing increase in complexity. Or you may need to

perform more steps to estimate a received signal. If you keep same complexity level

you will need more times to estimate a received signal that will be a problem for a real

time communication.

Different than wired communication, in wireless communication we have extra

difficulties. As it is previously stated reflection, scattering and shadowing cause a

phenomenon called multipath effect [1]. The presence of multipath effect causes severe

limitations on the receiver performance. So in wireless communication to obtain good

performances we need to take some measures against the multipath effect. These extra

measurements causes increase in complexity.

1.1. Background and Related Work

Multipath effect causes a time delay dispersion and there is a dual relation be-

tween time delay dispersion and frequency selectivity, i.e., the greater the time dis-

persion, the greater the frequency selectivity of the channel response. If we have a

hostile communication medium that has a very long multipath delay spread then we

have a frequency selective channel. To combat with this kind of frequency selective

channels and other impairments caused by hostile transmission medium some different

transmission and modulation techniques can be used such as multi-carrier (MC) and

single-carrier (SC) transmission techniques [2].

MC modulation schemes are know to be very robust against severe time dispersion

effect of multi path propagation, without requiring complex receiver implementations.

On the other hand conventional single carrier modulation schemes have very high

receiver complexity, mostly because of the time domain equalizers they use.

Following we give some information about both kind of modulation schemes,

problems they face and some solutions proposed for these problems. Also we give

information about UWB systems, their problems they face similar with conventional
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communication systems and some researches made to overcome these problems.

1.1.1. OFDM Systems

Orthogonal frequency-division multiplexing (OFDM) is an efficient MC trans-

mission technique [3]. OFDM transmits multiple modulated subscribers in parallel.

Each of these subscribers uses a small portion of the assigned available bandwidth.

Since channel effects only the amplitude and phase of each subscriber, compensation

for frequency selective fading is done by equalizing each subscriber’s gain and phase.

To generate subscribers, inverse fast Fourier transform (IFFT) is performed at

the transmitter on blocks of M data symbols. Extraction on the subscribers at the

receiver is done by performing the fast Fourier transform (FFT) operation on blocks

of M symbols. In order to make the received block to appear to be periodic with

period M and to prevent contamination of a block by inter block interference (IBI)

from the previous blocks, a cyclic prefix (CP) whose length in data symbols exceeds

the maximum expected delay spread is added to the beginning of each block. The

cyclic prefix is a repetition of last data symbols in a transmitted block. By using CP,

linear convolution of the channel impulse response and sent data block appears to be

circular convolution at the receiver.

In OFDM systems inherently we are working in FD. To equalize a received block

of symbols we use equalizers that are designed to work in FD. Adding cyclic prefix

to the transmitted blocks thus obtaining circular structure at the receiver gives us

opportunity to reduce the receiver complexity, because equalization can be done by

simple complex multiplication per each sub-carriers. That is why OFDM systems have

advantage of having simple receiver structure.

It is reported in [4] OFDM offer a better performance/complexity trade-off than

conventional single carrier (SC) modulation with time domain equalization for large

multpath spread. Also in [5] a comparison between three systems equalized Gaussian

minimum shift keying (GMSK), equalized quadrature phase shift keying (QPSK) and
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OFDM systems is carried out. It is reported that OFDM outperforms the other two

systems. Another comparison between MC OFDM system and conventional SC system

is reported in [6]. It is shown that for the assumed conditions coherent OFDM scheme

provides about 2-3 dB performance gain compared to single-carrier modulation with

lower complexity. It is also reported that in the receiver the most power consuming

element regarding equalization is the equalizer for SC and the FFT for OFDM.

Although OFDM offers many advantages it has some limitations. Firstly, the

efficiency of the transmission amplifier can be significantly limited due to the high

peak-to-average power ratio of OFDM signal. Secondly, carrier synchronization is very

important for OFDM systems. In order to obtain good performance each carrier must

be synchronized very accurately.

1.1.2. SC Systems

When we suffer from the high peak-to-average power ratio problem of OFDM

systems we can use some algorithms developed to alleviate this problem. Another

solution is to use single-carrier systems instead of using MC systems. SC systems

alleviates some problems that MC systems face, but they have disadvantage of having

high complexity time domain (TD) equalizers.

One fundamental problem in high data rate wireless communication systems em-

ploying single carrier transmission is the equalization of the received signal. In wireless

communication increasing data rate without taking any countermeasures means in-

creasing the inter symbol interference (ISI). To combat whit ISI equalizers are being

used [7]. In a conventional digital SC transmission systems these equalizers are de-

signed in time domain. There are many ways to design a time domain equalizer. For

example equalizers can be designed to work in an adaptive manner [8]. This kind of

equalizers consist of one or more transversal filters with many taps. To perform equal-

ization on each data symbol many multiplication must be carried out. Because of this

huge number of multiplications we have high complexity receivers.
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Similarly, sometimes communication is made by means of blocks. In situations

like these, to perform equalization it is required to take an inverse of a matrix with

large dimensions which increases the complexity. Although some complexity reducing

algorithms were developed for broadband systems complexity is still too high [9].

A new technique to reduce the receiver complexity is to design some blocks of the

receiver, such as channel estimator and equalizer, to work in frequency domain [10–12].

This new technique has some common elements with the OFDM systems. By doing

some processes in frequency domain we use the low complexity advantage of the OFDM

systems. In [13–15] Sari pointed out that, when combined with FFT processing and the

use of cyclic prefix, a SC system with frequency domain equalizer (FDE) has essentially

the same performance and low complexity as an OFDM system. Same results are

obtained in [16] for FD single-carrier broadband wireless systems. Also in [17] it has

been shown that FDE is more robust without interleaving and error-correction coding

and less sensitive to nonlinear distortion and carrier synchronization difficulties which

are main problems of the OFDM systems.

The FD equalization uses a similar reception technique that is used in OFDM

systems. In these kind of systems communication is made block wise. To obtain

periodic appearance of a transmitted block, a cyclic prefix is appended to each data

block. This periodicity causes linear convolution of the channel and sent data block

appear to be circular convolution. Thus, on the receiver side some operations such as

channel estimation or equalization can be carried out with less multiplications.

In this thesis, we use this principle in UWB systems to decrease the receiver com-

plexity. That is, we use frequency domain reception techniques not only for equalization

purposes but also for channel estimation purpose.

For block transmission implementation of cyclic prefixed SC systems firstly we

select the CP length so that it is equal or greater that the expected maximum channel

delay spread. Next, we choose data block size long enough to make sure that channel

variation is negligible over the block. This reduction of complexity comes with some
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costs. The cyclic prefix length is an important parameter for this kind of systems. If it

is not long enough, then IBI occurs between adjacent blocks. To avoid IBI, CP length

must be equal or greater than the channel impulse response. However, we cannot

choose the CP length as long as we want. Because, appending some prefix to the

transmitted block causes reduction in bandwidth efficiency and power efficiency of our

system. So the shorter the CP length, the better the bandwidth and power efficiency

of a system. Especially, when our channel is highly time dispersive, usage of CP whose

length is greater than channel impulse response causes huge amount of reductions of

bandwidth and power efficiency of our system.

In literature there are some studies to solve this problem for SC systems. One

solution proposal is to shorten the channel impulse response [18]. Another solution for

performance degradation caused by usage of insufficient CP is to iteratively reconstruct

missing CP on convolutionally encoded bit stream at receiver side [19]. Reconstruction

gives good results but disadvantage is that we have a slight complexity increase because

of reconstruction algorithm, but this increment of complexity does not take away our

advantage of working in FD. In [20–22] there are other studies about the usage of

insufficient CP with SC systems.

1.1.3. UWB Systems

Ultra-wideband (UWB) is a new communication technique that is a good can-

didate for short range multiple-access communications in dense multipath environ-

ments [23]. It is defined as any wireless transmission scheme that occupies a fractional

bandwidth W/fc ≥ 20% where W is the transmission bandwidth and fc is the band

center frequency, or more than 500 MHz of absolute bandwidth. These systems use

very narrow time duration baseband pulses of appropriate shape and duration to obtain

such large bandwidths. Because of this large bandwidth, it is possible to obtain higher

data rates without increasing transmit power or equivalently using sophisticated error

control coding and higher order modulation schemes. This also means UWB systems

are power efficient and it is possible to design low complexity receivers.
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Impulse radio (IR) is a UWB technique that uses baseband pulses of very short

duration, typically on the order of a nanosecond, thus spreading the energy of a radio

signal very thinly from near dc to a few gigahertz [25]. A typical IR symbol is composed

of many repeated pulses. This pulse repetition provides us with processing gain on

receiver side. It becomes easier to detect and estimate transmitted symbols.

Currently in United States (US) for UWB wireless communication there are some

regulations on power levels of pulses not to disturb currently operating systems such

as global positioning systems (GPS) and wireless local area network WLAN [24].

Because of power limitation rules and multiple access issues, different spread

spectrum (SS) techniques are applied to UWB systems. The two most common UWB

transmission models are based on concept of time hopping spread spectrum (TH-SS)

and direct sequence spread spectrum (DS-SS). Data information can be modulated by

using pulse position modulation (PPM) or pulse amplitude modulation (PAM) [26–30].

The IR-UWB has a fine path resolution by transmitting information with ultra

short pulses. Therefore, the RAKE receiver is known as a technique that can effectively

combine paths with different delays and obtain path diversity [31]. In this kind of

receivers there are as many correlators as the number of resolvable multipaths of the

channel. It has been observed that in these kind of receivers energy capture is highly

sensitive to the number of fingers (correlators) used in reception [32]. Since some UWB

indoor channel have approximately 400 resolvable paths [33] it is unlikely that hundreds

of correlators can be employed due to the practical reasons. So this kind of receivers

are limited in performance.

As previously mentioned conventional antimultipath approach for single carrier

transmission systems is to use TD equalizers. Since these equalizers uses as many

filter taps as the number of resolvable paths their complexity is very high. That is

why these equalizers are not suitable for UWB indoor communications. Especially,

for non-line-of-sight (NLOS) UWB indoor channels where more than 400 multipaths

exist [33].
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Just as mentioned for SC systems one alternative to combat with multipath effect

is to use FD equalizers in UWB systems. Recently there are some studies to use FD

equalizer in UWB systems [34–37]. In all this studies CP length is assumed to be

longer than channel impulse response. As we previously mentioned, using longer CP

limits the bandwidth efficiency of a transmission system. Since UWB channels are

highly time dispersive channels using sufficient CP length causes excessive badwidth

efficiency lost.

In order to prevent this bandwidth efficiency lost, similar techniques that are

being used in SC transmission can be used. For example, channel impulse response

shortening can be applied or some reconstruction algorithms can be used. In [38] a

reconstruction algorithm for UWB-IR and DS-UWB have been proposed. However,

for reconstruction channel coefficients are assumed to known perfectly. In [39] the

same authors investigated the effect of the imperfect channel estimation only on the

performance of UWB-IR with the reconstruction algorithm proposed in [38].

1.1.4. Turbo Equalization

Figure 1.1. Representation of data transmission system

Turbo equalization principle is an efficient way of reception of transmitted sym-

bols. In classical uncoded systems data are fed to the mapper and transmitted through

ISI channel. The ISI is removed through equalization, and the data estimates are ob-

tained from a mapper converting the hard decided equalized channel symbols to the

input data alphabet as shown in Figure 1.1.

The optimal equalization method for minimizing the bit error rate and the se-

quence error rate are nonlinear and are based on maximum-likelihood (ML) estimation,
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which turns into maximum a posteriori probability (MAP) in the presence of a priori

information about the transmitted data. However, (MAP/ML) equalizers suffers from

high complexity. For this reasons, equalization is done by using linear filters. The pa-

rameters of these filters can be selected according to many criteria such as zero forcing

(ZF) or minimum-mean squared error (MMSE) criteria.

It is possible to increase the BER performance of a communication system by

using coding. Block coding and convolutional codes are only two examples of present

coding schemes. When coding is used on receiver side the decoder is fed either with

hard or soft information. It is reported in [43] using soft information rather than hard

information obtained from the equalizer increase the performance of the receiver. In

these systems an interleaver is used after the encoder to shuffle symbols within a given

block of data and thus decorrelates error event introduced by the equalizer between

neighboring symbols. Correct ordering of symbols are obtained by using deinterleaver

before the decoder.

Figure 1.2. Data transmission using iterative (turbo) approach

Figure 1.2 depicts an example of an receiver based on iterative structure. In

iterative algorithms the received data block is processed between at least two distinct

processing blocks, such as an equalizer and a decoder. They are interacting with

each other in both directions. A received block is processed several times until a

predetermined convergence criteria is matched.

If we assume that the communication is done blockwise, the interleaver shuffles the

code symbols of the encoder output. The deinterleaver reverses this step such that the
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decoder reads the code symbols in the same ordering in which the encoder sent them.

Also, the feedback information from the decoder is interleaved to provide the correct

code symbol ordering for the equalizer. In this structure receiver’s blocks are assumed

to output soft information. One block of received data is repeatedly equalized and

decoded using feedback from the decoder until previously assigned convergence criterion

is met. One common problem of the iterative structures is the sensitivity to error

propagation. This problem can be reduced by carefully choosing the outputs of the

processing block i.e. communicating the extrinsic information between the processing

blocks.

As we previously mentioned, using MAP equalization suffers from the high com-

putational load especially for channel with long impulse response. This situation is

exaggerated for the iterative structures, because a received block is processed several

times. To overcome this problem Wang and Poor [44] used linear equalizer instead of

MAP equalizer to remove ISI and MAP symbol estimator for decoding. Thus the MAP

equalizer (exponential complexity) is replaced with an linear equalizer (LE, polynomial

complexity). In [45] Tuchler proposed a MMSE equalizer that uses prior information

in time domain for equalization of a received block. Although the MAP equalizer is re-

placed with MMSE equalizer, the computational load is still high for highly dispersive

channel. It is because an inverse of a large matrix must be taken for the computation

of the equalizer coefficients for every iteration. In order to further reduce the compu-

tations load in [45] Tuchler proposed a FD version of the MMSE equalizer proposed

in [46].

1.2. Scope of the Thesis

In this thesis, we investigate the deteriorating effect of using short cyclic prefix

on channel estimation and detection in binary pulse amplitude modulated (PAM) IR-

UWB systems. We assume that the channel is unknown for the receiver and we used

a pilot aided FD RLS channel estimation algorithm to estimate the channel. For the

channel estimation we use FD RLS algorithm given in [47] and we propose an iterative

scheme on this algorithm to compensate for the additional IBI caused by the usage of
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the short CP. For the detection of the received symbols we use an iterative structure

that is composed of FD MMSE equalizer proposed in [46] and pulse repetition decoder

similar to decoder proposed in [48]. In order to compensate for the IBI error an

additional IBI estimation block is used and it is combined with the whole system to

operate in an iterative way for better reception of the transmitted symbols.

1.3. Outline of the Thesis

In Chapter 2, we present the signal model. In Chapter 3, the proposed receiver

structure is presented. Also, the derivation of the proposed FD RLS channel estima-

tion with IBI cancellation algorithm, FD equalizer and decoder is given in Chapter 3.

Simulation results for channel estimation is also presented in Chapter 3. In addition,

complexity analysis is given in Chapter 3. In Chapter 4, simulation results of the

proposed receiver are given. Finally, conclusion is presented in Chapter 5.
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2. SIGNAL MODEL

Figure 2.1. Representation of the transmitter

In our thesis we consider a single user uncoded chip-interleaved PAM IR-UWB

system. The transmitter is depicted in Figure 2.1. The transmitter is a typical UWB

transmitter. It consists of spreader, interleaver and a modulator. In a IR-UWB system

signals are transmitted at baseband, so the transmitter complexity is fairly low com-

pared to conventional communication systems. Following we give details of the signal

model that we use in our system.

In a typical IR-UWB system, every symbol is transmitted over a duration of Ts in

which Nf frames, each with a duration of Tf , are sent, i.e., Ts = NfTf . In each frame, a

pule, p(t), with a duration of Tp = Tf is transmitted. With this model every information

bit is repeated Nf times. This provides us with processing gain at the receiver side. In

our study we investigate the deteriorating effect of using short CP. When CP length

is shorter than the CIR length than there is a interference caused by the previously

transmitted data blocks. To be able to define the amount of interference theoretically

we use subscript ’n’ to indicate the transmitted block index. Taking this notification

into account at the transmitter the nth original input data sequence consisting of Nb

bits is represented as bn = {bn(l)}Nb−1
l=0 where bn(l) ∈ {+1,−1}. Each information bit

is spread to d′n = {d′n(l)}NbNf−1

l=0 by repeating every bit Nf times. Thus d′n(l) can be

expressed as

d′n(l) = bn
(b l

Nf

c) (2.1)

Here b.c denotes the integer floor operation. Then {d′n(l)}NbNf−1

l=0 is interleaved to

dn = {dn(l)}NbNf−1

l=0 by using the interleaver denoted by
∏

. After interleaving process
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dn(l) is given by

dn(l) =
∏ (

bn
(b l

Nf

c)
)

. (2.2)

To insert CP last Nk element of the interleaved sequence dn, which are corresponding

to chip positions, are inserted to the beginning of dn. Thus the transmitted signal is

expressed as

sn(t) =

NbNf−1∑

l=−Nk

gn(l)p(t− lTf ), (2.3)

where gn(l) = dn(< NbNf + l >NbNf
), < . >NbNf

is the modulo operation with respect

to NbNf . The multipath channel is modelled as

h(t) =
L̃−1∑
m=0

ρmδ(t− τm)

where L̃ is the number of channel paths, ρm is the path gain and τm is the delay of the

mth path. Sampling at frame rate Tf , the path delays τm can be approximated to the

integer multiples of Tf . Accordingly, the fractionally spaced channel impulse function

can be written as

h(t) =
L−1∑

l=0

h(l)δ(t− lTf )

where L = τL̃−1/Tf + 1 with τL̃−1 being the maximum path delay, and h(l) = ρm

for l = τm/Tf and zero for all other l values. Assuming that the receiver is fully

synchronized and time delays are known, then the received signal for nth information

bit sequence (block) can be expressed as

rn(t) = sn(t) ∗ h(t) + w(t), (2.4)
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where * denotes linear convolution and w(t) is AWGN with variance N0/2. The con-

tinuous time received signal, r(t), is passes through a chip-matched filter and sampled

at the multiples of Tf yielding

rn(m) = sn(m) ∗ h(m) + w(m), m = −Nk, . . . , 0, . . . NbNf − 1, (2.5)

where r(m), s(m), h(m) and w(m) are the samples of chip-matched filter output,

transmitted signal, channel impulse response and AWGN process respectively. There

will be so called IBI depending on the CP length Nk is longer (Nk > L) or shorter (Nk <

L) than the channel impulse response. Also another parameter that is affecting the IBI

is the number of chips NbNf (one pulse for each chip) contained in each transmitted

block. In this thesis, we choose the length of each transmitted block to be constant

over successive blocks and it is equal or greater than the channel impulse length, that

is NbNf ≥ L. By doing so we restrict the number of previously transmitted block that

contribute to the IBI to be one. Derivation of the IBI term with this specifications is

presented in appendix. The IBI error in nth block caused bay the (n-1)th block is as

following

en(i) =
L−1∑

r=Nk+i

h(r)

{
dn−1

(
NbNf + Nk − 1− i− r

)− dn
(
NbNf − r + i

)}
. (2.6)

Also IBI derivation presented in appendix can be modified to contain two or more

previously transmitted blocks.

If CP is longer than the channel impulse response then after removal of CP the

received signal can be expressed as

rn(i) = sn(i) ? h(i) + w(i), i = 0, . . . NbNf − 1, (2.7)

where ? represents circular convolution. However, if CP length is shorter than the

channel impulse response additional IBI error term which given in (2.6) is added to the
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received signal and it is expressed as

rn(i) = sn(i) ? h(i) + en(i) + w(i), i = 0, . . . NbNf − 1. (2.8)

Equations (2.7) and (2.8) can be written in matrix form as

rn = HCdn + w, (2.9)

= HCdn + en + w,

where rn is a (NbNf × 1) column vector containing samples of the received signal, HC

is a (NbNf ×NbNf ) circular matrix whose elements are the channel impulse response,

subscript C stands for circular matrix, dn is a (NbNf × 1) composed of the chip values

of the nth transmitted block, w is a (NbNf × 1) column vector that contains AWGN

samples and en is a (NbNf × 1) column vector that contains IBI error terms, and are

expressed as follow

rn = [rn(0) rn(1) rn(2) ... rn(NbNf − 1)]T ,

dn = [dn(0) dn(1) dn(2) ... dn(NbNf − 1)]T ,

en = [en(0) en(1) en(2) ... en(NbNf − 1)]T ,

w = [w(0) w(1) w(2) ... w(NbNf − 1)]T ,

(2.10)
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HC =




h(0) 0 . . . 0 h(L− 1) h(L− 2) . . . h(2) h(1)

h(1) h(0) 0 . . . 0 h(L− 1) . . . h(3) h(2)

h(2) h(1) h(0) 0 . . . 0
. . . . . . h(3)

...
. . . . . . . . . . . . . . . . . . . . .

...
...

. . . . . . . . . . . . . . . . . . . . . h(L− 1)

h(L− 1) h(L− 2) . . . . . . . . . h(0) 0 . . . 0

0
. . . . . . . . . . . . . . . . . . . . .

...
...

. . . . . . . . . . . . . . . . . . h(0) 0

0 . . . 0 0 h(L− 1) . . . h(2) h(1) h(0)




.

An alternative forms of (2.9) which will be used to derive RLS channel estimation

algorithm, can be written. As we see, the the first terms on the right hand side of the

equality is HCdn. This expression can be changed to be Dn
Ch, where h is a (NbNf ×1)

column vector whose elements are

h = [h(0) h(1) h(2) ... h(L− 1) 0 ... 0)]T (2.11)

and Dn
C is a (NbNf ×NbNf ) circular matrix expressed as

Dn
C =




dn(0) dn(NbNf − 1) . . . dn(3) dn(2) dn(1)

dn(1) dn(0) dn(NbNf − 1) . . . dn(3) dn(2)

dn(2) dn(1) dn(0) . . . dn(4) dn(3)
...

. . . . . . . . . . . .
...

dn(NbNf − 2) . . . . . . dn(1) dn(0) dn(NbNf − 1)

dn(NbNf − 1) . . . . . . dn(2) dn(1) dn(0)




.

Using this alternative form, (2.9) can be written as

rn = Dn
Ch + w, (2.12)

= Dn
Ch + en + w.
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Since channel estimation and equalization is done in FD, (2.9) and (2.12) need to be

transformed to FD. The advantage of these equations lies under the circular structures

of matrices HC and Dn
C . Since they are circular matrices they can be expressed as

HC = FHΨF, where F is the discrete Fourier transform (DFT) matrix and Fl,k =

1√
NbNf

exp

(
− j 2π

NbNf
lk

)
, 0 ≤ l, k ≤ NbNf − 1 and Ψ is (NbNfxNbNf ) diagonal matrix,

with its (k,k)th entry as

ψk =

NbNf−1∑

l=0

h(l)exp

(
− j

2π

NbNf

lk

)

similarly Dn
C can be written as Dn

C = FHMnF here Mn is (NbNfxNbNf ) diagonal

matrix, with its (k,k)th entry as

Mn
k =

NbNf−1∑

l=0

dn(l)exp

(
− j

2π

NbNf

lk

)
.

Using these facts the last line of (2.12) can be written in FD as

Frn = F(HCdn) + Fen + Fw, (2.13)

= F(FHΨFdn) + Fen + Fw,

Rn = ΨDn + En + W.

where Rn = Frn, Dn = Fdn, En = Fen and W = Fw. Similarly (2.9) and the first

line of (2.12) can be written in FD respectively as

Rn = ΨDn + W, (2.14)

= MnH + W,

= MnH + En + W.

This representations of the received signal are used during the derivations of FD RLS

channel estimation, FD equalization and symbol detection algorithms. In the following

chapter we explain the proposed receiver structure.
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3. CHANNEL ESTIMATION, EQUALIZATION AND

DECODING

In this chapter we explain the proposed receiver structure when short CP is used

causing IBI. The proposed receiver structure is shown in Figure 3.1. It is composed

of FD RLS channel estimator, FD SISO MMSE equalizer, repetition decoder and IBI

error estimator.

Figure 3.1. Block diagram of the proposed receiver

The channel estimation is done in frequency domain by using pilot blocks. For

channel estimation we propose an iterative scheme that is based on cancelling IBI

error iteratively. For the equalization of the received data blocks we propose to use

FD SISO MMSE equalizer. Decoding is done by using repetition decoder that accepts

soft outputs of the equalizer as input and produces soft outputs. The IBI cancellation

is done by estimating the IBI error and subtracting it from the received block in next

iteration. In following sections we explain the details of each receiver components in

details.
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3.1. Frequency Domain Recursive Least Squares Channel Estimation

With Inter Block Interference Cancellation

The RLS channel estimation is one of the channel estimation method widely

used in literature. In our study, we prefer the RLS algorithm because it has better

convergence properties than most of its counter parts. However, it can be changed

with another FD channel estimation algorithm such as FD least mean squares (LMS)

given in [47] with lower complexity but with slower convergence rate. We use the FD

version of RLS algorithm proposed in [47]. In order to compensate for the IBI error

we made some modifications on this algorithm. If we consider the last line of (2.14)

which represents the received signal for short CP usage the RLS aims at minimizing

the exponentially weighted sum

JRLS(H̃) =
n∑

i=0

λn−i‖Ri −MiH̃‖2, (3.1)

where 0 < λ < 1 is the forgetting factor. The minimum is achieved for H̃ = Ĥn, with

Ĥn satisfying the the recursive equation

Ĥn+1 = Ĥn + Knzn, (3.2)

where zn = (Mn)H [Rn −MnĤn] and Kn = diag[Kn(0) Kn(1) ... Kn(NbNf − 1)].

The term Kn(i) is expressed by

Kn(i) =
Sn(i)

λ + |Mn
i |2Sn(i)

, i = 0, . . . , NbNf − 1, (3.3)

with Sn(i) satisfying the recursion

Sn+1(i) =
1

λ
Sn(i)

[
1−Kn(i)|Mn

i |2
]
, i = 0, . . . , NbNf − 1. (3.4)
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Figure 3.2. FD Channel estimation with IBI cancellation

In our study we assume that, the channel estimation is done by using training

blocks. Modification is done by estimating the IBI error as Ê
n

and subtracting it

from the FD received signal as shown in Figure 3.2. In this way the estimate of

the received signal is obtained and it is used as an input for the next iteration of

the RLS algorithm. Since the IBI error en is defined in time domain as shown in

(2.6), the IBI estimation is done in time domain and converted to frequency domain.

Although this estimation process slightly increases the channel estimation complexity,

it provides us with better channel estimation by iteratively cancelling IBI error. It is

observed in (2.6) that the required parameters to be able to estimate en are channel

impulse responses, currently and previously transmitted symbol blocks. The channel

estimation is assumed to be done via pilot blocks. When this is the case, currently

and previously transmitted symbol blocks are known. Remaining unknown parameter

is the channel impulse responses (CIR). In our proposed algorithm we use estimated

channel coefficients from the previous iteration to estimate the IBI error. Then we

subtract this estimated IBI error from the received signal in the next iteration.

In (2.6) it is also observed that not all the IBI error terms are affected by the CIR

equally. The number of CIR coefficients that affects the IBI error term decreases when

the IBI error term index increases. To compensate for this effect a new parameter is

defined to be energy coefficient and it is the ratio of the energy of the estimated channel

coefficients from previous iteration those affecting the ith IBI error term to the energy
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of the all estimated channel coefficients from the previous iteration.

an(i) =

∑L−1
r=Nk+i ĥ

2(r)
∑L−1

j=0 ĥ2(j)
.

A similar parameter is present in [38]. By using the estimated CIR coefficients and the

energy coefficient the IBI error estimation is done with the following equation

ên(i) = an(i)
L−1∑

r=Nk+i

ĥn(r){bn−1(NbNf + Nk − 1 + i− r)− bn(NbNf − r + i)}. (3.5)

During the simulations it is observed that if energy coefficient is not used for IBI error

estimation some convergence problems are faced because of the feedback structure that

is used for channel estimation. The combined IBI error cancelation with RLS algorithm

is as following

Step 1: Initialize ĥ and Sn(i) i = 0, . . . , NbNf − 1

Step 2: Calculate IBI ên using (3.5)

Step 3: Calculate the FFT of ên → Ên

Step 4: Subtract estimated IBI error Ên from received vector Rn obtain estimate

of received vector R̂n

R̂n = MnH + En − Ên + W (3.6)

Step 5: Calculate zn = (Mn)H [R̂n −MnĤn]

for first iteration when n = 1 use frequency domain values of initially assigned

ĥn channel coefficient in first step.

Step 6: Calculate Kn(i) for i = 0, . . . , NbNf − 1, using (3.3)

Step 7: Calculate Ĥn+1 using (3.2)

Step 8: Calculate Sn+1(i) for i = 0, . . . , NbNf − 1, using (3.4)

Step 9: Calculate the IFFT of Ĥn → ĥn and go to step 2 in order to calculate IBI

error with these new channel coefficients.
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3.1.1. Simulation Results for Channel Estimation

In this section the simulation results for proposed FD RLS channel estimation are

presented. In all simulations, channel model four (CM4) [33] is used as the multipath

channel which has 360 taps leading to a severe ISI. In order to interleave the data

blocks random interleaver is used. Pulse and chip durations are set equal to 1ns, i.e.

Tp = Tf = Tc = 1ns. Each transmitted block is composed of 160 information bits. Each

information bit is spread over 4 chips, i.e. to transmit an information bit 4 pulse with

1ns. duration is used. Whit this set up each block consists of 640 chips (pulse). On

receiver side matched filter outputs are sampled with sampling rate of 1ns. thus each

received block has 640 samples. In simulations forgetting factor, λ, is set to be 0.9999

As a performance criterion for channel estimation normalized mean squared error is

used, and it is defined as

NMSE(Ĥ) , E{‖H− Ĥ‖2}
E{‖H‖2} .
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Figure 3.3. FD Channel estimation with IBI cancellation, number of pulse

repetition=4 block size=160 symbols (640 chips) channel length=360 taps SNR=20

dB
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Figure 3.4. FD Channel estimation with IBI cancellation, number of pulse

repetition=4 block size=160 symbols (640 chips) channel length=360 taps SNR=10

dB

Figure 3.3 shows the channel estimation results for full CP Nk = 360, no CP

Nk = 0 and short CP Nk = 20 cases together with the proposed algorithm at 20 dB

SNR. Notice that, using the specifications given above there is a one to one matching

between each channel tap and each chip positions. The CP length is defined in terms

of chip positions. If the CP length is equal or greater than the channel impulse then

there is no IBI. It is observed in Figure 3.3 that, when CP length is 360 NMSE is on

order of 10−3 after 50 pilot blocks. The channel estimation performance decreases when

CP length decreases. It is also observed that there is a substantial increase in channel

estimation performance with the proposed IBI cancelation algorithm. Similarly Figure

3.4 shows results for channel estimation at 10 dB SNR. The estimation characteristic

for channel estimation at 10 dB is the same with the estimation characteristic at 20

dB but the performance decreases as expected. Although the estimation performance

improvement is more for 20 dB SNR, estimation results are more close to that of

sufficient CP case at 10 dB SNR. It is because of that, at low SNR’s the error caused

by AWGN is more dominant than that of IBI error. This causes the margin between
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no CP case and sufficient CP case to decrease. Thus even if we have a small amount of

improvement with proposed algorithm, obtained estimation results are closer to that

of sufficient CP case.

3.2. Frequency Domain Soft Input Soft Output Minimum Mean Squares

Error Equalizer

For the recovery of the transmitted data in the presence of ISI and noise we use

FD SISO minimum mean squares linear equalizer algorithm proposed in [46]. The time

domain version of the the SISO MMSE-LE is derived in [45]. Given the received vector

for nth data block rn and extrinsic LLR about the chip positions
{
LE

in

(
dn(i)

)}NbNf−1

i=0

(which are computed by the decoder) the SISO MMSE-LE computes estimates of chip

values d̂n(i) of the transmitted data bits by minimizing cost function E
(|dn(i)−d̂n(i)|2).

The MMSE-LE also produces LLR of chip values
{
LE

out

(
dn(i)

)}NbNf−1

i=0
. The estimates

d̂n(i) are computed as [45]

c = Cov
(
rn, rn

)−1
Cov

(
rn, dn(i)

)
,

d̂n(i) = E
{
dn(i)

}
+ cT

(
rn − E{rn}), (3.7)

where E
{
dn(i)

}
is given as

d̄n(i) = E
{
dn(i)

}
, (3.8)

which are obtained from the decoder and the derivation is given in following sections.

In order to derive the FD version of the MMSE-LE algorithm [45] the approximate

implementation of the time domain algorithm is used where the equalizer coefficients

c are computed under the assumption that dn(i) are equally likely +1 or -1 yielding

E
{
dn(i)

}
= 0 and they are kept constant over the iterations. Therefore

Cov
(
rn, rn

)
= σ2

wINbNf
+ HCHH

C ,

Cov
(
rn, dn(i)

)
= HCu, (3.9)
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where u = [101×NbNf−1]. Thus time invariant coefficients c is

c =
(
σ2

wINbNf
+ HCHH

C

)−1
HCu. (3.10)

If we collect the expected values of each chip positions E
{
dn(i)

}
in a vector d̄n as

d̄
n

=

[
E

{
dn(0)

}
E

{
dn(1)

}
E

{
dn(2)

}
... E

{
dn(NbNf − 1)

}]T

,

=

[
d̄n(0) d̄n(1) d̄n(2) ... d̄n(NbNf − 1)

]T

,

(3.11)

and using (3.7),(3.10) and (3.11) estimate of the ith chip position can be expressed as

d̂n(i) = cT
(
rn −HCd̄

n
+ d̄n(i)HCu

)
. (3.12)

If the estimates of the chip positions are put in a matrix form

d̂
n

=

[
d̂n(0) . . . d̂n(NbNf − 1)

]T

(3.13)

and we define p = HH
C c then estimates of the chip positions can be written as [46]

d̂
n

= (CircNbNf
[c])Hrn − (CircNbNf

[p])Hd̄
n

+ pHud̄
n
, (3.14)

where CircNbNf
represent a NbNf ×NbNf circular matrix. The advantage of the (3.14)

is the circular structures of terms CircNbNf
[c] and CircNbNf

[p]. If DFT is applied to

(3.14) by multiplying with a matrix defined as

T = tn,k, n, k = 0, 1, . . . , NbNf − 1, tn,k = exp(−j
2πnk

NbNf

), (3.15)
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where j =
√−1. Using the fact that (NbNf )T

−1T = THT = (NbNf )INbNf

C = Tc = [C0 . . . CNbNf−1]
T , (3.16)

Λ = T[h0h1 . . . hL−101×NbNf−L]T = [Λ0 . . . ΛNbNf−1]
T ,

P = Tp = TT−1Diag[Λ]HTc = Diag[Λ]HC =
[
(C0.Λ0) . . . (CNbNf−1.ΛNbNf−1)

]T
,

D̂
n

= Td̂
n

= T
(
CircNbNf

(c)
)H

T−1Tr−T
(
CircNbNf

(p)
)H

T−1Td̄n + TpHud̄
n
,

= Diag[C]HTrn −Diag[P]HTd̄
n

+
1

NbNf

.TPHTud̄
n
,

= Diag[C]HTrn −Diag[P]HTd̄
n

+
1

NbNf

.

NbNf∑

k=0

(Ck.Λk)Td̄
n
.

the vector C can be written in terms of Λ as

C = Tc = T
(
σ2

wINbNf
+ HCHH

C

)−1
HCu, (3.17)

= T
(
σ2

wINbNf
+ T−1Diag[Λ]Diag[Λ]HT

)−1
T−1Diag[Λ]Tu,

=
(
σ2

wINbNf
+ Diag[Λ]Diag[Λ]H

)−1
Diag[Λ]1NbNf

.

Thus the SISO MMSE equalizer coefficients can be easily calculated as

Ck =
Λk

(σ2
w) + ΛkΛ∗k

, k = 0, . . . , NbNf − 1. (3.18)

After computing the FD estimates of D̂
n

we go to the time domain to compute log-

likelihood ratio (LLR) of chip values dn(i). In order to compute the LLRs of the chip

values the mean and variance of the estimation error is obtained as in [45]

µ = cHHCu = pHu =
1

NbNf

PHTu =
1

NbNf

.

NbNf−1∑

k=0

(C∗
k .Λk), (3.19)

σ̂2 =
1

NbNf

NbNf−1∑

k=0

|sign(d̂n(i)).µ− d̂n(i)|2, (3.20)
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and equalizer outputs are computed as

LE
out

(
dn(i)

)
=

2d̂n(i)µ

σ̂2
. (3.21)

For the first equalization step, no extrinsic information is available from the decoder

the equalizer assumes in that case
{
LE

in

(
dn(i)

)
= 0

}NbNf−1

i=0
and uses

LE
out

(
dn(i)

)
=

2d̂n(i)

1− uHHH
C c

=
2d̂n(i)

1− µ∗
. (3.22)

The algorithm is composed of two stages for the first stage there is no extrinsic infor-

mation obtained from the decoder and they are assumed to be zero. Table 3.1 shows

the algorithm in the absence of extrinsic information.

Table 3.1. FD MMSE equalization algorithm in the absence of extrinsic information

Input: received symbols [rn(0) . . . rn(NbNf − 1)]T , channel h(k) and σ2
w,

Initialization:

[Rn(0) . . . Rn(NbNf − 1)]T ← DFT [rn(0) . . . rn(NbNf − 1)]T ,

[Λ0 . . . ΛNbNf−1]
T ← DFT [h(0) . . . h(L− 1)0 . . . 0],

µ ← 1

NbNf

NbNf−1∑

k=0

ΛkΛ
∗
k

σ2
w + ΛkΛ∗k

,

Equalization:

D̂n(k) ← ΛkΛ
∗
k

σ2
w + ΛkΛ∗k

Rn(k) k = 0, 1, . . . , NbNf − 1,

[d̂n(0) . . . d̂n(NbNf − 1)]T ← DFT−1[D̂n(0) . . . D̂n(NbNf − 1)]T ,

LE
out

(
dn(k)

) ← 2d̂n(k)

1− µ∗
.
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During the second stage we have extrinsic LLR of each chip position obtained from the

decoder. Table 3.2 shows the algorithm when extrinsic information is available.

Table 3.2. FD MMSE equalization algorithm using extrinsic information

Input: received symbols [rn(0) . . . rn(NbNf − 1)]T , channel h(k), σ2
w and extrinsic

LLR from the decoder LE
in

(
dn(k)

)
= LD

out

(
dn(k)

)
,

Initialization:

[Rn(0) . . . Rn(NbNf − 1)]T ← DFT [rn(0) . . . rn(NbNf − 1)],

[Λ0 . . . ΛNbNf−1]
T ← DFT [h(0) . . . h(L− 1)0 . . . 0],

µ ← 1

NbNf

NbNf−1∑

k=0

ΛkΛ
∗
k

σ2
w + ΛkΛ∗k

,

Equalization:

d̄n(k) ← tanh

(
1

2
LE

in

(
dn(k)

))
,

[D̄n(0) . . . D̄n(NbNf − 1)]T ← DFT [d̄n(0) . . . d̄n(NbNf − 1)]T ,

D̂n(k) ← ΛkΛ
∗
k

σ2
w + ΛkΛ∗k

Rn(k) + (µ− ΛkΛ
∗
k

σ2
w + ΛkΛ∗k

)D̄n(k),

[d̂n(0) . . . d̂n(NbNf − 1)]T ← DFT−1[D̂n(0) . . . D̂n(NbNf − 1)]T ,

σ̂2 ← 1

NbNf

NbNf−1∑

k=0

∣∣sign
(
d̂n(k)

)
.µ− d̂n(k)

∣∣2,

LE
out

(
dn(k)

) ← 2d̂n(k)µ

σ̂2
.

After obtaining LLR of each chip positions they are deintereaved and fed to the

SISO repetition decoder explained in next section.
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3.3. Soft Input Soft Output Repetition Decoder

Different than conventional systems in which convolutional coding is used for

error control coding (ECC) in our system we don’t have convolutional codes. Instead

we use pulse repetition structure as a kind of ECC. So the decoder is repetition decoder

similar to [48]. The main task of the decoder is to generate extrinsic information about

he chip values which are provided to the IBI estimator and SISO MMSE equalizer and

to produce estimates of the transmitted information bit in last iteration. As previously

stated the LLR outputs of the equalizer is

LE
out

(
dn(i)

)
=

2d̂n(i)µ

σ̂2
i = 0, 1, . . . , NbNf − 1. (3.23)

After deinterleaving LE
out

(
d′n(i)

)
= Π−1

(
LE

out

(
dn(i)

))
. Next they are fed to the decoder

as the a priori information. If we concentrate on chips related to ith bit bn(i). Recall

that bn(i) is spread into the chips sequence {d′n(j)}j∈χi
where

χi = {Nf i, Nf i + 1, . . . , Nf i + Nf − 1}

due to the interleaver LE
out

(
d′n(j)

)
are assumed uncorrelated. Using the fact LD

in

(
d′n(j)

)
=

LE
out

(
d′n(j)

)
, a posteriori LLR output of the repetition decoder can be computed as

ΛD
out

(
bn(i)

)
=

∑
j∈χi

LD
in

(
d′n(j)

)
, (3.24)

the extrinsic LLR for the chip d′n(j) associated with bn(i) is given by

LD
out

(
d′n(j)

)
= ΛD

out

(
bn(i)

)− LD
in

(
d′n(j)

)
.

Next they are interleaved to

LE
in

(
dn(i)

)
= LD

out

(
dn(i)

)
= Π

(
LD

out

(
d′n(i)

))
.
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Then these extrinsic information are fed to the SISO MMSE equalizer. These extrinsic

information are also used by the IBI estimator. To compute IBI error expected values

of the chip positions are required and are calculated by

d̄n(i) = tanh

(
LE

in

(
dn(i)

)

2

)
.

Next they are fed to the IBI estimation block together with the estimated channel

coefficients provided by the channel estimation block. At the last iteration, decoder

also computes the hard estimate b̂n(i) of the transmitted information bit bn(i) by using

a posteriori LLR of the given in (3.24) as

b̂n(i) = tanh

(
ΛD

out

(
bn(i)

)

2

)
. (3.25)

3.4. Iterative Inter Block Interference Error Cancellation

In this section we explain how to cancel the IBI error caused by the short CP.

As it is previously explained in this thesis we try to iteratively cancel out the IBI

error. The proposed receiver structure is shown Figure 3.1. There we observe that the

receiver is composed of different blocks each performing different tasks. These blocks

are SISO FD MMSE equalizer that is for ISI cancelation, SISO repetition decoder for

decoding of the received signal and IBI cancelation block that is for the estimation of

the IBI error. For the data transmission a received signal block is first processed by

SISO FD MMSE equalizer. The equalizer produces soft outputs. Next these outputs

are fed to the repetition decoder. The decoder produces extrinsic information for each

chip position as explained in previous sections. These extrinsic information are then

provided to SISO FD MMSE equalizer and IBI estimator. For the channel estimation

a certain number of pilot blocks are transmitted as explained in the first section of

this chapter. Then these estimates are used by the equalizer and IBI estimation block

during the transmission of data blocks.

Following we explain how we calculate IBI error in IBI error canceler block . The
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amount of IBI error is given as

en(i) =
L−1∑

r=Nk+i

h(r)

{
dn−1

(
NbNf + Nk − 1 + i− r

)− dn
(
NbNf − r + i

)}
. (3.26)

Here we observe that error expression is composed of three parameters these are the

channel coefficient, previously and currently transmitted blocks. While we are calculat-

ing the IBI error for channel estimation we assumed that the previously and currently

transmitted blocks are know, the only unknown was the channel coefficients. However,

during the transmission of the information data the estimation of the IBI error is dif-

ferent than the estimation explained in the first section of this chapter. It is because,

previously and currently transmitted data blocks are not known. Depending upon

the assumption about the channel knowledge perfect channel condition or estimated

channel coefficients, IBI error estimation can be done in two ways.

First way is that, channel is assumed to be known on receiver side perfectly.

With this assumption remaining unknown parameters are the currently and previously

transmitted data block. For the estimation of the IBI error, estimated values of the

previously and currently transmitted data blocks are used which are obtained from the

previous iterations.

Second way is that, we assume that the channel is not known and channel esti-

mates are obtained with RLS channel estimation block by using training blocks. Again

for the estimation of the IBI error, estimates of the transmitted data blocks that are

obtained from the decoder are used.

If we assume that channel is not known, then the required channel coefficients

ĥ(r) for the estimation of IBI error term are obtained by using the RLS channel estima-

tion algorithm. Remaining unknown parameters are previously dn−1 and currently dn

transmitted blocks. At that stage, we assume that several training blocks are used for

the channel estimation. After the transmission of the training blocks data blocks are

transmitted. The last training block is known by the receiver and it is the previously
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transmitted block for the first data block. Using this fact, the only remaining unknown

parameter for the calculation of the IBI error is the 1st data block which is also the

currently transmitted data block. For the estimation of the IBI error of the 1st data

block the estimated chip values which are obtained from the decoder are used

d̂n(i) = tanh

(
LD

out

(
dn(i)

)

2

)

The received data block is processed several times iteratively. In each iteration esti-

mated chip values are used for the calculation of the IBI error. This calculated IBI

error is subtracted from the received vector as shown in Figure 3.1 and next iteration is

performed. After completing the iterations for the first block the estimated chip values

of the first block are used as estimated chip values of the perviously transmitted data

block for the second data block. The whole process is repeated for the second block.

The IBI error term is estimated in every iteration. Thus for the mth iteration of the

nth received data block we can express estimated IBI error as

ên
m(i) = an(i)

L−1∑
r=Nk+i

ĥ(r)

{
d̂n−1

M

(
NbNf + Nk − 1 + i− r

)− d̂n
m

(
NbNf − r + i

)}
. (3.27)

where M represents the M th estimate of the previously transmitted data blocks. Here

it is assumed that every block is processed M times. The term M can be seen as

a stopping criterion for the iterative structure and the selection of the term M is

very crucial in terms of complexity performance trade-off. During the simulation it is

observed that, the proposed receiver structure obtains its best performance only after

three iterations.

In this model after the reception of several data blocks accuracy of the IBI error

estimation may decrease because of the incorrect estimates of the received data blocks.

To prevent this error propagation a training block is transmitted after a certain number

of data bits transmission.
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3.5. Complexity Analysis

In this section, we investigate the computational complexity of the proposed re-

ceiver and make comparison between TD and FD receiver structures. On the receiver

side, the channel estimator and the equalizer are the receiver components that cause

most of the computational complexity. Here we consider the channel estimation and

equalization separately. In the proposed receiver for channel estimation FD RLS al-

gorithm is preferred because of its fast convergence rate, however any other algorithm

would be preferred such as FD LMS with lower complexity and slower convergence rate.

The amount of real multiplications and real additions required for one iteration of FD

RLS and FD LMS channel estimation algorithm are given in [47]. It is reported in [49]

that FD RLS algorithm is more complexity efficient, especially for long channel such

as UWB channel models including approximately 400 taps, with respect to TD RLS

algorithm which requires a huge matrix inversion in every iteration. For this reason,

we made comparison between two different FD algorithms namely FD RLS and FD

LMS algorithms.

Table 3.3. The computational complexity of FD RLS algorithm with the proposed

IBI cancellation scheme

Approach FD RLS + IBI Estimation and Cancellation

Real products ns(4Mlog2M + 22M) + ns(2Mlog2M + M)

Real additions ns(4Mlog2M + 15M) + ns(2Mlog2M + 4M − 1)

Table 3.4. The computational complexity of FD LMS algorithm with the proposed

IBI cancellation scheme

Approach FD LMS + IBI Estimation and Cancellation

Real products ns(4Mlog2M + 14M) + ns(2Mlog2M + M)

Real additions ns(4Mlog2M + 13M) + ns(2Mlog2M + 4M − 1)

Table 3.3 shows the computational complexity analysis for the proposed FD RLS

algorithm, for ns iterations, including IBI error estimation and cancellation where

M = NbNf is block length. Similarly, Table 3.4 shows the computational complexity
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analysis for the FD LMS algorithm, for ns iterations, including IBI error estimation and

cancellation. For the complexity calculation it is assumed that FFT and IFFT requires

roughly 2Mlog2M real multiplications and additions. As seen in Table 3.3 and 3.4 ,

FD LMS algorithm has lower complexity than that of FD RLS algorithm, however the

disadvantage is that it has slower convergence rate. In time domain receiver structures

Table 3.5. The computational complexity of the TD MMSE and the FD MMSE

equalization algorithms

Approach TD MMSE FD MMSE

Real products nsNb(16N2 + 4L2 + 10L− 4N − 4) ns(4Mlog2M + 8M)

Real additions nsNb(8N
2 + 2L2 + 2L− 10N + 4) ns(4Mlog2M + 2M)

most of the computational load is caused by the equalization stage. For this reason to

decrease the computational load of the equalization stage we use FD MMSE equalizer

proposed in [46] instead of TD MMSE equalizer or any other TD equalizer. The

computational complexities of TD and FD MMSE equalizers to equalize Nb bits with

ns iterations are shown in Table 3.5 where N is the finite impulse response (FIR) filter

that is used in TD equalizer. Usually, to obtain better performance N is chosen to be

the same length with the CIR. For this reason, TD MMSE equalization in UWB systems

have higher computational complexity compared to that of FD MMSE equalization as

seen in Table 3.5.
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4. SIMULATION RESULTS

In this chapter simulation results for the proposed receiver structure are pre-

sented. The simulations are performed by using UWB channel models CM1-CM4

proposed in [33]. In order to interleave the data blocks random interleaver is used.

Pulse and chip durations are set equal to 1ns, i.e. Tp = Tf = Tc = 1ns. Each trans-

mitted block is composed of 160 information bits. Each information bit is spread over

4 chips, i.e. to transmit an information bit 4 pulse with 1ns. duration is used. With

this set up each block consists of 640 chips (pulse). On the receiver side matched filter

outputs are sampled with sampling rate of 1ns. Thus each received block has 640 sam-

ples.The simulations are performed over 1000 different channel realizations. In order

to show the effect of different channel models, the proposed receiver is simulated with

CM1,CM2,CM3 and CM4 channel models.
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Figure 4.1. Performance of the proposed system for different number pilot blocks

without IBI cancellation CM4 channel

As indicated in previous chapter, both FD MMSE equalizer and the IBI error

estimator uses estimated channel coefficients. That is why, the receiver’s BER per-

formance is highly affected by the channel estimator’s performance. As indicated in
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Figure 3.3, channel estimation performance increases with pilot block number. To see

the effect of the channel estimation performance on the receiver’s BER performance,

we simulated the proposed receiver when full CP is employed over CM4 with different

number of pilot blocks used for channel estimation assuming perfect state information

is available on the receiver side. Results are shown in Figure 4.1. Since full CP is em-

ployed, there is no IBI error. It is observed that, the receiver’s performance increases

with the increased pilot block number as expected. While there is a huge performance

improvement between 1 pilot block and 2 pilot blocks cases, there is only a small

amount of performance gain between 5 and 10 pilot blocks cases. Moreover, there is

only 0.8 dB performance difference at 10−5 BER between perfect channel estimation

case and channel estimation with 10 pilot blocks case. Considering these results, there

is no need to use more than 10 pilot blocks if one is satisfied with 0.8 dB performance

lost at 10−5 BER.

0 2 4 6 8 10 12 14 16 18 20 22 24 26 28 30
10

−6

10
−5

10
−4

10
−3

10
−2

10
−1

10
0

Eb/No

B
E

R

 

 

CP=0 0 it. IBI cancel. Est. Ch. (1 pilot)
CP=0 1 it. IBI cancel. Est. Ch. (1 pilot)
CP=0 2 it. IBI cancel. Est. Ch. (1 pilot)
CP=0 0 it. IBI cancel. Est. Ch. (3 pilots)
CP=0 1 it. IBI cancel. Est. Ch. (3 pilots)
CP=0 2 it. IBI cancel. Est. Ch. (3 pilots)
CP=0 0 it. IBI cancel. Est. Ch. (5 pilots)
CP=0 1 it. IBI cancel. Est. Ch. (5 pilots)
CP=0 2 it. IBI cancel. Est. Ch. (5 pilots)
CP=0 0 it. IBI cancel. Est. Ch. (10 pilots)
CP=0 1 it. IBI cancel. Est. Ch. (10 pilots)
CP=0 2 it. IBI cancel. Est. Ch. (10 pilots)
Full CP Perf. Ch.
AWGN

Figure 4.2. Performance comparison of the proposed system with different number

pilot blocks for CP=0 with IBI cancellation CM4 channel

In order to see the effect of short CP usage on the proposed receiver structure, we

simulated the our system over different UWB channel model with different CP lengths.

Figure 4.2 and 4.3 shows the performance of the proposed receiver for CM4 channel

when CP length is set to be zero and 20 respectively and when IBI cancellation is
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applied. In agreement with results obtained in Figure 4.1, increasing the number of

pilot blocks causes improvement on the detection performance in both Figure 4.2 and

4.3. As expected, the BER performance of the proposed receiver, with short CP and

when no inter block interference is applied, is worse compared to results obtained for

full CP case indicated in Figure 4.1 independent of the number of pilot blocks used for

channel estimation.
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Figure 4.3. Performance comparison of the proposed system with different number

pilot blocks for CP=20 with IBI cancellation CM4 channel

It is also observed that applying IBI error cancellation improves the receiver

performance over iterations. However, the amount of improvement is highly affected

by the initial performance of the receiver, i.e., when no IBI cancelation is applied. In

addition to initial data estimates, another parameter that is affecting the effectiveness

of the proposed IBI cancellation scheme is the number of pilot blocks used for channel

estimation. The effect of these two can be seen from the upper three BER curves

on both Figure 4.2 and 4.3 corresponding to no IBI cancellation, IBI cancellation

with one and three iterations respectively. Here, because of the previously mentioned

reasons, only a small amount of performance improvement is obtained by proposed

IBI cancellation scheme. However, when the pilot block number is increased much

more performance gain is obtained. For example, in Figure 4.2, when 10 pilot blocks
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are used and after three iterations there is approximately 1.5 dB difference between

proposed IBI cancellation scheme and AWGN performance of the proposed receiver at

10−4 BER.
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Figure 4.4. Performance comparison of the proposed system with different number

pilot blocks for CP=0 with IBI cancellation CM1 channel

Up to now, only CM4 channel model, which is a NLOS channel with 360 taps, is

considered for simulations. To see the performance of the proposed receiver structure

on CM1 channel model which is a LOS channel with 114 taps, we performed the simu-

lations with same setup that is used for Figures 4.2-4.3, that is CP length is set to be

zero and 20, while four different number of pilot blocks are used for channel estimation.

The results are shown in Figures 4.4-4.5. Comparing simulation results obtained for

CM1 and CM4, it is observed that the proposed receiver structure performs better for

CM1 as expected. For example, comparing the first line of Figures 4.2-4.4 correspond-

ing to zero CP case with 1 pilot block channel estimation, it is evident that while for

CM4 saturation is obtained around 10−1 for CM1 saturation is obtained at 10−2. Fig-

ure 4.6 shows the performance of the proposed receiver without IBI cancellation for all

different channel models. Cyclic prefix length is set to be zero and channel estimation

is done by using 5 pilot blocks.
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Full CP Perf. Ch.
AWGN

Figure 4.5. Performance comparison of the proposed system with different number

pilot blocks for CP=20 with IBI cancellation CM1 channel
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Figure 4.6. Performance of the proposed receiver over different channel models

without IBI cancellation CP=0 channel estimation with 5 pilot blocks

As we expected, the proposed receiver performs worst for CM4 channel which is

a NLOS channel with an extreme delay profile. Consistently, the best performance is
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obtained for CM1 channel which has lower delay profile compared to CM4 channel. In

Figure 4.7 simulation results over different channel models for the proposed receiver

with iterative IBI cancelation is depicted.
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Figure 4.7. Performance of the proposed receiver over different channel models with

IBI cancellation CP=0 channel estimation with 5 pilot blocks

It is observed that the proposed IBI scheme causes substantial increase in the

receiver performance for all channel models. The greatest performance is improvement

is obtained for CM1 channel model. It is because, the initial performance of the receiver

for CM1 is better than that of other channel models. Thus the IBI error estimation

is more accurate. During the simulations it is observed that most of the performance

improvement is obtained with the first iteration. After the first iteration small amount

of improvement is obtained over subsequent iterations, which is common for this kind

of iterative algorithms. That is at some point algorithm saturates and does not provide

any performance improvement over iterations.
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5. CONCLUSIONS

In this thesis, we considered FD reception of IR-UWB signals with short CP. An

iterative receiver structure is proposed to combat with the deteriorating effects caused

by the short CP usage. For channel estimation, we proposed a FD RLS algorithm

combined with IBI cacelattion algorithm. It is shown that the proposed algorithm

improves the channel estimation performance. A similar IBI cancellation scheme is

proposed for the back end of the receiver to improve the detection performance. It is

also shown that substantial detection performance gain can be obtained by employing

iterative IBI cancelation. Although, we obtain such performance gain, it is observed

that proposed IBI cancellation scheme is highly affected by the channel estimation

performance.
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APPENDIX A: Derivation of the IBI Error

For better understanding of the IBI error derivation we explain how IBI error

occurs when CP length is shorter than CIR. Figure A.1 illustrates a simple scenario for

short CP case. There we assume channel has 7 taps while CP length is 3. It is observed

that first received sample rn
0 is corrupted by last three samples xn−1

N−3, x
n−1
N−2, x

n−1
N−1 of

the previously transmitted block. Similarly, rn
1 is corrupted by xn−1

N−2, x
n−1
N−1 and rn

2 is

corrupted by xn−1
N−1. If CP length were longer than CIR, then xn

N−6, x
n
N−5, x

n
N−4 would

be multiplied with last three CIR coefficients h6, h5, h4 instead of xn−1
N−3, x

n−1
N−2, x

n−1
N−1 for

the calculation of the first received sample rn
0 . Thus, the IBI error for the first received

sample is the difference between short CP case and full CP case and can be expressed

as

e(0) = h6(x
n−1
N−3 − xn

N−6) + h5(x
n−1
N−2 − xn

N−5) + h4(x
n−1
N−1 − xn

N−4). (A.1)

Similarly, the IBI error for the second and third received samples can be calculated.

Figure A.1. IBI due to insufficient CP
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Following the same methodology we can derive the IBI error en(i) for general case

where CIR length and CP length can be variable. The derivation is as following. We

assume that each transmitted data block is composed of NbNf chips and it is equal

or greater then channel impulse response NbNf ≥ L. Thus when CP length is shorter

than the CIR or even in the absence of a CP IBI error present in nth data samples are

limited to be caused only from (n-1)th data block. Keeping these in minds we define

a term 4 = L−Nk representing the difference between the channel impulse response

and CP. Thus nth and (n-1)th transmitted data blocks are

. . . dn−1(NbNf −4)dn−1(NbNf −4+ 1)dn−1(NbNf −4+ 2)dn−1(NbNf −4+ 3) (A.2)

. . . dn−1(NbNf − 4)dn−1(NbNf − 3)dn−1(NbNf − 2)dn−1(NbNf − 1)

dn(NbNf −Nk)d
n(NbNf −Nk + 1)dn(NbNf −Nk + 2)dn(NbNf −Nk + 3) . . .

. . . dn(NbNf − 4)dn(NbNf − 3)dn(NbNf − 2)dn(NbNf − 1)dn(0)dn(1)dn(2)dn(3)dn(4) . . .

. . . dn(4− 2)dn(4− 1)dn(4) . . . dn(NbNf − 4)dn(NbNf − 3)dn(NbNf − 2)dn(NbNf − 1)

First element of the nth received block that contains IBI error rn
IBI(0) is obtained by

convolving the CIR and transmitted data block.

rn
IBI(0) = dn(0)h(0) + dn(NbNf − 1)h(1) + dn(NbNf − 2)h(2) + dn(NbNf − 3)h(3) . . .(A.3)

· · ·+ dn(NbNf −Nk + 3)h(L−4− 4) + dn(NbNf −Nk + 2)h(L−4− 3) +

+dn(NbNf −Nk + 1)h(L−4− 2) + dn(NbNf −Nk)h(L−4− 1) +

+dn−1(NbNf − 1)h(L−4) + dn−1(NbNf − 2)h(L−4+ 1) +

+dn−1(NbNf − 3)h(L−4+ 2) + dn−1(NbNf − 4)h(L−4+ 3) . . .

+dn−1(NbNf −4+ 3)h(L− 4) + dn−1(NbNf −4+ 2)h(L− 3) +

+dn−1(NbNf −4+ 1)h(L− 2) + dn−1(NbNf −4)h(L− 1).

If the CP length were sufficient then the first term of the nth received block rn(0)
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would be

rn(0) = dn(0)h(0) + dn(NbNf − 1)h(1) + dn(NbNf − 2)h(2) + dn(NbNf − 3)h(3) . . .(A.4)

· · ·+ dn(NbNf − L +4)h(L−4) + dn(NbNf − L +4− 1)h(L−4+ 1) . . .

+dn(NbNf − L + 3)h(L− 3) + dn(NbNf − L + 2)h(L− 2) +

+dn(NbNf − L + 1)h(L− 1).

Then IBI error contained in the first element of the received vector is en(0) = rn
IBI(0)−

rn(0) where en(0) is expressed as

en(0) =

(
dn−1(NbNf − 1)− dn(NbNf − L +4)

)
h(L−4) + (A.5)

+

(
dn−1(NbNf − 2)− dn(NbNf − L +4− 1)

)
h(L−4+ 1) +

+

(
dn−1(NbNf − 3)− dn(NbNf − L +4− 2)

)
h(L−4+ 2) . . .

+

(
dn−1(NbNf −4+ 2)− dn(NbNf − L + 3)

)
h(L− 3) +

+

(
dn−1(NbNf −4+ 1)− dn(NbNf − L + 2)

)
h(L− 2) +

+

(
dn−1(NbNf −4)− dn(NbNf − L + 1)

)
h(L− 1).

Similarly IBI error term for en(1) is

en(1) =

(
dn−1(NbNf − 1)− dn(NbNf − L +4)

)
h(L−4+ 1) + (A.6)

+

(
dn−1(NbNf − 2)− dn(NbNf − L +4− 1)

)
h(L−4+ 2) +

+

(
dn−1(NbNf − 3)− dn(NbNf − L +4− 2)

)
h(L−4+ 3) . . .

+

(
dn−1(NbNf −4+ 2)− dn(NbNf − L + 3)

)
h(L− 2) +

+

(
dn−1(NbNf −4+ 1)− dn(NbNf − L + 2)

)
h(L− 1).
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and for the (4− 1)th elemenet of the nth received vector IBI error en(4− 1) is

en(4− 1) =

(
dn−1(NbNf − 1)− dn(NbNf − L +4)

)
h(L− 1). (A.7)

Closed form of the IBI error is

en(i) =
L−1∑

r=L−4+i

h(r)

(
dn−1(NbNf + L−4− 1 + i− r)− dn(NbNf − r + i)

)
. (A.8)

Final expression for IBI error is obtained by replacing 4 with 4 = L−Nk in equation

A.7

en(i) =
L−1∑

r=Nk+i

h(r)

{
dn−1

(
NbNf + Nk − 1 + i− r

)− dn
(
NbNf − r + i

)}
. (A.9)
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