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ABSTRACT

SYNTHESIS, EVALUATION OF FUNCTIONAL

METHACRYLATES AND A COMPUTATIONAL

APPROACH TO THE REACTIONS OF MOLECULES

WITH BIOLOGICAL POTENTIAL

In this dissertation, experimental and computational methods are used to in-

vestigate the molecules which are biologically active and have potential in pharma-

ceutical field. This study sheds light on the synthesis procedures of methacrylate

based monomers, characterization of the synthesized materials, and also detection of

reaction mechanisms, calculations of thermodynamic properties in several reactions.

In the first three chapters, several methacrylate monomers were investigated which

have various biomedical applications. The synthesis and photoinitiating abilities of six

novel methacrylate-based monomeric photoinitiators (MPIs) has been carried out. In

order to make useful predictions on the reactivities of methacrylates, a relationship

between reactivities of 21 methacrylates in free radical polymerization and their chem-

ical structures were built by a non-linear expression. Finally, methacrylates were used

to prepare PEG-based carboxylic-acid functionalized monomers which were incorpo-

rated into hydrogel scaffolds for biomedical applications. In the last three chapters, the

reactions of biologically active molecules were analyzed by computational tools. The

exo-stereoselectivity of norbornene in the synthesis of thiazolidine derivatives which

have diverse biological potential, are clarified by means of Density Functional Theory

(DFT). Another biologically active molecule, diclofenac that is used as a drug, was

examined to enlighten the degradation mechanism and byproduct formations. Finally,

the reactions of cyclohexanone with 3-methyl indole and N-methyl indole, which are

the basis of many biologically active compounds, are modeled to determine the origins

of regioselectivities.
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ÖZET

FONKSİYONEL METAKRİLATLARIN SENTEZ VE

DEĞERLENDİRİLMESİ İLE BİYOLOJİK POTANSİYELE

SAHİP MOLEKÜLLERİN TEPKİMELERİNE HESAPSAL

YAKLAŞIM

Bu tezde, biyoaktif ve ilaç alanında potansiyele sahip moleküller deneysel ve

hesapsal yöntemler kullanılarak incelenmiştir. Bu çalışma, (met)akrilat bazlı monomer-

lerin sentez metotları ve karakterizasyonları ile tepkime mekanizmalarının tayini ve

çeşitli tepkimelerin de termodinamik özelliklerinin hesaplanması açılarından önem taşı-

maktadır. İlk üç başlıkta, biyomedikal uygulamalarda kullanılabilen çeşitli metakrilat

monomerleri araştırılmıştır. Altı yeni metakrilat bazlı monomerik fotobaşlatı sentez-

lenmiş ve bunların akrilat polimerizasyonlarını fotobaşlatma etkinlikleri çalışılmıştır.

Metakrilatların reaktivitelerinin doğru öngörülebilmesi için, 21 tane metakrilat özellikli

monomerin serbest radikal polimerizasyonundaki reaktiviteleri ile kimyasal yapıları

arasındaki ilişki, doğrusal olmayan bir korelasyon oluşturularak açıklanmıştır. Son

olarak da, metakrilatlar kullanılarak biyomedikal uygulamalarda önemli bir yeri olan

hidrojel iskeletlerinin hazırlanmasında kullanılmak üzere PEG-bazlı karboksilik asit

fonksiyonelli monomerler sentezlenmiştir. Son üç bölümde de biyoaktif moleküllerin

tepkimeleri hesapsal yöntemlerle araştırılmıştır. Norbornenin biyolojik potansiyeli

bulunan tiyazolidin ile verdiği hetero Diels-Alder tepkimelerindeki exo-stereoseçicilik

Yoğunluk Fonksiyonel Teorisi (YFT) çalışmaları ile açıklığa kavuşmuştur. Bir diğer

biyoaktif molekül ve aynı zamanda ilaç türevi olan diklofenakın bozunma mekanizması

ve yan ürünlerinin oluşumu da YFT ile aydınlatılmıştır. Son olarak da, birçok biyoaktif

molekülün kökünde bulunan 3-metil indol ve N-metil indolün siklohekzanon ile verdiği

tepkimeler bölgesel seçiciliklerinin belirlenebilmesi için modellenmiştir.
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1. INTRODUCTION

Experimental and computational studies are strong partners in the different fields

of chemistry. Computational chemistry is not a replacement for experimental studies,

but has a crucial role in explaining and verifying the known chemistry. It allows us to

make predictions before running the experiments, especially for the ones that are too

difficult to find or too expensive to purchase.

In this dissertation, experimental and computational studies are combined to

explore the reactions of methacrylates (in the first three chapters) and molecules with

biological potential (in the last three chapters).

Photoinitiated free-radical polymerization has a great interest because of wide

range of applicability on acrylate-based resins. In photopolymerization, the most im-

portant components are photoinitiators and polymerizable monomers. Using suitable

photoinitiator with good initiation ability and minimum toxicity is important in order

to have polymers with good mechanical and chemical properties. In recent years, the

synthesis of novel photoinitiators has a great interest in the development of photopoly-

merization studies. Acrylates and methacrylates are most frequently used monomers

in photopolymerization due to their acrylic double bonds that exhibit higher reactivity

compared to other double bonds, no yellowing property and good adhesion. Incorpo-

ration of functional groups into the methacrylate based monomers improves the prop-

erties of the synthesized polymers. Polymers of the acid-functionalized methacrylate

monomers show adhesion properties especially in biomaterials. In this dissertation, the

syntheses of novel photoinitiators and novel acid-functionalized monomers originated

from methacrylates have been disclosed.

The potential of a structure to undergo chemical change is called reactivity. Some

structures are more prone to react than others because of the chemical properties they

exhibit. The reactivities of several methacrylate monomers in free radical polymeriza-

tion are analyzed and a relationship with their structure is established. In order to
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define their chemical properties some monomer reactivity descriptors have been used;

electrophilicity, radical stability and electronegativity.

Understanding of the key factors that determine the selectivity of the reactions

is very important for the development of reliable models that explain the origins of

the organic reactions. Selectivity is classified as stereoselectivity and regioselectivity.

The first results from different ratios of isomers in the reaction products and the latter

arises from the preferred reaction sites. Steric and electronic factors in the reactions

determine the stereo- and regioselectivities leading to different products. In this thesis,

selectivities in hetero Diels-Alder and disproportionative condensation reactions have

been investigated. Also the regioselectivity in the hydroxyl radical mediated degrada-

tion of diclofenac in aqueous medium have been explored in order to determine the

byproducts.

Overall, this dissertation includes both practical and theoretical insight to the

polymerization and organic reactions. In six chapters, synthesis, development, evalua-

tion and theoretical investigation of several reactions have been represented which play

an important role in polymer science and biomedical applications.
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2. OBJECTIVE AND SCOPE

This work consists of experimental and theoretical studies on investigation of

molecules with biological activity like methacrylates and the ones with pharmaceutical

potential. In the first three chapters, the features of methacrylates have been investi-

gated in terms of the synthesis and characterization of methacrylate-based monomeric

photoinitiators (Chapter 4), constructing a relationship between their polymerization

rates and chemical properties (Chapter 5), and also the synthesis and evaluation of

carboxylic acid-functionalized methacrylates for hydrogels (Chapter 6).

In the last three chapters, molecules with biological activities have been modeled

in terms of their reaction mechanisms and energetics by computational tools. Firstly,

the origins of exo-stereoselectivity of norbornene in the synthesis of thiazolidine deriva-

tives via hetero-Diels-Alder reactions were investigated (Chapter 7). Then, the analy-

sis on degradation mechanism of diclofenac shed light to production of its byproducts

(Chapter 8). And lastly, the mechanism of disproportionative condensation reactions

of indoles with cyclic ketones was assessed (Chapter 9).
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3. THEORETICAL BACKGROUND

Computational chemistry is a set of techniques for investigating chemical prob-

lems on a computer. There are five main classes of methods used in examination of

these problems;

• Molecular mechanics (MM) is based on a ball (atoms) and springs (bonds) model

of a molecule. MM will calculate the geometries and energies of very large

molecules quickly but does not give any information on electronic properties.

• Ab initio calculations are based on Schrodinger equation, which describes how

the electrons in a molecule behave. Ab initio methods do not consult to fitting

to experiment.

• Semiempirical (SE) calculations are based on Schrodinger equation as in ab initio,

but experimental values are used for parametrization.

• In Density Functional Theory (DFT), Schrodinger equation is used also, but

instead of calculating a wavefunction it derives electron density function (distri-

bution) directly.

• Molecular dynamics (MD) calculations apply the laws of motion to molecule.

This chapter gives the details on the most commonly used methods in this disser-

tation including Quantum Mechanics, Hartree-Fock Theory, Semiempirical calculations

and Density Functional Theory.

3.1. Quantum Mechanics

Molecules are composed of nuclei and electrons, and quantum chemistry con-

cerns principally the motion of these electrons under the electromagnetic field caused

by nuclear charges. Electronic properties of molecules and thus their structures and



5

reactions, are described basically by Schrödinger equation,

Hψ = Eψ (3.1)

where H is the Hamiltonian operator, E is the total energy of the system and ψ is

the wave function that describes the amplitude of the particle/wave at a distance x

from some chosen origin. The Hamiltonian operator is a sum of all energy terms

involved kinetic and potential energies. The kinetic energies belong to the nuclei (Ekin
I )

and electrons (Ekin
i ). The potential energies stem from the Coulomb interactions by

nucleus-electron (UIi), electron-electron (Uij) and nucleus-nucleus (UIJ),

H = Ekin
I + Ekin

i + UIi + Uij + UIJ (3.2)

H = −
∑
I

~2

2mI

∇2
I −

∑
i

~2

2me

∇2
i −

∑
i

∑
I

e2ZI
riI

+
∑
i<j

e2

rij
+
∑
I<J

e2ZIZJ
rIJ

. (3.3)

where mI and mi are the masses of the nuclei and the electron, respectively, ~ is the

Planck’s constant divided by 2π, O2 is the Laplacian operator, e is the charge on the

electron, Z is an atomic number and r is the distance between the particles.

Because nuclei are far more massive than electrons, their movements compared

to the electrons are negligible. This means that the positions of nuclei are considered

to be frozen. Born-Oppenheimer approximation suggests that the terms connected

with nuclei can be eliminated and therefore by taking the nuclear kinetic energy term

independent of the electrons, and considering the nuclear-nuclear potential energy term

constant, Hamiltonian operator becomes,

Hel = Ekin
I + UIi + Uij (3.4)
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As a result, Schrödinger equation with respect to Born-Oppenheimer approxima-

tion is defined as,

(Hel + Vnn)ψel = Eelψel (3.5)

where Vnn is the nuclear-nuclear repulsion energy constant, and the eigenvalue, Eel is

called the ‘electronic energy’.

Schrödinger equation is powerful to describe almost all properties of systems,

but it is too complicated to solve. The equation can be solved exactly only for a few

systems like particle in a box, the hydrogen atom and the hydrogen molecule ion. For

the solution of all the other systems, the variational method can be used. In Equation

3.1, multiplying both sides by ψ gives,

ψHψ = ψEψ (3.6)

For many electron systems, integration of the both sides in a volume (dτ) results in,

E =

∫
ψHψdτ∫
ψ2dτ

(3.7)

When Hamiltonian is exact, energy calculated from Equation 3.7 will also be exact.

In the Hamiltonian, each interaction term decreases the energy. Once an approximate

energy is obtained, the calculation will be repeated by modifying the Hamiltonian. The

identification of the energy value close to the actual one involves a minimization process

of calculated energy. This principle is called variational method which is considered

to be one of the most useful tools for finding approximate solutions of the Schrödinger

equation.
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The Schrödinger equation of a simple 2-D square potential or a hydrogen atom,

can be solved exactly in order to get the wavefunction determine the allowed energy

states of the system. Unfortunately it is impossible to solve the Schrödinger equation

for a multi electron system. Some approximations should be involved in order to solve

the problem like Hartree-Fock (HF) theory and Density Functional Theory (DFT).

3.2. Hartree-Fock Theory

Hartree-Fock theory is the simplest wavefunction-based method and called also as

‘Molecular Orbital Approximation’. It is a modification of the Hartree method where

single electron approximation technique is used for multi electron systems. In HF

method, many-electron wavefunction is defined as a Slater determinant of one-electron

wavefunctions. Each electron experiences a Coulombic repulsion due to the average

positions of electrons. The single Slater determinant is constructred from a set of N

single-electron wave functions as an approximation to the wavefunction.

ψSD =
1√
N !

∣∣∣∣∣∣∣∣∣
χ1 (1) · · · χN (1)

...
. . .

...

χ1 (N) · · · χN (N)

∣∣∣∣∣∣∣∣∣ (3.8)

In Equation 3.8, N is the total number of electrons in the molecule and χ a spin-orbital

equal to the spin function multiplied by the spatial wave function.

Minimum energy will be calculated through the optimization of the spin orbitals,

χ, by applying the variational method to Slater determinant. For this purpose Hartree-

Fock equation is used which determines the best spin orbital for which will reach its

lowest value. Hartree-Fock equation can be written as,

fiχi = εiχi (3.9)
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where fi is the Fock operator, χi is an eigenfunction of fi and εi is the corresponding

energy of the orbital. The one electron Fock-operator is defined for each electron i as,

fi = −1

2
∇2
i −

nuclei∑
k

Zk
rik

+ VHF (i) (3.10)

where the final term VHF (i) is the Hartree-Fock potential. VHF (i) represents the

average repulsive potential experienced by each electron due to the other electrons.

The HF equations form a set of pseudo-eigenvalue equations. The HF equations

are solved iteratively; starts with a guess and calculates the energy then improves the

guess and recalculates. A set of orbitals that is a solution to the HF equations are

called Self-consistent Field (SCF) orbitals.

Hartree-Fock theory neglects correlation between electrons. The electrons are

subject to an average non-local potential arising from the other electrons, which can

lead to a poor description of the electronic structure. Hartree-Fock theory is insuffi-

ciently accurate to make accurate quantitative predictions. There are methods based

on the calculation of the wave function including the electron correlation effects, but

these methods are computationally very expensive. By considering the inadequacy of

HF and cost of higher methods, density functional methods offer a cheaper solution of

this problem.

3.3. Density Functional Theory

Density functional theory (DFT) [1] is a method to obtain an approximate so-

lution to the Schrödinger equation for many electron systems which based on Kohn-

Hohenberg theorems proposed in 1964 [2, 3]. DFT uses electron density as a funda-

mental property unlike HF theory. Electron density is a functional which is a function

of space and time.
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The wavefunction of many-electron system is a function of 3N variables, the

coordinates of all N atoms in the system, whereas the electron density is only a function

of only three variables (x, y, z). Kohn-Hohenberg theorem claims that the density of

the system determines all ground-state properties of it. Total ground state electronic

energy is the sum of the nucleus-electron attraction potential energies, the electron

kinetic energies, and the electron-electron repulsion potential energies and each is a

functional of the ground-state electron density ρ(r) [4],

E [ρ (r)] =

∫
V (r) ρ (r) dr + T [ρ (r)] + Vee [ρ (r)] (3.11)

ρ (r) = N ∫ . . . ∫ |ψ(r1, r2, . . . , rn)|2 dr1dr2 . . . drn (3.12)

where r represents both spin and spatial coordinates of electrons.

To utilize Equation 3.11, Kohn and Sham introduced the idea of a reference

system of noninteracting electrons. The electronic energy may be rewritten as,

E [ρ (r)] =

∫
V (r) ρ (r) d (r) + Tni [ρ (r)] + J [ρ (r)] + EXC [ρ (r)] (3.13)

where J [ρ] is the coulomb energy, Tni[ρ] is the kinetic energy of the non-interacting

electrons and EXC [ρ] is the exchange-correlation energy functional. The Coulomb

energy term describes the unfavorable electron-electron repulsion energy and therefore

disfavors the total electronic energy. Exchange-correlation energy functional contains

a kinetic energy term from the kinetic energy difference between the interacting and

non-interacting electron systems. Therefore, it is expressed as the sum of an exchange

functional EX [ρ] and a correlation functional EC [ρ].
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In Kohn-Sham density functional theory, one-body potential VKS yielding the

same density as the real fully-interacting system is considered. A set of independent

reference orbitals ψi satisfying the following independent particle Schrödinger equation

are imagined.

[
−1

2
∇2 + VKS

]
ψi = εiψi (3.14)

with the one-body potential VKS is defined as

VKS = v(r) +
∂J [ρ]

∂ρ(r)
+
∂Exc[ρ]

∂ρ(r)
(3.15)

VKS = v(r) +
ρ(r

′
)

|r − r′
dr
′
+ vxc(r) (3.16)

where Vxc(r) is the exchange-correlation potential. The independent orbitals ψi are

known as Kohn-Sham orbitals and give the exact density by

ρ (r) =
N∑
i

|ψi|2 (3.17)

if the exact form of the exchange-correlation functional is known. However, the exact

form of this functional is not known and approximate forms are developed starting

with the local density approximation (LDA).

3.3.1. Local Density Approximation

The local density approximation (LDA) is the basis of all approximate exchange-

correlation functionals. At the center of this model is the idea of an uniform electron

gas, a system in which electrons move on a positive background charge distribution
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such that the total ensemble is neutral. The energy expression is,

E [ρ] = Ts [ρ] +

∫
ρ (r) v (r) dr + J [ρ] + Exc [ρ] + Eb (3.18)

where Eb is the electrostatic energy of the positive background. Since the positive

charge density is the negative of the electron density due to uniform distribution of

particles, the energy expression is reduced to

E [ρ] = Ts [ρ] + Exc [ρ] (3.19)

E [ρ] = Ts [ρ] + Ex [ρ] + Ec [ρ] (3.20)

The kinetic energy functional can be written as

Ts [ρ] = CF

∫
ρ(r)

5/3dr (3.21)

where CF is a constant equal to 2.8712. The exchange functional is given by

Ex [ρ] = −Cx
∫
ρ(r)

4/3dr (3.22)

with Cx being a constant equal to 0.7386. The correlation energy, E c[ρ], for a homoge-

neous electron gas comes from the parametrization of the results of a set of quantum

Monte Carlo calculations.

The LDA method underestimates the exchange energy by about 10 percent and

does not have the correct asymptotic behavior. The exact asymptotic behavior of the
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exchange energy density of any finite many-electron system is given by

limUσ
x

x→∞
= −1

r
(3.23)

Uσ
x being related to Ex[ρ] by

Ex [ρ] =
1

2

∑
σ

∫
ρσU

σ
x dr (3.24)

In LDA the electron density is assumed to be the same everywhere, but the constant

value of the electronic density is not consistent with the rapid variation of densities in

a molecule. Generalized gradient approximation (GGA) methods take into account the

inhomogeneous nature of the electron density by making the exchange and correlation

energies dependent not only on the density but also on its gradient.

3.3.2. Generalized Gradient Approximation

Generalized Gradient Approximation (GGA) functionals improve the accuracy

provided by Local Density Approximation. GGA functionals depend not just on the

value of the density at a point (as in the LDA case) but also on its gradient.

EGGA
XC [n] =

∫
n(r)εXC(n(r), |On(r)|dr (3.25)

Most GGA functionals are constructed in the form of a correction term which is added

to the LDA functional,

ELDA
X/C [n] = ELDA

X/C [n] + ∆εXC

 |O(r)|

n
4/3(r)

 (3.26)
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There are several improvements over GGA functionals, hybrid-GGA and meta-GGA.

Hybrid density functional methods are alternative approaches that combine the exchange-

correlation of GGA method with a percentage of HF exchange. Most famous hybrid

density functional is B3LYP [5, 6] which is a mix between LDA and GGA functionals

taken from the DFT and HF methods as shown below,

EB3LY P
XC = (1− a)ELSDA

X + aEHF
X + b∆EB

X + (1− c)ELSDA
C + cELY P

C (3.27)

where a, b, and c were optimized to 0.20, 0.72, and 0.81, respectively using a set of

atomization energies, ionization potentials, proton affinities and total atomic energies

and LSDA (Local Spin Density Approximation), HF (Hartree-Fock), B (Becke) and

LYP (Lee-Yang-Parr) are the functionals.

M06-2X [7] is another hybrid functional introduced by Zhao et al. and this hybrid

functional is extensively used in this thesis. The hybrid exchange-correlation can be

written as follows:

Ehyb
XC =

X

100
EHF
X +

(
1− X

100

)
EDFT
X + EDFT

C (3.28)

where X (X=54 in the case of M06-2X functional) is the percentage of Hartree–Fock

exchange in the hybrid functional and corresponds to a in Equation 3.28.

3.3.3. Time-Dependent Density Functional Theory

Time-dependent density functional theory (TD-DFT) is an extension of DFT to

the time-dependent domain. TD-DFT is very useful in modeling energies, structures

and properties of electronically excited states (ES). The applications of TD-DFT en-

close the simulation of vertical transition states, determination of excited state struc-

tures, emission wavelengths, atomic point charges and simulation of photochemical



14

reactions.

Runge-Gross theorem [8] is the fundamental theory of TD-DFT. Runge-Gross

theorem states that the existence of a one-to-one correspondence between a given ex-

ternal potential and an associated electronic density up to a purely time-dependent

function.

3.4. Basis Sets

Basis set is a set of one-particle functions which are used to build up molecular

orbitals (MOs). Basis sets were first developed by Slater. Linear combination of atomic

orbitals (LCAO-MO) approximation is used to define molecular orbitals from atomic

orbitals.

φi =
K∑
µ=1

cµifµ (3.29)

where the functions φi are molecular orbitals, fµ are atomic orbitals, cµi are coefficients

and K is the total number of atomic orbital functions, basis functions.

There are two types of basis sets, Slater-type orbitals (STOs) and Gaussian-type

orbitals (GTOs). Hydrogen-like AO functions (STOs) are very suitable for expanding

MOs because they have the correct shape. Because GTOs allow for efficient computa-

tion of molecular integrals with a simpler formula, in modern DFT GTOs are preferred

in practice.

In minimal basis sets, all orbitals are taken into account as to be the same shape.

Because this is not realistic, double-zeta basis set considers each atomic orbital sep-

arately and expresses as the sum of two Slater-type orbitals (STOs). However, to

calculate a double-zeta for every orbital is costly. In order to reduce computational

cost, split-valence basis set method is used which is developed by Pople. In this method,
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two different basis sets are used for core and valence electrons of an atom. Because

the core electrons are less affected by the chemical environment than the valence elec-

trons, core electrons are treated with a minimal basis set while the valence electrons

are treated with a larger basis set. Examples for the split-valence basis set are 3-21G

and 6-31G where the number on the left hand-side of the dash shows the number of

Gaussian functions for inner shell orbitals and the one on the right hand-side for the

valence electrons.

The size of basis sets can be improved by polarization and diffuse functions in

order to get closer to the exact electronic energy. Polarization functions add higher

angular momentum orbital to all heavy atoms designated with a * or (d). Hydrogen

atoms can be polarized as well, this would be done by ** or (d,p). Polarization functions

are not fully occupied in molecules, they are included to improve the flexibility of the

basis set, and to represent better the electron density in bonding regions.

Diffuse functions, represented by a “+”, allow orbitals to occupy larger spaces.

It is generaly used for the atoms holding loose electrons, the ones in their anion or

excited state. One ’+’ means only ’p’ orbitals are considered, while ’++’ means both

’p’ and ’s’ orbitals are taken into account.

The selection of appropriate functionals and basis set for quantum chemical cal-

culations is very important. The more complex basis sets are more accurate but, they

use up a great deal of computing time. Basis set should be chosen according to the

desired level of accuracy with reasonable computational cost.

3.5. Continuum Solvation Models

Continuum solvation models are the most efficient way to include condensed-

phase effects into quantum mechanical calculations [9]. The advantage of these models

is that they decrease the number of the degrees of freedom of the system by describ-

ing them in a continuous way, usually by means of a distribution function [10, 11].

In continuum solvation models, the solvent is represented as a polarizable medium
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characterized by its static dielectric constant and the solute is embedded in a cavity

surrounded by this dielectric medium. The total solvation free energy is defined as,

∆Gsolvation = ∆Gcavity + ∆Gdispersion + ∆Gelectrostatic + ∆Grepulsion (3.30)

where ∆Gcavity is the energetic cost of placing the solute in the medium. Dispersion

interactions between solvent and solute are expressed as ∆Gdispersion, this adds sta-

bilization to solvation free energy. ∆Gelectrostatic is the electrostatic component of the

solute-solvent interaction energy. ∆Grepulsion is the exchange solute-solvent interactions

not included in the cavitation energy.

The central problem of continuum solvent models is the electrostatic problem

described by the general Poisson equation:

−~∇
[
ε (~r)∇~V (~r)

]
= 4πρM (~r) (3.31)

simplified to

−∇2V () = 4πρM(~r) within C (3.32)

−ε∇2V (~r) = 0 outside C (3.33)

where C is the portion of space occupied by cavity, ε is dielectric function, V is the sum

of electrostatic potential VM generated by the charge distribution ρM and the reaction

potential VR generated by the polarization of the dielectric medium:

V (~r) = VM (~r) + VR (~r) (3.34)
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Polarizable Continuum Model (PCM) belongs to the class of polarizable continuum

solvation models [12]. In PCM, the solute is embedded in a cavity defined by a set of

spheres centered on atoms (sometimes only on heavy atoms), having radii defined by

the van der Waals radii of the atoms multiplied by a predefined factor (usually 1.2).

The cavity surface is then subdivided into small domains (called tesserae), where the

polarization charges are placed. There are three different approaches to carry out PCM

calculations. The original method is called Dielectric PCM (D-PCM), the second model

is the Conductor-like PCM (C-PCM) [13] in which the surrounding medium is modeled

as a conductor instead of a dielectric, and the third one is an implementation whereby

the PCM equations are recast in an integral equation formalism (IEF-PCM) [14,15].
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4. STRUCTURE-REACTIVITY RELATIONSHIPS OF

NOVEL MONOMERIC PHOTOINITIATORS

Photopolymerization has been the subject of growing interest in polymer sci-

ence and technology due to a wide range of application areas in coatings, adhesives,

inks, printing plates, dental materials and microelectronics [16–18]. Photopolymeriza-

tion processes are advantageous over the thermal polymerization processes, because

of shorter curing times due to high rate of polymerization at ambient temperatures,

lower energy requirements and also having reduced VOC emissions due to solvent-

free formulations [19]. These advantages make it useful in daily life and in industry.

Photopolymerization in areas such as coatings, adhesives, inks, paints, varnishes, mi-

croelectronics, optics, 3D printing, nanotechnology and dental fillings are just the few

areas that photopolymerization is used quite a lot [16, 17].

Requirements for a photopolymerization reaction to occur are a polymerizable

medium like a monomer or an oligomer, a photoinitiator or a photoinitiating system,

and a light source. Photoinitiators are small in mass but have a major role in poly-

merization medium. A photoinitiator absorbs the energy from the light and generates

the reactive species, free radicals or cations. The formed reactive species initiate the

polymerization by attacking monomers/oligomers and then converts them into a lin-

ear polymer or crosslinked network [20]. Photoinitiators also have The physical and

mechanical properties of the cured network depending on the identity of the photoini-

tiators.

Upon irradiation of photoinitiators, electrons get excited from a bonding (π) or

nonbonding orbital (n) to an antibonding orbital (π∗). n-π∗ transitions appear gen-

erally in the range of 300-380 nm and have low absorption properties. However π-π∗

transitions are seen in the shorter wavelengths and have higher absorption proper-

ties [18]. Irradiation transfers an electron from the ground state to an excited state

if only the states have the same multiplicity. Since ground states are singlet, the first
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excitation will generate excited singlet states (S1, S2 ...Sn) with an unchanged spin.

From there the excited molecule could either return to the ground state by internal

conversion (e.g. fluorescence) or move to the triplet state by intersystem crossing. The

radical formation occurs through cleavage of the excited molecule on the triplet state

(Figure 4.1).

Figure 4.1. Excitation process upon irradiation of a photoinitiator.

4.1. Introduction

Choice of suitable photoinitiator to photopolymerize the monomer at the desired

medium is very important. The following requirements are desirable for photoinitia-

tors: high absorbtivity in the spectral region of lamp emmission, good solubility in

the formulation, high quantum yield, high photoreactivity, low odor, low toxicity, no

yellowing due to the presence of migrating residues in the polymer, and good stor-

age stability [4]. Small molecular weight commercial photoinitiators do not exhibit

all of these properties. Therefore, in recent years, the development of monomeric

(MPI) [21–28] and polymeric photoinitiators (PPIs) [29–41] which include the desired

properties, has become an important issue.
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Photoinitiators produce radicals upon absorption of light by either (i) direct frag-

mentation via bond cleavage (Type-I), or (ii) a bimolecular reaction where the excited

molecule abstracts a hydrogen atom from another molecule play an important role in

these processes (Type-II). A Type I photoinitiator is cleaved homolytically by absorbing

photons (α–cleavage), and generates free radicals capable of inducing polymerization

(Figure 4.2).

Figure 4.2. Formation of radicals by homolytic cleavage of type-I photoinitiators.

Type II photoinitiation mechanism involves two initiating radical species which

are formed by a hydrogen abstraction from a H-donor (coinitiator) such as an amine,

alcohol or ether upon light exposure. Upon irradiation, two radicals are produced,

a ketyl radical from the carbonyl compound and an alkyl radical from the hydrogen

donor. The ketyl radical formed from BP is not reactive toward double bonds because

of steric hindrance and delocalization of the unpaired electron (Figure 4.3).

Figure 4.3. Formation of radicals by photolysis of type-II photoinitiators.

During photopolymerization, unreacted photoinitiators or their fragments, which

are toxic, may migrate out of the materials. It is important to design a photoinitiator

with low migration and high photoinitiation activity for biomedical applications. For

that reason, in recent years, polymerizable, oligomeric or polymeric photoinitiators

(PPIs) meeting the mentioned requirements received great interest due to their ad-

vantages in comparison with their corresponding low molecular weight non-monomeric
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analogues. In the present work, both Type I and Type II photoinitiators were attached

Figure 4.4. Structures of synthesized MPIs.

to two different methacrylates, tert-butyl α-bromomethacrylate and 2-isocyanatoethyl

methacrylate (IEM), in order to combine the advantages of polymerizability with the

advantageous properties of commercial photoinitiators (Figure 4.4). It was also aimed

to investigate the effect of attaching the same photoinitiator to different monomers.

The Type I photoinitiators utilized are 2-hydroxy-1-[4-(2-hydroxyethoxy)phenyl]-2-

methyl-1-propanone (Irgacure 2959) and 1-hydroxy-cyclohexyl-phenyl-ketone (Irgacure

184), and the Type II photoinitiators are, 4-hydroxy-benzophenone (BP) and acetophe-

none (AP). In particular, one of the photoinitiators (from TBBr) also has an adhesion

promoter carboxylic acid group, which might make it important for metal, glass and

hyperbranched polymer surface applications. Monomers MPI1-MPI4 are novel and

MPI5 and MPI6 are mentioned in two different patents [42, 43]. Their photoinitiating

abilities in the polymerizations of hexane-1,6-diol diacrylate (HDDA), 2-hydroxyethyl

methacrylate (HEMA) and trimethylolpropane triacrylate (TMPTA) were studied us-
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ing photodifferential scanning calorimeter and the kinetic parameters were correlated

with the structures of the photoinitiating systems. Besides photoinitiating activities,

also their light absorption properties, electron spin resonance experiments and amount

of migrations were investigated.

4.2. Materials and Characterization

4.2.1. Materials

Irgacure 2959 (2-Hydroxy-1-[4-(2-hydroxyethoxy) phenyl]-2-methyl-1-propanone),

Irgacure 184 (1-Hydroxycyclohexyl-1-phenyl methanone), 4-hydroxybenzophenone, 4-

hydroxyacetophenone, 2-isocyanatoethyl methacrylate (IEM), 1,6-hexanediol diacry-

late (HDDA), 2-hydroxyethyl methacrylate (HEMA) and trimethylolpropane triacry-

late (TMPTA), ethyl 4-(dimethylamino)benzoate (EDB), trifluoroacetic acid (TFA),

acetophenone (AP), N,N-dimethylaminoethyl methacrylate (DMAEM), benzophenone

(BP), and the other reagents were obtained from Sigma-Aldrich and used as received

without further purification. Triethyl amine (TEA), dichloromethane (CH2Cl2), chlo-

roform (CHCl3), tetrahydrofuran (THF) and dimethylformamide (DMF) were pur-

chased from Merck and dried over activated molecular sieves (4 A◦). tert-Butyl α-

bromomethacrylate (TBBr) was synthesized according to literature procedures [44,45].

4.2.2. Characterization

1H and 13C NMR spectra were recorded on a Varian Gemini (400 MHz) spec-

trometer with deuterated chloroform (CDCl3) or methanol (MeOD) as solvents. IR

spectra were obtained on a Nicolet 6700 FTIR spectrometer. Combi Flash Companion

Teledyne ISCO Flash Chromatography was used for purification of the acid monomer.

The UV-Vis spectra were obtained by using a Shimadzu UV-2450 spectrophotome-

ter. Photopolymerizations were carried out on a TA Instruments Q100 differential

photocalorimeter (DPC). Mass spectrometry (MS) experiments were carried out on a

LC-MS-2020-Mass Spectrometer System.
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4.3. Synthesis of Monomeric Photoinitiators

4.3.1. Synthesis of MPI1

To an ice-cold solution of Irgacure 2959 (1.12 g, 4.99 mmol) and TEA (1.92 g,

18.97 mmol) in 2.5 mL of dry THF under nitrogen, TBBr (1.10 g, 4.98 mmol) in 2.5

mL dry THF was added dropwise. The solution was stirred at 60 ◦C for 24 h under

nitrogen. After evaporation of the solvent, the residue was diluted with 15 mL of

CH2Cl2 and then extracted with distilled water (3 x 4 mL). The organic layer was

dried over anhydrous sodium sulfate, filtered and evaporated under reduced pressure.

The residue was purified by recrystallization from methanol to give the pure product

as a white solid (mp = 46 ◦C) in 76% yield.

1H NMR (CDCl3, 400 MHz, δ): 1.42 (s, 9H, CH3), 1.56 (s, 6H, CH3), 3.81 (t, 2H,

CH2-O), 4.15 (t, 2H, CH2-O), 4.19 (s, 2H, CH2-O), 5.75 (s, 1H, CH2=C), 6.14 (s, 1H,

CH2=C), 6.90 (d, 2H, Ar-H), 7.98 (d, 2H, Ar-H) ppm.

13C NMR (CDCl3, 400 MHz, δ): 28.04 (CH3), 28.68 (C(CH3)3), 67.57, 68.98, 69.65

(CH2-O), 75.74 (C-OH), 80.99 (C(CH3)3), 115.00 (Ar-CH), 124.84 (CH2=C), 125.98

(Ar-C), 132.32 (Ar-CH), 138.41 (C=CH2), 162.65 (Ar-C-O), 165.03 (C=O, ester),

202.56 (C=O, ketone) ppm.

FTIR (ATR, cm−1): 3420 (OH), 2970 (C-H), 1720 (C=O, ester), 1663 (C=O, ketone),

1133 (C-O).

4.3.2. Synthesis of MPI2

TFA (1.23 g, 10.79 mmol) was added to MPI1 (0.98 g, 2.69 mmol) dropwise

in an ice-bath and under nitrogen. After stirring at room temperature for 24 hours,

the volatile components were removed under reduced pressure. The crude product was

purified by reversed-phase flash chromatography on C18, eluting with water/acetonitrile

system to give MPI2 as a white crystalline solid (mp = 83 ◦C) in 50% yield.
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1H NMR (MeOD, 400 MHz, δ): 1.41 (s, 6H, CH3), 3.78 (t, 2H, CH2-O), 4.14 (t, 2H,

CH2-O), 4.19 (s, 2H, CH2-O), 5.81 (s, 1H, CH2=C), 6.18 (s, 1H, CH2=C), 6.90 (d, 2H,

Ar-H), 8.10 (d, 2H, Ar-H) ppm.

13C NMR (MeOD, 400 MHz, δ): 27.18 (CH3), 67.34, 68.82, 69.16 (CH2-O), 76.97

(C-CH3), 113.75 (Ar-CH), 125.18 (Ar-C), 127.51 (CH2=C), 132.31 (Ar-CH), 137.71

(C=CH2), 162.44 (Ar-C-O), 167.57 (C=O, acid), 203.08 (C=O, ketone) ppm.

FTIR (ATR, cm−1): 3400 (OH, alcohol), 2969 (C-H), 2937 (OH, acid), 1707 (C=O,

acid), 1656 (C=O, ketone), 1152 (C-O).

MS (m/z): Calcd for C16H20O6, 308.13. Found: 308.90 [M+H]+.

4.3.3. Synthesis of MPI3

Irgacure 184 (0.51 g, 2.50 mmol) in 3 mL of dry DMF was added on to NaH (60%

dispersion in mineral oil, 0.14 g, 5.8 mmol) dropwise at 0 ◦C under nitrogen. After

stirring 45 minutes at room temperature, TBBr (1.27 g, 5.8 mmol) in 2 mL of dry DMF

was added dropwise and the solution was stirred at room temperature for 24 h. The

reaction was quenched by addition of water and the resulting white precipitate was

isolated, washed with hexane (3 × 10 mL) and dried under reduced pressure to give

the crude product. Final purification by column chromatography on silica gel using

hexane initially and gradually changing to CH2Cl2 as eluent, afforded the pure product

as a viscous liquid in 40% yield.

1H NMR (CDCl3, 400 MHz, δ): 1.37 (s, 9H, CH3), 1.50-1.78 (m, 6H, CH2), 2.06 (d,

4H, ring-CH2), 3.88 (s, 2H, CH2-O), 5.75 (s, 1H, CH2=C), 6.12 (s, 1H, CH2=C), 7.32

(t, 2H, Ar-H-m), 7.43 (t, 1H, Ar-H-p), 8.15 (d, 2H, Ar-H-o) ppm.

13C NMR (CDCl3, 400 MHz, δ): 21.44 (CH2), 25.49 (CH2), 28.01 (CH3), 32.55 (CH2),

61.88 (CH2-O), 80.97 (C(CH3)3), 84.05 (C-CH2), 124.54 (CH2=C), 128.19 (Ar-CH-m),

129.58 (Ar-CH-o), 132.61 (Ar-CH-p), 135.28 (Ar-C), 138.81 (C=CH2), 164.91 (C=O,
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ester), 203.80 (C=O, ketone) ppm.

FTIR (ATR, cm−1): 2927 (C-H), 1694 (C=O, ester), 1672 (C=O, ketone), 1147 (C-O).

4.3.4. Synthesis of MPI4

To a mixture of 4-hydroxyacetophenone (1.63 g, 12.00 mmol) and K2CO3 (18.04

g, 130.50 mmol) in acetone (25 mL) under nitrogen, TBBr (2.88 g, 13.00 mmol) was

added dropwise at room temperature. After stirring at 60 ◦C for 48 h, the solvent

was removed under reduced pressure. CH2Cl2 (5 mL) was added and the solution was

extracted with water (3 × 5 mL). The organic phase was dried over anhydrous sodium

sulfate, filtered and the solvent was evaporated under reduced pressure. The residue

was purified by recrystallization from methanol to give the pure product as a white

solid (mp = 44-45 ◦C) in 51% yield.

1H-NMR (CDCl3, 400 MHz, δ): 1.45 (s, 9H, CH3), 2.48 (s, 3H, CH3-C=O), 4.71 (s,

2H, CH2-O), 5.82 (s, 1H, CH2=C), 6.24 (s, 1H, CH2=C), 6.89 (d, 2H, Ar-H), 7.86 (d,

2H, Ar-H) ppm.

13C NMR (CDCl3, 400 MHz, δ): 26.32 (CH3), 28.05 (C(CH3)3), 66.32 (CH2-O), 81.50

(C(CH3)3), 114.42 (Ar-CH), 125.59 (CH2=C), 130.56 (Ar-C), 130.64 (Ar-CH), 136.74

(C=CH2), 162.22 (Ar-C-O), 164.48 (C=O, ester), 196.67 (C=O, ketone) ppm.

FTIR (ATR, cm−1): 2971 (C-H), 1713 (C=O, ester), 1670 (C=O, ketone), 1148 (C-O).

MS (m/z): Calcd for C16H20O4, 276.14. Found: 276.90 [M+H]+.

4.3.5. Synthesis of MPI5

To a solution of the Irgacure 2959 (3.09 g, 13.80 mmol) in anhydrous CH2Cl2 (6

mL), a 1% solution of dibutyltin dilaurate in anhydrous CH2Cl2 (4 mL) followed by

IEM (13.80 mmol) were added dropwise under nitrogen. The solution was stirred for
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3 h at room temperature and concentrated under reduced pressure to leave the crude

product. The crude product was purified by column chromatography on silica gel using

hexane initially and gradually changing to ethyl acetate as eluent. The pure product

was obtained as a white solid (mp = 81-82 ◦C) in 50% yield.

1H-NMR (CDCl3, 400 MHz, δ): 1.56 (s, 6H, CH3), 1.86 (s, 3H, CH3), 3.45 (t, 2H,

CH2-N), 4.17 (t, 4H, CH2-O), 4.39 (t, 2H, CH2-O), 5.52 (s, 1H, CH2=C), 6.04 (s, 1H,

CH2=C), 6.89 (d, 2H, Ar-H), 7.99 (d, 2H, Ar-H) ppm.

13C-NMR (CDCl3, 400 MHz, δ): 18.28 (CH3), 28.67 (CH3-C-OH), 40.28 (CH2-N),

63.04, 63.60, 66.53 (CH2-O), 75.82 (CH3-C-OH), 113.33 (Ar-CH), 126.09 (CH2=C),

126.28 (Ar-C), 132.39 (Ar-CH), 135.89 (C=CH2), 156.02 (C=O, urethane), 162.30

(Ar-C-O), 167.24 (C=O, ester), 202.58 (C=O, ketone) ppm.

FTIR (ATR, cm−1) : 3433 (N-H), 3364 (O-H), 2958 (C-H), 1723 (C=O, ester), 1699

(C=O, urethane), 1666 (C=O, ketone), 1155 (C-O).

MS (m/z): Calcd for C19H25NO7, 379.16. Found: 379.90 [M+H]+.

4.3.6. Synthesis of MPI6

To a solution of 4-hydroxybenzophenone (2.74 g, 13.80 mmol) in anhydrous

CH2Cl2 (6 mL), a 1% solution of dibutyltin dilaurate in anhydrous CH2Cl2 (4 mL)

followed by IEM (13.80 mmol) were added dropwise under nitrogen. The solution was

stirred for 3 h at room temperature and concentrated under reduced pressure to leave

the crude product. The crude product was recrystallized from methanol and the pure

product was obtained as a white solid (mp= 109-110 ◦C) in 68% yield.

1H-NMR (CDCl3, 400 MHz, δ): 1.91 (s, 3H, CH3), 3.56 (t, 2H, CH2-N), 4.27 (t, 2H,

CH2-O), 5.57 (s, 1H, CH2=C), 6.10 (s, 1H, CH2=C), 7.19 (d, 2H, Ar-H), 7.42 (t, 2H,

Ar-H-m), 7.53 (t, 1H, Ar-H-p), 7.73 (d, 2H, Ar-H), 7.77 (d, 2H, Ar-H-o) ppm.
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13C-NMR (CDCl3, 400 MHz, δ): 18.18 (CH3), 40.40 (CH2-N), 63.26 (CH2-O), 121.14

(Ar-CH), 126.16 (C=CH2), 128.19 (Ar-CH-m), 129.80 (Ar-CH-o), 131.51 (Ar-CH),

132.32 (Ar-CH-p), 134.30 (Ar-C), 135.76 (C=CH2), 137.39 (Ar-C), 153.83 (C=O, ure-

thane), 154.18 (Ar-C-O), 167.23 (C=O, ester), 195.60 (C=O, ketone) ppm.

FTIR (ATR, cm−1): 3350 (N-H), 2963 (C-H), 1743 (C=O, ester), 1700 (C=O, ure-

thane), 1659 (C=O, ketone), 1185 (C-O).

MS (m/z): Calcd for C20H19NO5, 353.13. Found: 353.95 [M+H]+.

4.4. Experimental Work

4.4.1. Photopolymerization Experiments

Monomer (HDDA, TMPTA or HEMA) samples (3-4 mg) containing 2 mol% of

Type I photoinitiator or 1/3 mol% of Type II photoinitiator/amine (DMAEM) formu-

lation were irradiated at 40 ◦C under nitrogen with a mercury lamp (light intensity

of 20 mW/cm2). Rates of polymerization were calculated according to the following

formula:

Rate =
(Q
s
)M

n∆Hpm
(4.1)

where Q/s is the heat flow per second, M the molar mass of the monomer, n the

number of double bonds per monomer molecule, ∆Hp the heat released per mole of

double bonds reacted and m the mass of monomer in the sample. The theoretical value

used for ∆Hp was 13.1 kcal/mol for methacrylate double bonds.

4.4.2. ESR Spin Trapping (ESR-ST) Experiments

ESR-ST experiments were carried out using a Bruker EMX-plus spectrometer

(X-band). The radicals were produced at room temperature upon irradiation by LED
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at 385 nm under nitrogen and trapped by phenyl-N-tert-butylnitrone (PBN) according

to a procedure described in the literature [46]. The ESR spectra simulations were

carried out using the WINSIM software.

4.4.3. Computational Calculations

All calculations were carried out with the Gaussian 09 series of programs [47].

Geometry optimizations were done with density functional theory at B3LYP/6-31G(d)

level after detailed conformational search for all photoinitiators. The electronic ab-

sorption spectra of the compounds were calculated with the time-dependent density

functional theory at the B3LYP/6-31G(d) level on their most stable conformation in

chloroform.

4.4.4. Migration Study

HDDA in the presence of MPI1, MPI2, MPI5 and Irgacure 2959 (1.12 × 10−5 mol

g−1) was photopolymerized under air in teflon molds for 30 minutes. The crosslinked

polymers were ground into small particles and immersed in 25 mL of chloroform for 7

days. The amount of extracted photoinitiators was determined by UV-vis spectroscopy.

The concentration (c) of extracted photoinitiator was determined according to the

Beer–Lambert law, and the weight (m) was calculated by,

m = McVsolution =
MA10−2

εl
(4.2)

where ε was molar extinction coefficient of photoinitiator in acetonitrile, l was optical

path length, A was absorbance and M was molecular weight of photoinitiator [25].
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4.5. Results and Discussions

4.5.1. Synthesis and Characterization of Photoinitiators

To synthesize the first group of MPIs, three commercial photoinitiators, Irgacure

2959, Irgacure 184 and 4-hydroxyacetophenone were separately attached to TBBr. The

nucleophilic substitution reaction of Irgacure 2959 with TBBr in the presence of TEA

gave MPI1 as a white solid in 76% yield (Figure 4.5). Clevage of the tert-butyl groups

of MPI1 using TFA and purification of the crude product using reversed-phase flash

chromatography on C18 gave MPI2 as a white solid in 50% yield. Our attempt to

perform reaction of Irgacure 184 with TBBr under identical conditions with Irgacure

2959 was unsuccessful and gave very low yield of MPI3. This result can be attributed to

the sterically hindered structure of Irgacure 184 (3◦ alcohol). Therefore, the standard

Williamson synthesis method, namely reaction of alkoxide ion with TBBr via an SN2

reaction was used to give MPI3 as viscous liquid in good yields. The last monomer of

this group (MPI4) was also obtained through nucleophilic substitution reaction of 4-

hydroxyacetophenone with TBBr under basic conditions as a white solid with melting

point of 44-45 ◦C in 51% after recrystallization from methanol.

To synthesize the second group of MPIs, two commercial photoinitiators, Irgacure

2959, and 4-hydroxybenzophenone were separately attached to IEM to give MPI5 or

MPI6, respectively, in a one-pot reaction in dry CH2Cl2 under stoichiometric conditions

(Figure 4.6). Analysis of the reaction by FTIR showed disappearance of the NCO

(around 2160 cm−1) peak and the photoinitiators were obtained with quantitative

yield after 3 h of reaction. MPI5 and MPI6 were obtained as white solids with melting

points of 81-82 ◦C and 109-110 ◦C, respectively.

The photoinitiators were characterized on the basis of their 1H, 13C NMR and

FTIR spectroscopic data (Figure 4.7- 4.9). In the FTIR spectrum of the photoini-

tiators, the absorptions at 1700-1740, 1700 and 1660-1670 cm−1 were assigned to the

ester, urethane and ketone carbonyl bonds (Figure 4.7). In addition, MPI1 and MPI2

displayed a sharp peak at around 3400 cm−1 due to OH stretching vibrations.
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Figure 4.5. Synthesis of MPIs from TBBr.

The 1H NMR spectrum of MPI1 showed peaks characteristic of two different

methyl protons at 1.42 and 1.56 ppm, methylene protons adjacent to oxygens at 3.81,

4.15 and 4.19 ppm, double bond protons at 5.75 and 6.14 ppm and aromatic protons

at 6.90 and 7.98 ppm (Figure 4.8). In the 1H NMR of MPI2, the absence of tert-butyl

peak confirmed the purity of this monomer. The 1H NMR spectrum of MPI3 shows

peaks between 1.37 and 2.06 due to cyclohexyl and tert-butyl protons (Figure 4.8).

In the 1H NMR spectrum of MPI4 the singlet at 2.48 ppm corresponds to the methyl

protons of the AP group (Figure 4.8).

Figure 4.6. Synthesis of MPIs from IEM.
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Figure 4.7. The FTIR spectra of MPI1, MPI2 and MPI3.

Table 4.1. Solubilities of MPIs.

MPIs H2O Methanol CH2Cl2 THF Acetone Ether Hexane
MPI1 - + + + + + -
MPI2 - + +* + + - -
MPI3 - + + + + - +
MPI4 - + + + + + +
MPI5 - + + + + - -
MPI6 - + + + + + -
*partially soluble

The 13C NMR spectrum of MPI6 showed two different carbonyl carbon peaks at

167.23 and 195.60 ppm due to ester and ketone groups (Figure 4.9).

MPIs show high solubility in common organic solvents such as acetone, THF and

methanol and good compatibility with commercial acrylate monomers such as HDDA,

HEMA and TMPTA (except MPI2 with HDDA and TMPTA) (Table 4.1).
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Figure 4.8. 1H NMR spectra of MPI1, MPI3 and MPI4.

4.5.2. Light Absorption Properties of the Novel Photoinitiators

The UV absorption spectra (Figure 4.10) of the synthesized photoinitiators and

the commercial ones as references were measured in CHCl3. The wavelengths of max-

imum absortions (λmax) and molar extinction coefficients (ε) are summarized in Table

4.2. Irgacure 2959-containing MPIs (MPI1, MPI2 and MPI5) exhibit strong π → π∗

absorption maxima at λmax values (276-280 nm) similar to Irgacure 2959 (λmax = 276

nm). The extinction coefficients of these MPIs were also found to be similar to that of

their commercial analogue except MPI2. Although MPI3 exhibits strong π → π∗ ab-

sorption maximum at λmax similar to Irgacure 184, its extinction coefficient was found

to be much lower compared to it. BP-containing MPI6 also exhibits strong π → π∗

absorption maximum with λmax and ε values similar to BP, with a peak broadened

toward higher wavelength. The absorption of MPI4 is red shifted (λmax = 270 nm)

compared to AP (λmax = 244 nm), which may be due to the effect of the oxygen atom

attached to AP. Also, its extinction coefficient (ε = 17415 M−1 cm−1) was found to
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Figure 4.9. 13C NMR spectrum of MPI6.

be higher than AP (ε = 12963 M−1 cm−1). Molecular orbital calculations confirm this

red-shift e.g. for MPI4 (λmax = 266 nm, = 0.4942) vs AP (λmax = 239 nm, = 0.3117),

being the oscillator strength characterizing the intensity of the transition. In general,

n → π∗ transitions are at 300-350 nm with a low extinction coefficient due to the

spin-forbidden transition. In all initiators except BP and MPI6, no obvious n → π∗

transition was observed, we believe since that wavelength region is dominated by the

strong π → π∗ transition peak.

4.5.3. Molecular Modeling

Molecular orbital calculations (using TD-DFT at B3LYP/6-31G(d) level with

SCRF solvent model in CHCl3) showed that, for all of the photoinitiators, the excellent

absorption properties are associated with a HOMO to LUMO charge transfer transition

with a π → π∗ character. In Figure 4.11, it can be noticed that the HOMO and

LUMO are mainly localized on the fragments of the benzene groups as donor moiety

and carbonyl groups as acceptor moiety. The calculated most important electronic

transitions are tabulated in Table 4.2. The calculated spectra are in good agreement

with the experimental ones (Figure 4.12).
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Figure 4.10. Absorption spectra of (A) group 1 and (B) group 2 photoinitiators in
CHCl3 (4 x 10−5 M) solution.
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Figure 4.11. Transition molecular orbitals of the photoinitiators.
–
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Figure 4.12. Calculated/Theoretical UV spectra of the photoinitiators for (a) group 1
and (b) group 2. (TD-DFT B3LYP/6-31G(d) in CHCl3).

4.5.4. Electron Spin Resonance (ESR) Experiments

ESR-spin trapping experiments were carried out on MPI5 and MPI6 as represen-

tative derivatives of Irgacure 2959 (Type I) and BP (Type II) derivatives. MPI6/EDB

solution leads to a radical which corresponds to aminoalkyl radical (EDB(−H)
·) (Figure

4.13; PBN/EDB(−H)
· adduct: aN = 14.40 G; aH = 2.42 G; reference values [48]) in

agreement with Equation 4.3:

3MPI6 + EDB = MPI6−H · + EDB·(−H) (4.3)
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MPI5 solution spectrum shows substituted-benzoyl (aN = 14.2 G, aH = 4.6 G [49]) as

major radical trapped by PBN in agreement with a Type I behavior for this commpound

(Equation 4.4). A minor radical is also observed (characterized by aN = 14.1 G, aH

= 1.8 G) that is not fully identified but can perhaps be associated with the addition

the radical onto methacrylate double bond of MPI5 leading to methacrylate derived

radical after 2 minutes of irradiation.

MPI5(hv)→ X − Ph− C(= O) ·+ · C(CH3)2OH (4.4)

4.5.5. Photoinitiating Activities

The photoinitiating activities of synthesized monomeric photoinitiators (MPI1,

MPI2, MPI3, MPI4/DMAEM, MPI5 and MPI6/DMAEM) were tested toward a mono-

functional methacrylate (HEMA) and/or multifunctional acrylates (HDDA and TMPTA)

with photo-DSC under nitrogen at 40 ◦C, in combinations that can be seen in Table

4.4. The rates of polymerizations (Figure 4.14- 4.16) and conversions (Figure 4.17)

were compared with the commercial photoinitiators BP, AP, Irgacure 184 and Irgacure

2959 under the same conditions.
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Figure 4.13. ESR spectra of the radicals generated in (a) MPI6/EDB and (b) MPI5
irradiated by LED@385 nm exposure and trapped by PBN in tert-butylbenzene. The

hyperfine constants are shown for each spectra.
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Figure 4.14. Rate-time plots for the photopolymerization of HEMA under nitrogen
initiated by MPI1, MPI2, MPI5 and Irgacure 2959 (PI concentration is 2 mol%).

The photopolymerization profiles of HEMA with Irgacure 2959-based photoini-

tiators (MPI1, MPI2 and MPI5) together with Irgacure 2959 are shown in Figure 4.14.

MPI2 and MPI5 gave increased Rpmax value (0.0146 and 0.0139 s−1) compared to Ir-

gacure 2959 (0.0114 s−1) and MPI1 (0.0117 s−1) (Table 4.3). The conversions reached

were similar and around 81-85% except MPI2. The lowest conversion obtained with

MPI2 (72 %) is due to the presence of the carboxylic acid groups in its structure which

increases the rigidity of the system by additional hydrogen bonding. Also, it can be

easily observed that the time to reach the maximum polymerization rate, tmax of MPI5

was improved by 16 % compared to Irgacure 2959. The photopolymerizations of HDDA

and TMPTA initiated by the synthesized photoinitiators except insoluble MPI2 were

also investigated (Figure 4.15, Figure 4.16 and Table 4.3). The performances of MPI1

and MPI5, were found to be very similar to Irgacure 2959, and MPI3 performed sim-

ilar to Irgacure 184; the attachment of different monomeric structures (backbones) to

Irgacure 2959 or Irgacure 184 seems to have only a small effect on the polymerization

efficiency. This similarity can be understood as due to multiple double bonds of HDDA

and TMPTA whose reaction rates are too fast to be modified by small differences in

MPI structures, and the absence of hydrogen bonding between monomer and MPI; in

contrast to HEMA where the said hydrogen bonding can modify the polymerization
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rate, which is already smaller due to its single double bond.

The photopolymerization results of HEMA, HDDA and TMPTA initiated by the

Type II MPIs, MPI6 and BP, showed that MPI6 gave significantly increased, somewhat

increased and similar Rpmax values compared to BP for the three respective monomers

(Table 4.3). The advantage of MPI6 therefore decreases with increasing monomer

functionality. However, attachment of TBBr to AP to get MPI4 causes a decrease

both in Rpmax and conversion values of HDDA and TMPTA (Table 4.3).

Overall, it was observed that the initiators MPI4 and MPI6 exhibited lower re-

activity than the Type I systems due to different photoinitiation mechanisms, which

require an electron donating agent such as tertiary amines to initiate the hydrogen

abstraction mechanism. This slowness gives time for the different structures of pho-

toinitiating groups to bring out their effects on photoefficiencies.

Figure 4.15. Rate-time plots for the photopolymerization of HDDA under nitrogen
initiated by MPI1, MPI3, MPI5, Irgacure 2959 and Irgacure 184 (PI concentration is

2 mol%).
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Figure 4.16. Rate-time plots for the photopolymerization of TMPTA under nitrogen
initiated by (A) MPI1, MPI5 and Irgacure 2959 (PI concentration is 2 mol%); (B)

MPI4/DMAEM, MPI6/DMAEM, BP/ DMAEM and AP/DMAEM (PI and
DMAEM concentrations are 1 and 3 mol%).
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Figure 4.17. Conversion values of MPIs in photopolymerization of HDDA, HEMA
and TMPTA.

4.5.6. Migration Study

The migration stability of three of the synthesized MPIs (MPI1, MPI2 and MPI5)

was investigated together with Irgacure 2959. The unreacted MPIs were extracted

for 7 days from HDDA polymer samples using chloroform. The amount of extracted

photoinitiators was determined using UV-vis spectroscopy. As shown in Figure 4.18,

the amount of MPI1 and MPI2 extracted from the polymer sample was much less than

that of Irgacure 2959. The mass fraction of MPI1, MPI2 and MPI5 was found to be 10,

6 and 11 times lower than Irgacure 2959. This result is due to participation of MPIs

in both photoinitiation and photo-crosslinking reactions. Therefore, these novel MPIs

can be used to decrease the toxicity of the cured film.

4.6. Conclusions

In this study, the synthesis and photochemical properties of six monomeric pho-

toinitiators (MPI1-MPI6) based on BP, AP, Irgacure 184 and Irgacure 2959 attached

to two different methacrylates (TBBr and IEM) are reported. The UV spectra of

these derivatives were very similar to those of their commercial analogues except one
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Figure 4.18. UV-vis absorption spectra of Irgacure 2959, MPI1, MPI2 and MPI5
extracted with chloroform from the polymer samples.

(MPI4). Molecular orbital (MO) calculations show that the lowest energy transition

exhibits a π → π∗. HOMO and LUMO are mainly localized on the fragments of the

donor and acceptor moieties (benzene groups mostly, sometimes carbonyl group). The

photopolymerization of HEMA, HDDA and TMPTA initiated by these photoinitiators

and non-polymerizable commercial low molecular weight analogs was studied through

photo-DSC. The effect of polymerizable group structure on photoinitiation efficiency

was found to be minimal for fast polymerizing systems e.g. involving Type I MPIs;

however for slower systems, e.g. monofunctional acrylates or those involving Type

II MPIs the structure of the initiator makes a difference. MPIs based on Irgacure

2959, Irgacure 184 and BP with similar or increased photoinitiating activity compared

to their commercial precursors appear to be promising photoinitiators. Also, their

copolymerization ability decreases their migration in the photocured matrix.
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5. RELATIONSHIP BETWEEN THE FREE RADICAL

POLYMERIZATION RATES OF METHACRYLATES AND

THE CHEMICAL PROPERTIES OF THEIR MONOMERIC

RADICALS

Free radical polymerization (FRP) is one of the most favorable chemical reac-

tions, because it can convert a wide variety of vinyl monomers into high molecular

weight polymeric materials without extensive purification of commercially available

monomers [50,51]. Although it has some limitations, like the poor control of molecular

weight, polydispersity, end functionality, chain architecture, and composition, FRP is

still subject to great interest in polymer chemistry.

Among the most common monomers in polymer industry which is also the sub-

ject of this study, are the acrylates and methacrylates, due to their high reactivity

and excellent polymer properties. Photoinitiated polymerization of these monomers

is currently being used for many applications such as textiles, adhesives, dental ma-

terials, biomaterials, coatings, polymeric membranes, microfluidic devices and stere-

olithography [52–55]. For these applications, some properties are desired like fast poly-

merization (e.g., for adhesives), hardness (e.g., for dental materials), and long-term

chemical/mechanical stability (e.g., for coatings).

Understanding of both structure–property and structure–reactivity relationships

is important for successful development of polymeric materials for any application. If

the polymerization reaction is too slow or does not proceed to completion, the resulting

polymer will lack the desired properties. (Meth)acrylates are good candidates for high

performance materials in a wide variety of current and potential applications. Because

of this feature of (meth)acrylates, extensive research is still being conducted to under-

stand the relationship between the monomer structure and its reactivity and to develop

monomers with enhanced reactivity. Several potential factors enhancing the reactivities

of methacrylates such as hydrogen abstraction at the alpha position, molecular dipole,
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hydrogen bonding, and π− π stacking have been proposed experimentally [56–63] and

computationally [7, 64–67].

5.1. Introduction

Over the last decades, several factors leading to the improved reactivity of (meth)

acrylates were hypothesized. Decker et al. [68] quantified the effect of the photoinitia-

tor, the monomer functionality, and atmospheric oxygen on the polymerization rate of

mono- and multiacrylic monomers, by using real-time infrared spectroscopy. In 1990,

the same authors published their findings on the design of a new class of monoacry-

lates, containing cyclic carbonate, carbamate or oxazolidone groups, with the same

high reactivity as some di- and triacrylates [69–71]. Later, Decker et al. [72] showed

that the functional group introduced into the acrylic monomer unit has a drastic ef-

fect on both the reactivity and the physical characteristics of the photocrosslinked

co-polymer with polyurethane-diacrylate. Experimental evaluations by Bowman et

al. [58] showed that the combination of hydrogen bonding, hydrogen abstraction, and

the electronic characteristics of the monomer leads to enhanced polymerization kinetics,

i.e., monovinyl methacrylic monomers with reactivities that rival those of commonly

used divinyl monomers.

Beckel et al. showed that increased acid concentration reduces the polymerization

rate of (meth)acrylates [73]. The acrylate monomers showed a much more pronounced

polymerization rate decrease with increasing acid concentration than their methacry-

late counterparts, which was attributed to the difference in stability of the methacrylic

versus acrylic propagating radical. The same authors indicated that the presence of

secondary functionalities intramolecularly alters the monomer chemistry of acrylates,

resulting in reduced activation energies of both Michael addition and photopolymer-

ization reactions, and therefore in the higher reactivity of the acrylates characterized

by the secondary functionalities [74]. Jansen and co-workers have claimed that for

molecules with a high dipole moment, the more polar medium reduces the activation

energy for propagation, leading to acceleration in the propagation reaction rate [56].

In 2011, Karahan et. al found that, for non-hydrogen bonded monomers, there exists
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a correlation between the chemical shift differences of the double bond carbons, the

calculated dipole moments, and the monomer reactivity [60]. The same group has

investigated the propagation kinetics of α-substituted acrylates derivatives with DFT

calculations [75].

Successful correlations can support the understanding on the reactivity of mono-

mers, and can facilitate to predict the outcome of chemical reactions and rationally

design optimal reagents. Isik et al. have established a quantitative structure-activity

relationship (QSAR), by using Multiple Regression Analysis (MRA) on the proper-

ties of 16 alkyl α-hydroxymethacrylate (RHMA) derivatives with different functional-

ities [76]. Among the various descriptors considered, the ionization energy (IE ) and

electron affinity (EA) of the monomers, the resonance stabilization parameter (Res)

and the Mulliken atomic spin density (ρs) of the monomeric radical, and, to a smaller

extent, the atom-atom overlap weighed NAO bond order of the carbonyl double bond

of the monomer unit were found to correlate with the experimental rates of photopoly-

merization, with the electron affinity of the monomer being the dominating factor. The

inclusion of both polar (IE and EA of the monomer) and enthalpy effects, (Res and

ρs of the monomeric radical) into the best-fit parameter set for the description of the

polymerization rate is in agreement with what has been found in general for radical

addition reactions. From literature, it is known that the rate of radical addition is

often governed by polar effects and that in many cases this rate can be correlated

with the electron affinity or the ionization potential of the monomers, depending on

the nucleophilic or electrophilic character, respectively, of the attacking radical [77–82]

In addition, again depending on the electronic nature of the radical, enthalpy effects

come into play: for moderately to weak electrophilic/nucleophilic radicals, the radical

addition rate could be entirely dominated by enthalpy effects [82]

De Vleeschouwer et. al have already investigated with success the orientation of

(nucleophilic) radical additions to electron-rich, -neutral, and -poor monosubstituted

alkenes, through the use of only two simple but well-defined chemical concepts, i.e.,

radical stability [83] and the conceptual density functional theory based dual descrip-

tor [84], which allows us to match electrophilic with nucleophilic regions [85]
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In this study, the aim is to get insight into the effects that govern the polymer-

ization rate of methacrylate monomers, by using merely two well-defined concepts in

radical chemistry, i.e., radical stability and radical electrophilicity/nucleophilicity [83,

86–89] The rate of photopolymerization (Rp) of 21 alkyl methacrylates has been cor-

related with the chemical properties of the monomeric radicals by making use of the

enthalpic and polar effects of the radicals. Based on these two properties, a general

non-linear expression has been derived by optimizing the radicals and evaluating their

stability (stab) and polar effects via the radical electrophilicity (ω) with density func-

tional theory.

5.2. Computational Details

The semi-empirical method PM3 [90,91] in the Spartan’10 program [92] was used

for the conformational study of the monomers and their monomeric radicals. The ge-

ometries corresponding to the global minima on the PM3 potential energy surface of

all monomeric radicals were further optimized at the B3LYP/6-31+G(d) level of the-

ory [5,6,93] using the Gaussian09 software package [47] In addition, second order energy

derivative calculations were performed to ensure that minimum energy structures were

obtained.

The first chemical concept of interest in this study is radical electrophilicity. It

is stated that radicals can be regarded as electrophilic or nucleophilic and that the

nature of radicals is certainly of relevance in a variety of radical reactions [94–105]. In

2007, De Vleeschouwer and coworkers used the electrophilicity index, as introduced by

Parr et al. [106], to construct electrophilicity scales of radicals important in organic

chemistry [86, 87]. This scale is independent of the reaction partner and free from

experimental or theoretical reaction data. The electrophilicity index is defined as: [106]

ω =
µ2

2η
≈ (IE + EA)2

8(IE − EA)
(5.1)
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with µ the electronic chemical potential, η the chemical hardness, IE the vertical ion-

ization energy and EA the vertical electron affinity. The division between nucleophilic

and electrophilic radicals is situated around 2 eV. This means that radicals with ω

<2 (eV) can be designated as nucleophilic and radicals with ω >2 can be designated

as electrophilic. Throughout this work, the quantities IE and EA, resulting in the

electrophilicity index ω, were calculated as an energy difference between the neutral

radical system and its cationic or anionic counterpart, respectively, using the B3LYP/6-

311+G(d,p) method.

An equally important chemical concept in this study is radical stability. In 2008,

a model was presented that breaks down Bond Dissociation Enthalpies (BDEs) into

parts that only incorporate properties of the individual radical fragments, that is radical

electrophilicity ω, radical stability stab and Pauling electronegativity of the radical

center χ: [83]

BDE(A−B) =

 (stabA + stabB) + a∆ωA∆ωB, if∆χA<0 and ∆χB<0

(stabA + stabB) + a∆ωA∆ωB + b∆χA∆χB, otherwise
(5.2)

with ∆ω = ω - 2 (eV) and ∆χ = χ - 3, where 3 is the boundary between strongly

and weakly electronegative radical centers. The parameters a and b were estimated to

be equal to −12.69 kJ mol−1 eV−2 and −218.10 kJ mol−1, respectively. Note that a

large value for the property stab means that we are dealing with an unstable radical,

while a small value corresponds with a stable radical system. It is recommended to

use an averaged stability value, i.e., the average of the stabilities obtained from the

combination of radical B with the electrophilic fluorine atom, the neutral hydrogen

atom and the nucleophilic hydroxymethyl radical (Equation 5.3). As such, the influence

of different chemical environments is properly taken into account. The resulting scale

reproduces several acknowledged stability sequences from literature, such as the effect
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of increasing alkylation and delocalization.

stabB =
1

3
(stab[F −B] + stab[H −B] + stab[CH2OH −B]) (5.3)

In addition, the BDE model is suitable to compute intrinsic stabilities for other (un-

charged) intermediates like biradical and divalent systems [85]. The stabilities were

calculated, using B3LYP/6-31+G(d) geometries and thermochemical enthalpy correc-

tions, B3P86/6-311+G(d,p) energetics [107] for the bond dissociation enthalpies and

B3LYP/6-311+G(d,p) energies for the electrophilicities. The stab values for the hy-

droxymethyl radical, the hydrogen atom and the fluorine atom were previously esti-

mated to be 169.8, 235.7 and 181.0 kJ mol−1, respectively [89].

5.3. Experimental Methods

Photopolymerization reactivities of the various commercially available methacry-

late monomers are being determined by photo-DSC. Monomers have been photopoly-

merized at room temperature using 2,2-dimethoxy-1,2-diphenyl-ethanone (Irgacure

651) as initiator and using an incident light intensity of 20 mW cm−2 under nitro-

gen flow. Rates of polymerization Rp were calculated according to the formula:

Rp =
(Q
s
)M

n∆Hpm
(5.4)

where Q/s is the heat flow per second, M the molar mass of the monomer, n the

number of double bonds per monomer molecule, ∆Hp the heat released per mole of

double bonds reacted and m the mass of monomer in the sample. The theoretical

value used for the heat of reaction (∆Hp) is 13.1 kcal mol−1 for methacrylate double

bonds [108,109].
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5.4. Results and Discussions

In this study we have investigated the reactivity of 21 alkyl α-hydroxymethacrylate

(RHMA) derivatives. The general structure is depicted in Figure 5.1, where R1 is

an ethyl or tertiary butyl group for monomers M1-M16 and a variety of groups for

monomers M17-M21, and where R2 is a methyl group for monomers M17-M21 and a

secondary functionality such as ether, ester, carbamate, and cyclic carbonate with a

terminal functional group for monomers M1-M16. The complete list of monomers with

corresponding structure is given in Table 5.2

Figure 5.1. General structure of methacrylates.

The monomeric radicals were modeled as the products of a methyl radical at-

tack to the unsubstituted carbon atom of the ethylenic double bond of the RHMA

monomers, as depicted in Figure 5.3, and in accordance with a previous study [76].

In this study, a correlation between the polymerization kinetics of the RHMA

monomers and the reactivity of their corresponding radicals, R is established. As

mentioned earlier, two chemical concepts that are widely used to explain reactivity

are radical electrophilicity or nucleophilicity, via the electrophilicity index ω (Equation

5.1), and radical stability, via the property stab in Equation 5.2 and 5.3. The computed

electrophilicity index and stability values (for the combination with the nucleophilic

hydroxymethyl radical, the neutral hydrogen atom and electrophilic fluorine atom) are

listed in Table 5.1.

When comparing the electrophilicity index values with the previously published

radical electrophilicity scale, [83, 86] all radicals can be designated as weakly to mod-

erately nucleophilic, [85] with R20 being the most and R13 the least nucleophilic.
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Figure 5.2. List of methacrylate monomers, investigated in this study.

Concerning the stability, all radicals are found to be relatively stable, comparable to

the stability of benzyl radicals [83]. In Table 5.1 also stability difference values ∆stab,

relative to the most stable radical R18 are listed, to get a more clear idea about the

variation in stabilities for this dataset.

In order to separate the polar (through ω) from the enthalpy (through ∆stab)

effects, the monomeric radicals are divided into three series of similar radical stability

(Table 5.2). The first series contains radicals with a ∆stab value in the range of 0-4 kJ

mol−1 (R17, R18, R20, R21). The second series includes radicals with ∆stab between

6 and 7.5 kJ mol−1 (R7, R8, R9, R10, R11). The third series comprises radicals with
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Figure 5.3. Formation of the monomeric radicals via methyl radical attack to the
ethylenic double bond of the monomer.

a ∆stab value within 9-12 kJ mol−1 (R1, R2, R5, R6, R12, R15, R16). Remark that

we have left out those radicals that have a pendant phenyl ring in their structure

(R3, R4, R13, R14, R19), denoted as Series 4. It is shown that these radicals display

a much higher reactivity than predicted. For each series a quadratic correlation is

found between the electrophilicity index value ω and the rate of polymerization of the

corresponding monomer/radical set. The correlation equations are of the following

type:

Rp,pred = a(ω − ω0)
2 + b (5.5)

where the coefficients a and b vary for each series, and where ω0 is taken as a constant.

The latter was estimated under the regression condition of minimal standard deviation

σ between the experimental and the predicted rates of polymerization. The linear

regression resulted in ω0 = 1.355 eV, which is close to the smallest electrophilicity

index value in the whole dataset, and σ = 0.000815 with σ calculated as:

σ =

√√√√ 1

N − 1

N∑
i=1

(Rp,pred,i −Rp,exp,i)2 (5.6)

and N = 16, the total number of radicals in the three series.
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Table 5.1. Experimental rates of polymerization Rp,exp of the monomers (M1-M21)

and the property values of the corresponding radicals (R1-R21): the electrophilicity

index ω in eV, the stability values stab based on the combination of R and CH2OH,

H and F, the average stability values stabav (Equation 3), and the stability difference

values ∆stab relative to the most stable radical R18. All stability values are in kJ

mol−1.

R ω
stab

[R-H]
stab
[R-F]

stab
[R-CH2OH]

stabav ∆stab Rp,exp

R1 1.671 131.3 139.5 126.0 132.3 10.6 0.009
R2 1.465 135.4 134.9 126.6 132.3 10.6 0.003
R3 1.578 131.8 129.5 115.2 125.5 3.8 0.038
R4 1.579 134.2 135.3 117.1 128.9 7.2 0.022
R5 1.676 136.8 138.9 124.7 133.5 11.8 0.012
R6 1.604 136.8 138.6 125.5 133.6 11.9 0.007
R7 1.662 133.9 135.3 115.7 128.3 6.6 0.015
R8 1.598 134.9 135.7 115.4 128.7 7.0 0.008
R9 1.675 132.4 137.6 114.4 128.1 6.4 0.019
R10 1.649 132.8 138.9 114.9 128.9 7.2 0.015
R11 1.561 131.1 132.2 123.4 128.9 7.2 0.007
R12 1.518 133.9 134.0 126.9 131.6 9.9 0.005
R13 1.761 134.7 140.3 113.0 129.3 7.6 0.033
R14 1.611 137.3 136.9 126.7 133.6 11.9 0.024
R15 1.541 135.3 135.1 125.8 132.1 10.4 0.005
R16 1.564 133.9 133.3 125.0 130.7 9.0 0.006
R17 1.539 125.6 131.7 117.7 125.0 3.3 0.013
R18 1.660 124.0 131.5 109.6 121.7 0.0 0.032
R19 1.451 124.1 127.8 114.4 122.1 0.4 0.021
R20 1.373 125.3 128.8 115.7 123.3 1.6 0.002
R21 1.401 124.7 127.9 116.6 123.1 1.4 0.003

For each series of radicals, the predicted Rp values are computed from the linear

correlation equations between the (ω - ω0)
2 values and the experimental Rp values.

The exact data can be retrieved from Table 5.2. Within each of the series, very good

Rp predictions are made, with deviations less or equal to 0.001 s−1. The excellent

correlations between the electrophilicity index descriptors (ω - ω0)
2 and experimental

rates of polymerization can also be seen in Figure 5.4, with correlation coefficients R2 of

0.9998, 0.9466 and 0.9199 for Series 1, 2 and 3, respectively. The monomeric radicals

in Series 4 are clearly deviating from the corresponding correlation equations, with

the exception of R13. The presence of the pendant phenyl group seems to averagely
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increase the predicted rate of polymerization by a value of 0.0165 s-1. In literature, this

enhanced reactivity has been attributed to the possibility of π - π stacking [60,61,110],

which is not accounted for by our two reactivity descriptors. Finally, Figure 5.5 shows

that the predicted, using the three separate equations, and the experimental rates of

polymerization are highly correlated.

Table 5.2. The electrophilicity index descriptor (ω - ω0)
2 in eV2, the predicted rate of

polymerization Rp,pred1 (s−1) the difference ∆Rp (s−1) with the experimental rate of

polymerization Rp,exp (s−1) for Series 1-4, with a = 0.3209 eV−2 s−1 and b = 0.0021

s−1, a = 0.1971 eV−2 s−1 and b = -0.0024 s−1, a = 0.0805 eV−2 s−1 and b = 0.0023

s−1, for Series 1, 2, 3 of the monomeric radicals, respectively.

∆stab ω (ω - ω0)
2 Rp,pred1 Rp,exp ∆Rp

Series 1

R20 1.6 1.373 0.001 0.002 0.002 0.000
R21 1.4 1.401 0.002 0.003 0.003 0.000
R17 3.3 1.539 0.034 0.013 0.013 0.000
R18 0.0 1.660 0.093 0.032 0.032 0.000

Series 2

R11 7.2 1.561 0.043 0.006 0.007 -0.001
R8 7.0 1.598 0.059 0.009 0.008 0.001
R7 6.6 1.662 0.087 0.015 0.015 0.000
R10 7.2 1.649 0.094 0.016 0.015 0.001
R9 6.4 1.675 0.103 0.018 0.019 -0.001

Series 3

R2 10.6 1.465 0.012 0.003 0.003 0.000
R12 9.9 1.518 0.027 0.004 0.005 -0.001
R15 10.4 1.541 0.035 0.005 0.005 0.000
R16 9.0 1.564 0.044 0.006 0.006 0.000
R6 11.9 1.604 0.062 0.007 0.007 0.000
R1 10.6 1.671 0.100 0.010 0.009 0.001
R5 11.8 1.676 0.103 0.011 0.012 -0.001

Series 4

R19 10.6 1.451 0.009 0.005 0.021 -0.016
R3 9.9 1.578 0.050 0.018 0.038 -0.020
R4 10.4 1.579 0.050 0.008 0.022 -0.014
R14 9.0 1.611 0.066 0.008 0.024 -0.016
R13 11.9 1.761 0.165 0.030 0.033 -0.003

Next, we tried to find a general expression, linking both the radical stability

and electrophilicity to the polymerization rate Rp. First of all, we notice that the

intercepts of the correlation equation for Series 1 and 3 (parameter b in Equation

5.5) are practically the same, with values of 0.0021 and 0.0023 s−1, respectively. The
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Figure 5.4. Correlation between the experimental rates of polymerization Rp,exp and
the electrophilicity index descriptor (ω - ω0)

2 for Series 1-3.

Figure 5.5. Correlation between the predicted and the experimental rates of
polymerization, according to Table 5.2. Series 1-3 are in blue, and Series 4 is in black.

R13 from Series 4 was included in the correlation given by the blue marks.



58

intercept of Series 2, however, has the opposite sign (b = -0.0024 s−1). Concerning the

slope, a reasonable correlation was found between parameter a (in eV−2 s−1) and the

average ∆stab value of each series (Figure 5.6). Again, Series 2 is deviating slightly

from the linear correlation. We expect the slope of the correlation equation of Series

2 to be somewhat lower than 0.1971 eV−2 s−1, which would in turn correspond with a

higher value (than -0.0024 s−1) for the intercept b. When the correlation equation in

Figure 5.6 is combined with Equation 5.5, we get the following general expression for

Rp:

Rp = a′(∆stab−∆stab0)(ω − ω0)
2 + b (5.7)

with a’ = (-40.82)−1 kJ−1mol eV−2 s−1, ∆stab0 = 14.7 kJ mol−1, ω0 = 1.355 eV, and

b = 0.002 s−1. This expression indicates that a more stable monomeric radical (i.e., a

small value for ∆stab) will result in a higher polymerization rate (for constant ω), while

a more nucleophilic monomeric radical (i.e., a small value for ω) will result in a lower

polymerization rate (for constant ∆stab). In addition, the higher is the stability of the

radical, the more important are the polar effects (represented by the electrophilicity

index). Remark that both quantities have boundaries: the correlation does not hold for

radicals that are more than 14.7 kJ mol−1 less stable than R18, and more nucleophilic

than 1.355 eV (approximately the value for R20). The resulting rates of polymerization

for each of the monomers can be retrieved from Table 5.3.

It is also possible to re-estimate the parameters a’, ∆stab0, ω0, and b in Equation

5.7 using the properties and rates of polymerization of all radicals in Series 1-3. The

multiple regression analysis resulted in the following equation:

Rp = −0.01399(∆stab− 15.60)(ω − 1.295)2 + 0.0005 (5.8)
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Figure 5.6. Correlation between the slopes of the correlation equations of Figure 5.3
and the average ∆stab values for each of the corresponding Series 1-3.

Figure 5.7. Comparison between the predicted (Equation 5.8) and the experimental
rates of polymerization for the monomeric radicals of Series 1 (blue), Series 2 (red),

and Series 3 (green).
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Table 5.3. The predicted rates of polymerization Rp,pred2 and Rp,pred3 (s−1) resulting

from Equation 5.7.

R Rp,pred2 Rp,pred3 Rp,exp

R1 0.012 0.011 0.009
R2 0.003 0.003 0.003
R5 0.009 0.008 0.012
R6 0.006 0.005 0.007
R7 0.021 0.018 0.015
R8 0.013 0.012 0.008
R9 0.023 0.019 0.019
R10 0.018 0.015 0.015
R11 0.010 0.009 0.007
R12 0.005 0.005 0.005
R15 0.006 0.005 0.005
R16 0.008 0.007 0.006
R17 0.011 0.011 0.013
R18 0.035 0.030 0.032
R20 0.002 0.002 0.002
R21 0.003 0.003 0.003

The boundaries of this expression have broadened slightly compared to the pre-

vious one, while the intercept b is now very close to zero. The predicted Rp values are

listed in Table 5.3 with parameters a’ = -0.02450 kJ−1mol eV−2 s−1, ∆stab0 = 14.7 kJ

mol−1, ω0 = 1.355 eV, b = 0.002 s−1, and a’ = -0.01399 kJ−1mol eV−2 s−1, ∆stab0 =

15.6 kJ mol−1, ω0 = 1.295 eV, b = 0.0005 s−1, respectively, for the monomeric radicals

of Series 1-3, and correlate well with the experimental rates is shown in Figure 5.7. The

corresponding correlation coefficient R2 is found to be 0.9384, and, taken into account

the number of predictors in Equation 5.8, a similar value of 0.9160 is obtained for the

adjusted R2, indicating that the expression in Equation 5.8 is not overspecified.

5.5. Conclusions

In this study, the polymerization rate of 21 methacrylate monomers was explained

using solely chemical properties of the monomeric radicals. Both enthalpy effects, via

the radical stability (stab), and polar effect, via the radical electrophilicity (ω), seem

to play a significant role in understanding the polymerization rate Rp. Increasing the

stability or decreasing the nucleophilicity of the monomeric radical results in a higher
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polymerization rate. Furthermore, it is seen that the influence of the polar effects

becomes larger for more stable radicals. Based on those two properties, a general non-

linear expression were derived which performs quite well in predicting Rp for 16 of the

21 methacrylates in our set, with an R2 value of 0.9384 and an adjusted R2 value of

0.9160. However, this expression probably does not hold for too unstable and/or too

nucleophilic radicals. In addition, the monomers containing a pendant phenyl group

were experimentally found to have a higher polymerization rate than predicted. In

these cases, also π - π stacking plays an important role, which was not accounted for

by the expression.
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6. SYNTHESIS AND EVALUATION OF NOVEL

CARBOXYLIC ACID FUNCTIONALIZED

METHACRYLATES FOR HYDROGELS IN BIOMEDICAL

APPLICATIONS

Hydrogels, three-dimensional, hydrophilic and cross-linked networks, are one of

the important biomaterial classes in biotechnology and medicine because their excel-

lent biocompatibilities. They were the first biomaterials designed for use in the human

body [111]. The biocompatibility is promoted by the high water content of hydrogels

and the physiochemical similarity of hydrogels to the native extracellular matrix, both

compositionally and mechanically [112]. The advantageous properties of hydrogels,

namely their adjustable chemical and physical structures, good mechanical properties,

high water content and, as mentioned, biocompatibilities make them useful in tissue

engineering, drug delivery, biomedical implants and biotechnology. The design and

preparation of hydrogels have a great interest in biomedical engineering and pharma-

ceutical applications [113].

Hydrogels are generally prepared from hydrophilic polymers that are crosslinked

by either physical crosslinking (e.g. hydrogen bonding, hydrophobic interactions, aggre-

gation, self-assembly) or chemical crosslinking (by various crosslinkers). By free radical

polymerization (FRP) of water-soluble or hydrophilic monomers, synthetic hydrogels

are prepared in water with the use of difunctional or multifunctional crosslinkers. Some

types of hydrogels can be prepared in vitro and in vivo by photopolymerization using

photoinitiators under visible or UV light [114].

Photopolymerization makes in situ hydrogel preparation practical. The choice

of photoinitiators and monomers (or macromers) are important (as discussed previ-

ously in Part 4). Photoinitiators that will be used in hydrogel synthesis should be

selected according to their biocompatibility, solubility in water, cytotoxicity and sta-

bility [115, 116]. In tissue engineering, photopolymerized hydrogels have been used as
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tissue barriers, drug delivery systems, cell encapsulators and scaffold materials.

6.1. Introduction

Hydrogels for tissue engineering are generally formed from macromolecular hy-

drogel precursors, e.g. water soluble polymers with two or more reactive groups. PEG

acrylate derivatives and PEG methacrylate derivatives, polyvinyl alcohol derivatives

are some of examples for macromolecular hydrogel precursors (Figure 6.1). The per-

meability and mechanical properties of hydrogels depend on the length of the PEG and

macromer concentration in the solution [114].

Figure 6.1. Chemical structures of materials that can be photopolymerized to create

crosslinked hydrogel networks.

Strong adhesion between the organic and inorganic materials can be achieved for

hydrogels functionalized with carboxylate ligands. Figure 6.2 indicates natural bone

synthesis with synthetic polymers functionalized to mimic the mineral-nucleating pro-

teins in bone. Bertozzi et. al [117] developed polymethacrylamide and polymethacry-

late hydrogels functionalized with anionic groups similar to glutamate-, aspartate-, and

phosphoserine-rich bone proteins and used them to form templates for the formation

of hydroxyapatite.
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Figure 6.2. Natural bone synthesis with synthetic polymers.

In order to improve mechanical properties of hydrogels, interpenetrating networks

also have been used [118]. Frank et. al [119] formed the IPNs by synthesis of a

crosslinked poly(acrylic acid) (PAA) network within an end-linked poly(ethylene glycol)

(PEG) macromonomer network. The IPNs might be useful as replacement materials

for the cornea, cartilage, and other load-bearing anatomical structures.

The equilibrium swelling degree of hydrogels depends on the cross-link and charge

densities of the polymer network as well as on the cross-linked polymer concentration

after the gel preparation. In swelling mediated by external stimuli (e.g. pH, tempera-

ture, ionic strength, light), hydrogels may show continuous or discontinuous changes.

Generally, stimuli responsive hydrogels are (meth)acrylate derivatives and their copoly-

mers [120]. While both natural and synthetic polymers can be used for the production

of hydrogels, those derived from the natural ones are best for pH-sensitive controlled

release systems because of swelling properties and network structure that can encom-

pass the target drugs [121]. They are also environmentally compatible, and safe for

human use.

Our purpose in this chapter is to synthesize new hydrogels containing carboxylic

acid groups with improved rates of mineralization to be used as tissue scaffolds. It is
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suggested that the choice of the polymeric backbone might also affect the activity and

there are no alkyl α-hydroxymethacrylate (RHMA)-based hydrogels reported in the

literature.

6.2. Materials and Characterization

6.2.1. Materials

tert-Butyl α-bromomethacrylate (TBBr) and tert-butyl α-hydroxymethacrylate

(TBHMA) were synthesized according to the literature procedures [44,45]. Poly(ethy-

lene) glycol (PEG) (Mn=400, 600), triethyl amine (TEA), trifluoroacetic acid (TFA),

2-hydroxyethyl methacrylate (HEMA), 2,2-dimethoxy-2-phenylacetophenone (DMPA),

2-hydroxy-4′-(2-hydroxyethoxy)-2-methylpropiophenone (Irgacure2959), poly(ethylene

glycol) diacrylate (PEGDA) (Mn=575) and all other reagents and solvents were ob-

tained from Aldrich and used as received. Dichloromethane was dried over activated

molecular sieves.

6.2.2. Characterization

Monomer characterization involved 1H spectroscopy (Varian Gemini 400 MHz)

and FTIR spectroscopy (T 380). Combi Flash Companion Teledyne ISCO Flash Chro-

matography with C18 reverse-phase silica gel as a stationary phase was used for purifi-

cation of monomers. The presence of calcium in mineralized hydrogels was determined

by EDX (Bruker X flash 5010 123 eV).

6.3. Synthesis of Monomers

To synthesize monomers 1 and 2, first their tert-butyl ester derivatives (1a and

2a) were synthesized by nucleophilic substitution reaction of PEG 400 and PEG 600

respectively with tert-butyl α-bromomethacrylate (TBBr) under basic conditions. To

an ice-cold solution of the PEG (5 mmol) and TEA (20 mmol) in THF (3.3 mL for PEG

600 and 5 mL for PEG 400) under nitrogen, TBBr (10 mmol) was added dropwise. The
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solution was stirred at 60◦C for 24 h under nitrogen. Then the solution was diluted with

20 mL CH2Cl2 and extracted with saturated NaCl solution (3 x 5 mL). The organic

layer was dried over anhydrous sodium sulfate, filtered and evaporated under reduced

pressure to give monomers 1a or 2a as yellowish viscous liquids. To monomer 1a or 2a

(1 mmol) in an ice bath, TFA (7.02 mmol) was added under nitrogen. The solution was

stirred at room temperature for 24 h. After removal of TFA, the residue was purified

by reverse-phase flash chromatography on C18 using water:acetonitrile solvent pair.

The desired carboxylic acid functionalized monomers (1 or 2) were obtained as viscous

colorless liquids after lyophilization of the eluted solutions.

1a: 1H NMR (400 MHz, CDCl3, δ): 1.41 (s, 18H, CCH3), 3.59 (m, 20H, CH2CH2O),

4.14 (s, 4H, OCH2C=CH2), 5.77, 6.11 (s, 4H, CH2=C) ppm. FTIR (ATR, cm−1): 2871

(C-H), 1705 (C=O), 1640 (C=C), 1099 (C-O).

1: 1H NMR (400 MHz, D2O, δ): 3.55 (m, 20H, CH2CH2O), 4.13 (s, 4H, OCH2C=CH2),

5.86, 6.25 (s, 4H, CH2=C) ppm. FTIR (ATR, cm−1): 2870 (C-H), 1710 (C=O), 1640

(C=C), 1160 (C-O).

2a: 1H NMR (400 MHz, CDCl3, δ): 1.48 (s, 18H, CCH3), 3.64 (m, 40H, CH2CH2O),

4.20 (s, 4H, OCH2C=CH2), 5.78, 6.17 (s, 4H, CH2=C) ppm. FTIR (ATR, cm−1): 2866

(C-H), 1710 (C=O), 1639 (C=C), 1096 (C-O).

2: 1H NMR (400 MHz, D2O, δ): 3.71 (m, 20H, CH2CH2O), 4.30 (s, 4H, OCH2C=CH2),

5.99, 6.44 (s, 4H, CH2=C) ppm. FTIR (ATR, cm−1): 2870 (C-H), 1705 (C=O), 1637

(C=C), 1088 (C-O).

6.4. Synthesis of Hydrogels

Monomers 1 or 2 (8 or 15 wt%), PEGDA (42 or 35 wt%) and HEMA (50 wt%)

were dissolved in phosphate-buffered saline (PBS, pH=7.38) (20 wt%) to form precursor

solutions of hydrogels H1-H4 (Table 6.1). Irgacure 2959 was added (2 wt%) to the

mixture of monomers as a photoinitiator. The precursor solution was then poured
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into teflon molds and subjected to UV light for 30 minutes. A blank hydrogel H0

that does not contain any carboxylic acid-functionalized monomer was also prepared

from PEGDA (50 wt%) and HEMA (50 wt%) under the same conditions with other

hydrogels.

6.4.1. Gelation Percentage

The dry gel samples were weighed (Wi) before soaking into distilled water to

remove unreacted monomers. The swollen samples were dried in vacuum oven un-

til constant weight is obtained and weighed (Wd) again. The percent gelation was

calculated using the following formula;

Gelation(%) =
Wd

Wi

· 100 (6.1)

6.4.2. Equilibrium Swelling Ratio (ESR)

Swelling studies were conducted by immersing a dry hydrogel sample into water

at room temperature. The hydrogel samples were removed at predetermined time

intervals, blotted on filter paper, and the swollen weight was measured. The increase

in the weight of hydrogel sample was recorded as a function of time until equilibration

was reached. The equilibrium swelling ratio (ESR) was calculated using the following

equation:

ESR(%) =
Ws −Wd

Wd

· 100 (6.2)

where Ws and Wd are the weights of the swollen and of dry gel, respectively.
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6.4.3. Contact Angle Measurements

A sessile drop method (DSA 10, KRüSS GmbH) was used to measure a contact

angle (θ) of a 3–5 µL distilled water drop, which was applied to the surface by means

of syringes at room temperature and its image was captured by a camera. For each

sample at least three measurements were made and the average was taken.

6.4.4. Mineralization of Hydrogels

The mineralization abilities of carboxylic acid containing hydrogels were evalu-

ated by immersing them into 40 mM Ca2+ /24 mM HPO4
2− metastable solution for

30 min and then immersing into SBF for 24 h. As a control, hydrogels were immersed

into ultrapure water for 72 h.

Simulated body fluid (SBF) was prepared with literature procedures by Koç Uni-

versity [122]. 1L of buffer solution with pH 7.4 containing 142 mM Na+, 5 mM K+,

1.5 mM Mg2+, 2.5 mM Ca2+, 147.8 mM Cl−, 4.2 mM HCO3
−, 1 mM HPO4

2−, and 0.5

mM SO4
2− was prepared in ultrapure water. 40 mM Ca2+ /24 mM HPO4

2− solution

was prepared as described by Phadke et al. [123]. In 500 mL ultrapure water, 2.74 g

of K2HPO4.3H2O and 2.22 g CaCl2 were dissolved. Then, 6 N HCl was added until

disappearance of turbidity. To this solution, 1 M Tris-HCl (pH 7.5) was added in order

to increase pH to 5.2 before using.

Morphological properties of the hydrogels before and after mineralization were

characterized by SEM analysis. The samples were lyophilized and sputter-coated with

Au prior to analysis. The images were obtained using Zeiss Ultra Plus FE–SEM. The

presence of calcium in mineralized hydrogels was determined by using EDX.

6.4.5. Measurement of Ca2+ Content

As a quantitative analysis of mineralization, Ca2+ content was measured accord-

ing to a literature procedure [123]. Mineralized hydrogel samples were lyophilized, then
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homogenized in 0.5 mL of 0.5 N HCl and mechanical force applied for complete disrup-

tion. The Ca2+ concentration in the solution was measured using spectrophotometric

analysis. Cresolphthalein complexone and Calcium Reagent set were used to determine

Ca2+ content. Ca2+ content (in µg) were normalized with the dry weight of sample (in

mg).

6.5. Results and Discussion

6.5.1. Synthesis of Monomers

Two carboxylic acid-containing difunctional monomers (1 and 2) which are deriva-

tives of TBHMA were synthesized to be used as crosslinkers for biomedical applications

such as tissue engineering scaffolds. The monomers contain PEG in their structure

which was chosen for its favorable properties such as water solubility, biocompatibility,

nontoxicity, and nonimmunogenicity. The carboxylic acid groups serve dual functions:

Firstly they impart pH sensitivity to the hydrogels, as secondly, due to their affinity

towards Ca2+ ions they are expected to induce mineralization of the hydrogels made

from these crosslinkers.

Monomers 1 and 2 were synthesized in two steps (Figure 6.3). Nucleophilic sub-

stitution reaction of PEG 400 or PEG 600 with TBBr under basic conditions gave

ether derivatives which were then converted to carboxylic acid derivatives by cleav-

age of tert-butyl groups using TFA. The monomers were obtained as viscous colorless

liquids with the yields of 92 and 84 % after column chromatography. The expected

structures of monomers were confirmed by 1H NMR, and FTIR spectroscopies (Figure

6.4, 6.5 and 6.6). FTIR spectrum of the monomers showed characteristic C=O and

C=C peaks at around 1710 and 1640 cm−1. Examination of the 1H NMR spectra of

both monomers revealed the characteristic peak for CH2 attached to the double bond

at around 4.2 ppm.
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Figure 6.3. Synthesis of carboxylic acid-functionalized monomers 1 and 2.

Figure 6.4. FTIR specta of monomers 1 and 2.
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Figure 6.5. 1H NMR spectra of monomers 1a and 2a.

Figure 6.6. 1H NMR spectra of monomers 1 and 2.
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6.5.2. Photopolymerization

The reactivities of the synthesized monomers 1 and 2 were investigated by pho-

topolymerization using photodifferential scanning calorimetry (photo-DSC). Formula-

tions consisting of PEGDA/1/HEMA or PEGDA/2/HEMA (35/15/50 wt%) were pre-

pared and photopolymerized using DMPA (2 mol%). PEGDA/HEMA (50/50 wt%)

formulation was used as blank. Figure 6.7 shows photopolymerization results such as

maximum rate of polymerization (Rpmax), time to reach maximum polymerization rate

(tmax) and conversion (%). The tmax value of the blank formulation (88.2 s) is lower

than the carboxylic acid-containing formulations (90 s for 1 and 93.6 s for 2). Rpmax

values were found to be 0.0243, 0.0152 and 0.0100 s−1 for blank, 1 and 2, respectively.

Because acrylates are more reactive than the corresponding methacrylates, replace-

ment of PEGDA with monomer 1 or 2 caused a decrease in Rpmax. The higher Rpmax

of monomer 1 containing formulation (0.0152 s−1) than that of monomer 2 containing

one (0.0100 s−1) is due to its higher double concentration. The blank formulation has

higher conversion (55.6 %) than those of the 1 and 2 incorporated ones. The acid

groups of 1 and 2 causes higher intermolecular forces, which decrease the flexibility of

the system and cause reduction in conversion.

6.5.3. Synthesis and Characterization of Hydrogels

The crosslinkers 1 and 2 together with PEGDA were incorporated into HEMA

by using 2 wt% Irgacure 2959 as photoinitiator, to form the hydrogels H1-H4, with

percent gelation values between 90% and 96% (Table 6.1). PEGDA was used as only

crosslinker by 50 wt% to make hydrogels H0 as a control that do not have any acid

groups.
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Figure 6.7. Rate-time and conversion-time plots for copolymerizations of 1 and 2

with PEGDA and HEMA at 40 ◦C using DMPA.
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Table 6.1. Compositions of the synthesized hydrogels (H0-H4).

Hydrogel

Incorporated

Monomer

(wt%)

PEGDA

(wt%)

HEMA

(wt%)

PBS

(wt%)

(pH = 7.38)

Gelation

(%)

ESR

(%)

H0 - 50 50 20 96 43

H1 1 (8) 42 50 20 - 44

H2 1 (15) 35 50 20 90 52

H3 2 (8) 42 50 20 90 59

H4 2 (15) 35 50 20 92 94

6.5.3.1. Swelling Properties. We believe that the swelling amount is influenced by

two factors: the amount of hydrophilic carboxylic acid groups, and the space inside the

hydrogel matrix, determined by the distance between the double bonds. Replacement

of PEGDA’s PEG chain by that of monomer 1 (molecular weight of 1: 566 g/mol)

does not change its length appreciably, making that factor more or less irrelevant

for H1 and H2. At 8 wt% replacement, the carboxylic acid groups cannot make a

difference either, leading to H1’s ESR to be the same as that of H0. However at 15

wt%, the hydrophilicities of carboxylic acid groups start to work synergistically, and

so give higher ESR. The PEG chain of monomer 2 (molecular weight of 2: 766 g/mol)

is longer, so in its replacement, both factors contribute to increased ESR compared

to H0, even at 8 wt%, it is higher than 15 wt% of monomer 1 (despite 8 wt% of 2

corresponding to lower mol% than 8 wt% of 1). As expected, the ESR increase is

higher for H4, with 15wt% of monomer 2. Swelling studies were also conducted at

three different pHs – 3.2, 7.4 and 9.2 for H2, to see the swelling response in acidic,

neutral and basic media (Figure 6.8). Swelling ratios were determined for small time

intervals-each 20 min in 3 hours and then the data were taken for longer intervals until

constant weight is obtained. The ESR values for H2 were increased as pH increased.

In basic medium, H4 which contains pendant two carboxylic acid groups, showed 82%

swelling. The degree of swelling at pH 9 was observed to be higher which is resulting

from the deprotonation of the acids generating negative charges on the carboxylates
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which repel each other and expand the hydrogel.

Figure 6.8. pH response of the hydrogel composition “H2” (15% monomer 1

incorporation).

6.5.3.2. Contact Angle Measurements. Hydrophilicity characters of the hydrogels were

measured by contact angle measurements. The contact angle was defined as the angle

formed between the surface of a solid and the line tangent to the droplet radius from

the point of contact with the solid [124]. The contact angle of water on hydrogels H2

and H4 were tested and the results with the related images are given in Figure 6.9.

Higher contact angle value is both related with low surface energy and roughness [125].

Contact angle of water on H2 is the lower than H4 showing its higher hydrophilicity.

It is claimed that a polymer surface with a water contact angle of 70◦ gives the most

suitable surface for cell adhesion [126]. H4 has a contact angle 86.5◦, close to 70◦,

and its cell adhesion property can be improved by little modifications in synthesis of

hydrogels.
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Figure 6.9. Images and angles taken from contact angle measurements.

6.5.3.3. Mineralization of Hydrogels. The mineralization abilities of carboxylic acid

containing hydrogels were evaluated by immersing them into 40 mM Ca2+ /24 mM

HPO4
2− metastable solution for 30 min and then immersing into SBF for 24 h. As a

control, hydrogels were immersed into ultrapure water for 72 h.

Morphological properties of the hydrogels (H2 and H4) before and after mineral-

ization were characterized by SEM-EDS analysis and calcium determination was made

by using EDX (Figure 6.10 and 6.11). Before mineralization hydrogels showed porous

surface and after mineralization the surface was plated with a little mineral deposits.

The calcium in the hydrogel surface was verified by EDX analysis. As a quantitative

analysis of mineralization, Ca2+ content was measured by spectrophotometric analysis

according to a literature procedure [123] and the results were shown in Figure 6.12.

Hydrogel H0 does not show any Ca presence at all which shows that the acid groups

in the hydrogels promotes mineralization. H2 exhibited highest Ca2+ content (1.9 µg

Ca/mg dry gel) followed by H4 (1.1 µg Ca/mg dry gel). Because H2 contains more

acidic groups in the formulation than it is in H4 its mineralization capacity is slightly

higher than H4.
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Figure 6.10. SEM images of hydrogels (a) H2, (b) H4, (c) mineralized H2, and (d)

mineralized H4.

Figure 6.11. SEM images and EDX spectra of (a) mineralized H2 and (b) mineralized

H4.
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Figure 6.12. Ca2+ deposition assay measured as the total Ca2+ content in the

mineralized hydrogels.

6.6. Conclusion

In this study, the syntheses of two novel carboxylic acid functionalized PEG

monomers (1 and 2) were reported. These monomers were used for fabrication of

hydrogel scaffolds (H1-H4) by copolymerizaton with HEMA and PEGDA. The poly-

merization efficiencies of the synthesized monomers were investigated by photo-DSC.

The photopolymerization results indicated that monomers 1 and 2 were copolymeriz-

able efficiently with PEGDA:HEMA mixtures. However, replacement of PEGDA with

monomer 1 or 2 decreased the rates due to their dimethacrylate structures compared

to that of diacrylate in PEGDA, without a significant change in the conversions. The

hydrogels were evaluated by their swelling properties both in water and at different pH

environments. It was observed that both the amount of hydrophilic carboxylic acid

groups, and the distance between the double bonds affect the degree of swelling. The

hydrogels containing 15 wt% of monomer 2 (H4) showed the highest degree of swelling

(94%) in water compared to the blank hydrogel (43%) with no acid monomer. The

highest hydrophilicity of H2 was also verified by the contact angle measurements, with

a value of 48.4 compared to 86.5 for H4. H2 and H4 showed little mineralization after
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immersing them into 40 mM Ca2+ /24 mM HPO2−
4 metastable solution. Mineralization

of H2 is slightly higher than H4, because the former has higher acid concentration than

the latter.
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7. ORIGINS OF EXO-STEREOSELECTIVITY OF

NORBORNENE IN HETERO DIELS-ALDER REACTIONS

Cycloadditions are the most widely used reactions in organic synthesis because of

their widespread applications and value in synthesis. Significant one among them is the

Diels-Alder reaction by its advantage for versatility and the control of stereochemistry.

The Diels-Alder cycloaddition is widely used to build up a six-membered ring with

up to four contiguous stereogenic centers, in a regio- and stereo-controlled way. In a

classical Diels-Alder reaction, a conjugated diene and a dienophile, which has at least

one bond, forms a six membered cycloadduct (Figure 7.1). The Diels-Alder reaction

can be both intermolecular and intramolecular. Even though it is carried out easily

at ambient temperatures or slightly elevated temperature, there are also examples for

catalyzed and/or high pressure Diels-Alder reactions in the literature.

Figure 7.1. Parent system of the Diels-Alder reaction

The nature of the diene and the dienophile plays an important role in the stere-

oselectivity of the reaction because their electronic effects also influence the rate of

cycloaddition. The rate of Diels-Alder reaction is determined mainly by extent of in-

teraction between highest occupied molecular orbital (HOMO) of one component and

lowest unoccupied molecular orbital (LUMO) of the other. The smaller the energy sep-

aration between the HOMO and the LUMO, results in more readily driven reaction.

In normal electron-demand Diels-Alder reactions, where HOMO of diene and LUMO

of dienophile interacts, a diene with an electron donating group (e.g. alkyl, alkoxyl)

accelerates the reaction by lowering the energy of its LUMO, with a dienophile bearing

an electron attracting group (e.g. CO, CN) [127]. However, in inverse electron-demand

Diels-Alder reactions, where LUMO of diene and HOMO of dienophile reacts, electron-

withdrawing substituents on diene accelerate the cycloaddition with the dienophiles
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that have electron-donating substituents [128]. In short, as shown in Figure 7.2, donor

substituents (D) increase energy of HOMO and LUMO while acceptor substituents

(A) lower the energies of the frontier orbitals. The strength of the interaction increases

with reducing energy difference δEHOMO−LUMO.

Figure 7.2. Molecular orbital representation of Diels-Alder reactions with normal and
inverse electron demand.

For a substituted dienophile, there are two possible stereochemical orientations

with respect to the diene, endo and exo. In the endo transition state, the reference

substituent on the dienophile is oriented toward the orbitals of the diene. In the exo

transition state, the substituent is oriented away from the system. (Figure 7.3)

A wide range of dienes take part in the Diels-Alder reactions being open chain and

cyclic dienes. Cyclic dienes are generally more reactive than the open chain ones [129].

Heterodienes, which contains one or more hetero-atoms are also much used in synthesis.

Heterosubstituents on the diene have a controlling effect on the regioselectivity of the



82

Figure 7.3. Examples for exo and endo stereoisomers in Diels-Alder reaction.

cycloaddition reactions and formation of heterocyclic-six-membered rings [130].

7.1. Introduction

The Diels-Alder reaction plays an important role in organic synthesis. The enan-

tioselectivity of the Diels-Alder reaction has been controlled by a variety of chiral

catalysts or chiral auxiliaries, however the control of exo/endo selectivity has been

found to be more difficult [131–135]. Recently, some of us have used an inverse-

electron demand hetero Diels-Alder reaction of norbornene with thiazolidine scaffold

containing thiadienes. This synthesis was the first reaction to achieve an absolute

exo-selectivity of a norbornene ring in an inverse-electron demand hetero Diels Alder

reaction [136]. The synthesis of the heterodienes was done by a sequential conver-

sion of the corresponding thiazolidine-4-ones [137] (1) using Lawesson’s reagent (LR)

to 2-arylimino-3-aryl-thiazolidine-4-thiones (2) and into 5-benzylidine-2-arylimino-3-

aryl-thiazolidine-4-thiones (3) by reaction with benzaldehyde (Figure 7.4) [136]. 5-

Benzylidine-2-arylimino-3-aryl-thiazolidine-4-thione (3) is a derivative of thiazolidine

which belongs to an important group of heterocyclic compounds containing sulfur and

nitrogen in a five member ring. The latter nucleus is also known as the wonder nucleus

because it gives out different derivatives with all different types of biological activi-

ties [138]. The thiazolidinone nucleus having a diverse biological potential, has drawn

the attention of chemists and pharmacologists. The anticancer and anti HIV activities

are the most encouraging results for the pharmacists. Also the research in anticon-

vulsant, FSH agonistic and CFTR inhibitory activity has given positive results [139].

Methods for labeling biomolecules with fluorescent dyes and affinity tags have become

indispensable tools in the modern life sciences. Strategies that allow site-specific post
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synthetic coupling of molecules under mild conditions are sought [140]; and in this re-

spect cycloaddition reactions have recently gained considerable importance [141–146]

Among others Jaschke and coworkers have used cycloadditions as tools for labeling

and modifying biomolecules [146–148] and have established inverse-electron-demand

Diels-Alder reactions as tools for the covalent and irreversible derivatization of various

molecules, such as peptides and small-molecule drugs [149–154]. In a recent study,

norbornene moieties are introduced as dienophiles into oligonucleotides during solid-

phase synthesis, and the deprotected oligomers are then conjugated with water-stable

tetrazinedienes [155].

Figure 7.4. Synthesis of 2, 3 and 4.
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Atropisomerism on the other hand, is a stereochemical phenomenon which may

have important implications in medicinal [156] and biochemical [157] fields. If within

a molecule the activation barrier for rotation around a single bond amounts to 23

kcal/mole at ambient temperature the conformers become stable enough to be isolable

and they are then termed as atropisomers [158].

Exo selectivity of norbornene and its high reactivity in Diels-Alder reaction has

great interest in organic chemistry [159]. The origins of this selectivity have been

studied by several groups [160–162]. In the study of Dogan et al. atropisomeric 5-

benzylidine-2-arylimino-3-aryl-thiazolidine-4-thiones (3) were used as heterodienes in

the inverse electron-demand hetero Diels-Alder cycloadditions with norbornene as a

dienophile at 25 ◦C (Figure 7.4). The reactions with norbornene were found to proceed

with 100% exo-selectivity as determined by NMR experiments [136]. It is the purpose

of this study to elucidate the origins of the stereoselectivity of the hetero Diels-Alder

cycloaddition by using quantum chemical computational tools.

In this study the exo selectivity in the hetero Diels-Alder reaction of atropiso-

meric 5-benzylidine-2-arylimino-3-aryl-thiazolidine-4-thiones with norbornene has been

investigated with computational tools. Taking into account the M/P chiral character

of the o-methoxyphenyl substituted heterodienes in addition to the exo/endo selec-

tivity, 8 different transition structures have been located. Based on the direction of

approach of the diene and the dienophile for each plausible path it is found that endo

products are not preferred because of the large distortion of norbornene and the rather

eclipsed conformations of these transition state structures. Computational results are

consistent with the experimental exo/endo selectivity. The computational method-

ology (M06-2X/6-31+G(d)//B3LYP/6-31+G(d)) has been justified by comparison of

the experimental rotational barriers with the calculated ones for selected compounds.

7.2. Computational Methodology

All computations were carried out with the Gaussian 09 series of programs [47].

The stationary points were located using the B3LYP/6-31+G(d) [2,5,6,163,164], M06-
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2X/6-31+G(d) [7] methodologies. All stationary points have been characterized by a

frequency analysis from which thermal corrections have also been obtained. Local min-

ima and first order saddle points were identified by the number of imaginary vibrational

frequencies. Intrinsic reaction coordinate (IRC) [165] calculations were performed on

the transition state structures to determine the connectivity of the transition state

structure to the corresponding product and reactant. Conformational searches for the

structures corresponding to reactants, transition states and products have been carried

out with the methodologies used. Charge analysis was carried out by using full natural

population analysis (NPA) [166].

B3LYP is found to be poor in computing π - σ energy changes; it underesti-

mates the exothermicity of Diels-Alder reactions [167] and the intermolecular hydrogen

bonding interactions [168]. In Diels-Alder reactions, M06-2X, is known to yield more

exothermic reactions than predicted by B3LYP [167]. Even though both methodolo-

gies have been used in this study, M06-2X seems to reproduce better the experimental

findings when applied to the geometries optimized with B3LYP.

Solvent calculations were carried out with the Integral Equation Formalism Po-

larizable Continuum Model (IEFPCM) [14, 15]. Dichloromethane (ε=8.93) has been

used for compound 4 and toluene (ε=2.37) has been used to evaluate the rotational

barriers of 1b and 2b. We used the ideal gas approximation and assumed T = 298.15 K

and 1 atm (gas phase) or 1 M (solution). The computation of free energies of activation

in solution was done according to typical procedures based on thermodynamic cycles.

Accordingly, solvation free energies include a correction to account for a change in the

reference state (This change is RT ln(24.5) which corresponds to 1.89 kcal mol−1 at

298.15 K) [169, 170]. The population of the different conformations was calculated by

taking into account the Gibbs Free energies using the Boltzmann distribution under

the experimental conditions.

Decomposition of the activation energy (∆E‡) into distortion energy and interac-

tion energy yields valuable insight into the difference between the activation energies

of the endo and exo pathways [2, 5–7, 163, 164]. The distortion energy (∆E‡dist) is the
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energy required to distort the reactants into the geometry they have in the transition

states and interaction energy (∆Eint
‡) is a negative value which indicates favorable in-

teraction between the reactants. The activation barrier is the sum of these two terms,

∆E‡ = ∆E‡dist + ∆Eint
‡.

7.3. Results and Discussion

The thionation reaction of 2-arylimino-3-aryl-thiazolidine-4-one with Lawesson’s

reagent gave the corresponding thiazolidine-4-thione (Figure 7.4). Compound 2 was

converted into the corresponding 5-benzylidine-2-arylimino-3-aryl-thiazolidine-4-thione

(3) by reaction with benzaldehyde (Figure 7.4). In compounds 1-4, if R1 6=H the ro-

tation about the N(sp2)-Caryl bond is sterically restricted due to the presence of the

exocyclic groups bonded to C4 or the arylimino group on the heterocyclic ring and the

partial rotation about this bond gives rise to M and P enantiomers [136]. In inverse

electron demand Diels-Alder reaction unlike the normal Diels-Alder, the cycloaddition

takes place between an electron rich dienophile and an electron poor diene. Norbornene

being an electron rich alkene is ideally suited for such a reaction. The reactivity and

exo-selectivity of norbornene in cycloadditions has been of mechanistic interest and

has led to useful chemistry involving norbornenes [159, 171]. Huisgen and co-workers

have observed the high reactivity of norbornene and its derivatives [172–175]. Houk et

al. have recently investigated the transition states for 1,3-dipolar cycloadditions to a

number of norbornenes and to simple alkenes [176], and reviewed the torsional control

of stereoselectivities in electrophilic additions and cycloadditions to alkenes including

norbornenes [177]. When, the hetero Diels-Alder reaction of the ortho-unsubstituted

compound 3a with norbornene takes place, a racemic mixture of two enantiomeric rings

is produced. The addition can follow in principle four different pathways (Figure 7.5)

to produce two diasteromeric pairs. The fact that only one racemic pair is experimen-

tally obtained exo selectively points to the up-exo and down-exo approaches of the

norbornene ring to the heterodiene (Figure 7.5). In this study the inverse electron-

demand hetero Diels-Alder reaction of compound 3b with norbornene is investigated

in order to explain the stereoselectivity found by Dogan et al..
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Figure 7.5. The inverse-electron demand Diels-Alder reaction of
5-benzylidene-3-phenyl-2-phenyliminothiazolidine-4-thione (3a) with norbornene

yielding endo and exo products.

7.3.1. Rotational Barriers of 1b and 2b

Compounds 1b and 2b exist as racemates of interconvertible enantiomers M and

P. Experimentally, barriers to rotation about the N3(sp2)-Caryl bond have been de-

termined by thermal racemization of the micropreparatively separated enantiomers.

The activation barrier of the compound 1b had been determined as 23.4 kcal/mol in

ethanol [137]. It is known that solvents used during the thermal racemization process

may change the barrier significantly [178, 179]. In order to be able to compare the

activation barier of 1b with that of 2b which has been determined as 27.2 kcal/mol

in toluene, the barrirer of 1b in this study has been determined also in toluene after

a micropreparative separation on the Chiralpak IA column by enantiospecific HPLC,

and found as 22.7 kcal/mol. The result is in accordance with the previous finding

that the nonpolar solvents decrease the rate of interconversion of the enantiomers of

axially chiral nonbiaryl atropisomers [178]. Thus, a benchmark study has been carried

out first in order to test the methodologies. During racemization via rotation around
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the pivot N3(sp2)-Caryl bond, 1b and 2b may in principle pass through two different

planar transition states; the methoxy group passing N or the methoxy group passing

S/O. Rotations from both sites-N and S/O have been evaluated and the results are

summarized in Table 7.1.

Table 7.1. Rotational barriers (kcal/mol) of 1b and 2b around the N3-Caryl bond.

Toluene is used as a solvent at T=333K.

exp
M06-2X/6-31+G(d)/
B3LYP/6-31+G(d)

M06-2X/
6-31+G(d)

∆Gs
‡ ∆Gs

‡

TS-rot-1b-O
22.7

25.1 24.2
TS-rot-1b-N 25.4 25.7
TS-rot-2b-S

27.2
31.5 30.7

TS-rot-2b-N 29.9 29.6

All the methodologies used reproduce qualitatively quite well the experimen-

tal trend (Table 7.1), the discussion that follows will be carried out with M06-2X/6-

31+G(d)//B3LYP/6-31+G(d) in toluene. The activation barriers for TS-rot-1b-N and

TS-rot-1b-O are very close to each other indicating that rotation at room temperature

can take place from both sides (1/1.7). TS-rot-1b-O is favored over TS-rot-1b-N due

to favorable O-CH3...O interactions in the former. Also note that in TS-rot-1b-N the

proximity of the phenyl and methoxy is not in favor of its stability. On the other hand,

due to the repulsion of the oxygen atoms, the oxazolidine ring is more distorted in

TS-rot-1b-O (θS−C−C−O:152.8◦) as compared to TS-rot-1b-N (θS−C−C−O:176.8◦) and

1b (θ
S−C−C−O : -178.9◦).

TS-rot-2b-S has a larger activation barrier difference than TS-rot-1b-O, (31.5 vs

25.1 kcal/mol), this difference stems from the replacement of O by S rendering the

rotation about the N3(sp2)-Caryl bond more hindered. The rotation of the ring via N

(TS-rot-2b-N) is favored over its rotation via S (TS-rot-2b-S). The charge analysis has

shown that in TS-rot-2b-N there is a repulsion between N and O, whereas TS-rot-2b-S

has two stabilizing interactions, one between N and H (benzene) and a weaker one
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Figure 7.6. Rotational transition state structures with NPA charges and dipole
moments (µ) for 1b and 2b in toluene (M06-2X/6-31+G(d)//B3LYP /6-31+G(d)).

between O and S, nevertheless the 5-membered ring in TS-rot-2b-S (θS−C−C−S:140.8◦)

is more distorted than the one in in TS-rot-2b-N (θS−C−C−S:170.4◦) as compared to

the one in 2b (θS−C−C−S: -179.0◦), also the solvent stabilizes further the more polar

transition structure TS-rot-2b-N.

7.3.2. Hetero Diels-Alder Reactions of 3b with Norbornene

The reactivity and exo-selectivity of norbornene in cycloadditions has been of

mechanistic interest and has led to useful chemistry involving norbornenes [159, 171].

Huisgen and co-workers have observed the high reactivity of norbornene and its deriva-



90

tives [172–175]. Houk et al. have recently investigated the transition states for 1,3-

dipolar cycloadditions to a number of norbornenes and to simple alkenes [176].

Figure 7.7. Experimental results for the adduct.

In the reaction of 3b and norbornene, the addition of norbornene to compound

3b can take place via 8 different transition structures based on the nature of the chiral

centers 2,9 and 10 (Figure 7.1- 7.2). Note that C2 and C10 must have the same chirality

so that for example the configuration S,R,S can not take place. The following combina-

tions have been considered as plausible transition structures: M,S,R,R (its enantiomer

P,R,S,S); P,S,R,R (its enantiomer M,R,S,S); P,S,S,S (its enantiomer M,R,R,R); M,S,S,S

(its enantiomer P,R,R,R). In each of the four different cases (M,S,R,R; P,S,R,R; P,S,S,S;

M,S,S,S) the orientation of norbornene can be exo (x) or endo (n).



91

Figure 7.8. Transition structures for the reaction between 3b and norbornene.
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The transition structures corresponding to the addition of norbornene to 5-

benzylidine-2-arylimino-3-aryl-thiazolidine-4-thiones (3b) via these alternatives are de-

picted in Figure 7.8, the energetics related to their formation are reported in Table 7.2,

whereas the experimental results are given in Figure 7.7. The reactions are concerted,

bond formation is synchronous, i.e. forming C-C and C-S bonds are approximately

40% of their values in the products furthermore forming bond distances do not vary

significantly (2.18 Å <C...C <2.21 Å and 2.52Å <C...S <2.63Å). The distortion of

norbornene in the transition structures has been taken into account by comparing the

structure of norbornene prior to the cycloaddition to the one in the transition struc-

tures. The change in the dihedral angles θ1, θ2 and θtwist along the reaction have been

monitored. θ1 (C2-C1-C3-C7) is indicated by the green atoms, θ2 (C4-C3-C1-C8) is

shown with the yellow line, θtwist is the dihedral of the atoms C13-C4-C3-C7 (Figure

7.9). These dihedrals in the optimized norbornene are θ1= 172.8◦, θ2= -172.8◦ and

θtwist=153.7◦.

Figure 7.9. Optimized structure for norbornene in CH2Cl2 (M06-2X/6-31+G(d)
//B3LYP/6-31+G(d))

Among these structures M/P-S,R,R-n and M/P-S,S,S-n have very high activa-

tion barriers as expected because of steric hindrance in the endo transition structures.
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Figure 7.10 shows Newman projections of TS(M,S,R,R)-x and TS(M,S,R,R)-n where

the former is in the almost staggered conformation and in the latter the forming bonds

are eclipsing with the vicinal HCCH bonds of the norbornene. The transition state

structures for the exo approach shows a staggered conformation of the partially formed

C-S and C-C bonds with respect to the C-C and C-H bonds to the bridgehead car-

bons (dihedral angles 83.8◦ and -43.9◦). For the endo approach on the other hand, the

conformation is rather eclipsed (dihedral angles 52.2◦ and -78.6◦), as has been found

before for several 1,3-dipolar cycloaddition reactions [176]. This makes the exo ap-

proach more favorable by 8.5 kcal/mol compared to the endo approach and constitutes

the major contribution to the exo selectivity issue also in the hetero Diels-Alder re-

actions. TS(M,S,R,R)-x yields highly endothermic product (∆Grxn=-15.3 kcal/mol)

and is the most favorable. Both TS(M,S,R,R)-x and TS(M,S,S,S)-x are well stabilized

by long range H3C-O. . . .H-C(norbornene) favorable interactions (3.44Å and 3.13Å re-

spectively), these are missing in the other transition structures. Note that the dihedral

angles of norbornene θ1, θ2 and θtwist are the least distorted in TS(M,S,R,R)-x and

TS(P,S,R,R)-x as compared to the naked norbornene. Furthermore these 2 transition

structures yield the most stable products. The energy profile of 3b yielding 4b via the

transition structure TS(M,S,R,R)-x is displayed in Figure 7.11.

Figure 7.10. Newman projections for the cycloadditions of norbornene to thione with
exo and endo faces (M06-2X/6-31+G(d)//B3LYP/6-31+G(d) in CH2Cl2).
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Figure 7.11. Reaction profile for the reaction 3b with norbornene resulting in 4b
(M06-2X/6-31+G(d)// B3LYP/6-31+G(d)).

In order to have a deeper insight for the transition structures, the distortion-

interaction model [180–186] has been utilized (Table 7.2). The distortion/interaction

model which is an approach to dissect the activation barriers into distortion energy

and interaction energy has been used by our group in various cases [187–189]. Unlike

the interaction energies (∆Eint
‡) (10.9-13.1 kcal/mol), activation barriers (∆E‡) and

distortion energies (∆Ed
‡) are in a large range (9.6<∆E‡<20.5 and 20.8 <∆Ed

‡<33.4

kcal/mol) which shows that the activation energy is governed mainly by the distortion

energy. The distortion of norbornene comprises ∼ 45% of the total distortion energy

in the exo transition structures while it makes up ∼ 60% of the total distortion energy

in the endo transition structures. This portion of the distortion energy is the energy

required to distort norbornene from its equilibrium structure, indicating that for the

endo transition structures norbornene is 1.5 fold more distorted than the thione moiety

while for the exo transition structures the two moieties are almost equally distorted.

Figure 6 shows a strong correlation (R2=0.98) between activation energies and reactant
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Figure 7.12. Plot of activation energies versus distortion energies of the reactions of
thione derivatives and norbornene calculated by

M06-2X/6-31+G(d)//B3LYP/6-31+G(d). Values in kcal/mol.

distortion energies. The large distortion is mostly associated with bending of C-H bonds

out of plane in norbornene. Comparison of the dihedral angle, θtwist of norbornene

(153.7◦) shows that TS(M,S,R,R)-x and TS(P,S,R,R)-x are less distorted (-176.1◦) as

compared to TS(M,S,S,S)-n and TS(P,S,S,S)-n (102◦). On the other hand TS(M,S,S,S)-

n and TS(P,S,S,S)-n have slightly higher interaction energies than TS(M,S,R,R)-x due

to the presence of strong H-bonds (2.65 Å and 2.57 Å in the former, as compared

to 3.44 Å in the latter). The Gibbs free energy activation barriers of TS(P,S,R,R)-x

and TS(M,S,R,R)-x are close to each other, the Boltzmann distribution ratio has been

found as 1:2.9 which is in harmony with the experimental results (1:2).

7.3.3. Rotational Barrier of the Hetero Diels-Alder Adduct (4b)

The reaction of 5-benzylidine-2-arylimino-3-aryl-thiazolidine-4-thione (3b) with

norbornene yields mainly 4b (M,S,R,R)-x, the latter can be converted to its diastere-

omer (P,S,R,R)-x if the rotational barrier between the two can be overcome at room

temperature. The Gibbs Free energy profile of the interconversion of 4b has shown the

rotation via S (TS-4b-rot-S) to be favored by almost 5 kcal/mol over the rotation via

N (TS-4b-rot-N) (Figure 7.13). This selectivity can be attributed to the charge distri-
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bution in the thiazolidine ring: in TS-4b-rot-S two stabilizing interactions are available

between S(0.298)—O(-0.547) and N(-0.486)—H(0.269) whereas in TS-4b-rot-N there

is a repulsive interaction between the same eclipsing centers (S(0.268)—H(0.242) and

N(-0.441)—O(-0.530)). The distortion orientation of the thiazolidine ring has been

followed by observing the S-C-C-S angle which is 158.9 in TS-4b-rot-N, 152.6 in TS-

4b-rot-S and -179.6 in 4b. Overall, the magnitude of the activation barrier of this

rotation (20.6 kcal/mol) indicates that the conversion of (M,S,R,R)-x to (P,S,R,R)-x

is feasible and thus 4b is not atropisomeric at room temperature, in harmony with

experimental findings [136].

Figure 7.13. Gibbs Free Energy profile (kcal/mol) for the interconversion of
(M,S,R,R)-x to (P,S,R,R)-x in CH2Cl2 at room temperature

(M06-2X/6-31+G(d)//B3LYP/6-31+G(d)).

7.4. Conclusion

In this work, the exo selectivity of norbornene in the inverse-electron demand

Diels-Alder reaction with atropisomeric 5-benzylidene-3-(2-methoxyphenyl)-2-((2-meth-

oxyphenyl)imino)thiazolidine-4-thione (3b) is demonstrated computationally. Further-
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more the rotational activation barriers of the thione precursors have been evaluated and

this has shown that 1b and 2b can rotate from both sides (O/N and S/N respectively).

The adduct 4b although has been found to be nonatropisomeric at room temperature,

the internal bond rotation was slow enough on the NMR time scale to make the minor

and the major diastereomers distinguishable. The inverse electron demand Diels-Alder

reaction has been investigated for each plausible type of approach of norbornene to

thione and it is found that endo products are not preferred because of the large distor-

tion of norbornene and the higher torsional strain present in these structures. Among

the exo transition states, TS(M,S,R,R)-x is the most stable one because of the least

steric hindrance and favorable intramolecular interactions. The calculated population

of TS(P,S,R,R)-x and TS(M,S,R,R)-x reflects the experimental findings (1:2). Overall,

in the hetero Diels-Alder reaction, the powerful effect of distortion of norbornene, the

steric effect of the quasi-eclipsing forming bonds in the endo transition structures have

been demonstrated successfully and the origins of the exo selectivity of norbornene have

been highlighted with the M06-2X/6-31+G(d)//B3LYP/6-31+G(d) methodology.
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8. ASSESSMENT OF THE DEGRADATION

MECHANISM AND TOXICITY OF DICLOFENAC AND

ITS BYPRODUCTS

Diclofenac (DCF) is a common non-stereoidal anti-inflammatory drug used all

over the world [190]. It is used to reduce inflammation and relieve pain diseases such

as arthritis or acute injury. The name diclofenac is derived from its chemical name,

2-(2,6-dichloroanilino)phenylacetic acid. (Figure 8.1) Because of its persistent occur-

rence in fresh water environments owing to poor degradation in sewage treatment and

its potential toxicity towards several aquatic organisms (e.g. fish and mussels), di-

clofenac is an emerging contaminant [147, 191]. DCF is found in groundwater sources

as a result of leaching through landfills (0.001-28.4 µgL−1 in surface and 0.59 µgL−1

in groundwater) [192–194]. Although the short-term human health risks at these con-

centration levels is low, long-term effects are highly anticipated based on severe health

effects in fish [195,196].

Figure 8.1. Structure of DCF (2-(2,6-dichloroanilino)phenylacetic acid)

Elimination of compounds in water by “Advanced Oxidation Processes” (AOPs)

is a promising “green technology” owing to their effectiveness in the in-situ generation

of reactive hydroxyl radicals (·OH) [197]. However, AOPs are energy intensive and

therefore rarely used in large-scale water treatment. In any case, monitoring of the

intermediate products and their relative toxicity are of utmost significance to assess

the environmental safety and the efficiency of the applied process. Amongst a wide

variety of AOPs (e.g. UV/H2O2, O3, O3/UV, UV/Fenton, UV/TiO2), ultrasonic ir-

radiation (US) has lately received particular interest not only due to the uniqueness
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of ·OH formation by thermal fragmentation of water molecules during implosion of

cavitation bubbles, but also by additional benefits such as enhancement of mass trans-

fer and chemical reaction rates, cleaning of solid surfaces and improving of catalytic

activities [198].

8.1. Introduction

Diclofenac, (2-[2’,6′-dichlorophenyl)amino] phenylacetic acid) (DCF) (Figure 8.1)

is widely used as a non-steroidal anti-inflammatory drug and pain-relieving analgesic

in humans and domestic animals. Owing to the fact that DCF exhibits low biodegrad-

ability and is readily excreted with urine, it is frequently detected in sewage treatment

plant effluents and fresh water resources with moderate levels of aquatic toxicity [199].

Hence, DCF has been classified as an ’emerging water pollutant’ due to its potential

for long-term unpredictable health effects in humans. As such, a lot of research has

been lately devoted to the degradation of the parent compound and its metabolites

in water and advanced oxidation processes (AOPs) have been demonstrated to be vi-

able solutions to the problem [200–202]. AOPs are based on the in-situ production of

hydroxyl radicals (·OH) and reactive oxygen species (ROS) in water upon irradiation

of the sample by UV light, ultrasound, electromagnetic radiation, and/or the addi-

tion of ozone or a semiconductor. The advantages of ·OH and ROS are that they are

non-selective and highly reactive with a large range of organic compounds.

Reaction mechanisms for the decomposition of DCF by ·OH-mediated oxidation

have been proposed [202–206], but need to be further explored. The results of previ-

ous studies show that the most common degradation intermediates are hydroxylated

compounds as depicted in Figure 8.2, and compounds that form upon cleavage of the

C-N bond, such as dichloroaniline, dichlorophenol, 2-indolinone. Subsequent oxidative

ring cleavage was found to lead to carboxylic acid fragments via classic degradation

pathways [204,206]. Further reaction of dichloroaniline with ·OH was found to produce

4-amino-3,5-dichlorophenol, 2,6-dichloro-p-hydroquinone and dichlorobenzene [204]. In

addition, a cyclic intermediate (1-(2,6-dichlorophenyl)-indolin-2-one) has been detected

by some researchers at highly acidic conditions [207]. The production of chloroanilines
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such as N-(2,6-dichlorophenyl-)2-aminotoluene has been reported as part of the re-

duction pathway during the degradation of chlorobenzene [208, 209]. Final products

such as oxalic acid, ammonium, nitric acid and hydrochloric acid were attributed to

the mineralization process via complete cleavage of the NH-bridge [210]. Some of the

above mentioned byproducts are displayed in Figure 8.2. More recently, it has been

demonstrated that during ·OH-mediated oxidation, the toxicity of a DCF sample fol-

lows an up and down pattern during the early stages of the reaction, but stabilizes to

a non-toxic level at extended reaction times [211].

The present work aims to propose the initial reactions of diclofenac with ·OH to

elucidate the mechanism of subsequent reactions that yield the most common degrada-

tion byproducts reported in the literature. The study also encompasses estimation of

acute toxicities of the intermediates to assess the potential risk of the parent compound

and its oxidation byproducts in the aquatic environment.

Figure 8.2. Molecular structures of some of the common degradation byproducts of

diclofenac
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8.2. Computational Methodology

8.2.1. Quantum Chemical Calculations

All computations were carried out with the Gaussian 09 program package [47].

The stationary points were located using the B3LYP/6-31+G(d) methodology [2, 5, 6,

163,164] and characterized by frequency analysis, from which thermal corrections were

obtained at 298K. Local minima and first order saddle points were identified by the

number of imaginary vibrational frequencies. Intrinsic reaction coordinate (IRC) [165,

212] calculations were performed on the transition state structures to determine the

connectivity of the transition state structure to the corresponding product and reactant.

Conformational searches for the structures corresponding to reactants, transition states

and products were carried out with the same methodology. Energies were further

refined with the MPWB1K/6-311+G(3df,2p) level of theory [213]. The effect of the

solvent environment was taken into account utilizing the Integral Equation Formalism

Polarizable Continuum Model (IEFPCM) [14, 15], where water (ε = 78.36) was used

as solvent. The stability of the radicals generated as a result of H-abstraction and

OH-addition were calculated using Equation 8.1 and Equation 8.2 [214,215] as:

H − abstraction

DCF + ·OH → H2O + Rabs·

∆Grxn = G(H2O) +G(Rabs·)−G(DCF )−G(·OH) (8.1)

OH − abstraction

DCF + ·OH → Radd·
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∆Grxn = G(Radd·) +G(DCF )−G(·OH) (8.2)

The standard radical stabilization energies (RSE) of the generated radicals were also

calculated using Equation 8.3 [216, 217], where ∆H is the enthalpy change of the

following isodesmic reaction and R· is a carbon centered radical:

R·+ CH3 −H → R−H + CH3·

∆H0
298 = ∆fH

0
298(·CH3) + ∆fH

0
298(R−H)−∆fH

0
298(CH3 −H)−∆fH

0
298(R·) (8.3)

Note that when RSE is a positive number, R· is supposed to be more stable than ·CH3

and if it is negative, it is less stable. The Gibbs free energies of the reactions were

calculated by Eq. (4)

∆Grxn = G(fragment(1)) +G(fragment(2))−G(DCF ) (8.4)

The Gibbs free energies of the fragments are utilized in order to find the most possible

fragmentation sites on DCF/DCF-.

8.2.2. Toxicity Assessment

The acute toxicity of DCF and its oxidation byproducts to green algae, daphnia

and fish were estimated in terms of EC50 and LC50 using the ECOSAR software [218].
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8.3. Results and Discussion

8.3.1. Initial Reactions of Diclofenac with ·OH

Diclofenac has two aromatic rings connected with an amine group. The previous

experimental work of some of the authors show that during degradation, the solution

pH decreases from 6.50 to 5.23 in 30 min and even lower as the degradation proceeds,

indicating the formation of acidic intermediates [211]. Because the medium is changing

from a neutral to an acidic environment, the degradation of DCF is modeled in both

its anionic and neutral forms (pKa of diclofenac is 4.1-4.5 [219]); their best conformers

are depicted in Figure 8.3. In both forms, there are strong intramolecular H-bonding

interactions between the carboxylic oxygen and the amine hydrogen. As expected,

these interactions are stronger in the anionic form (1.86 Å) than in the neutral form

(2.08 Å) as a result of the excess negative charge on the oxygens in DCF-. Both ring

systems in DCF (DCF-) are slightly twisted away from each other with a dihedral of

-161.8◦ (164.3◦) to avoid steric clashes, as seen in Figure 8.3.

Figure 8.3. Optimized structures of diclofenac in neutral (DCF) and anionic forms

(DCF-) (B3LYP/6-31+G(d) in water).

AOPs produce highly reactive hydroxyl radicals (·OH), which are the main ox-

idants in the degradation processes [220, 221]. In aqueous medium, ·OH radicals can
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either add to diclofenac or abstract a hydrogen from it to give either addition or ab-

straction intermediates, respectively. In Figures 8.4 and 8.5, the reaction sites of DCF

are labeled with numbers (1-7) and letters (a, b) in order to characterize their reac-

tivities upon H-abstraction and OH-addition reactions. ·OH can abstract a hydrogen

from the aromatic (1-6) or benzylic positions (7), leading to the formation of a radical

carbon center on the DCF molecule and the elimination of water (Figure 8.4).

Figure 8.4. H-abstraction by OH from DCF, generating radical intermediate (Rabs).

Table 8.1. Activation Gibbs free energies (∆G‡), activation enthalpies (∆H‡),

reaction Gibbs free energies (∆Grxn), reaction enthalpies (∆Hrxn) for the Rabs

intermediates calculated from Equation 8.2 and RSE values calculated from Equation

8.3 (MPWB1K/6-311+G(3df,2p) //B3LYP/6-31+G(d), kcal mol−1). Values in

parentheses have been calculated with B3LYP/6-31+G(d) in water.

DCF DCF−

∆Hrxn ∆Grxn ∆H‡ ∆G‡ RSE ∆Hrxn ∆Grxn ∆H‡ ∆G‡ RSE

Rabs1
-5.2

(-1.7)
-6.4

(-2.8)
3.1
-3.9

11.6
-12.4

-8.6
(-8.6)

-5.8
(-2.1)

-7.2
(-3.6)

2.9
-2.8

10.9
-10.9

-8.2
(-8.2)

Rabs2
-5.5

(-1.8)
-6.4

(-2.7)
3.4
-2.1

10.6
-11.9

-8.5
(-8.4)

-5.7
(-2.0)

-7.0
(-3.3)

1.9
-3.1

10.0
-11.2

-8.1
(-8.4)

Rabs3
-6.4

(-3.0)
-7.3

(-4.0)
3.7
-2.1

10.8
-12.5

-7.5
(-7.3)

-7.0
(-3.6)

-8.5
(-5.1)

1.4
-2.8

9.5
-10.9

-6.9
(-6.8)

Rabs4
-7.2

(-3.4)
-8.3

(-4.5)
1.3
-0.6

8.5
-9.2

6.7
(-6.9)

-7.6
(-3.8)

-8.7
(-4.9)

-0.2
-0.2

7.9
-8.3

-6.3
(-6.6)

Rabs5
-6.2

(-2.4)
-7.1

(-3.3)
2.0
-1.1

9.0
-10.0

7.7
(-8.0)

-6.6
(-2.8)

-7.7
(-3.9)

0.3
-1.0

8.5
-9.2

-7.3
(-7.5)

Rabs6
-7.2

(-3.5)
-8.3

(-4.6)
0.6

(-0.1)
10.2
-10.9

-6.6
(-6.8)

-7.9
(-4.2)

-9.0
(-5.3)

-3.4
(-1.4)

6.7
-8.7

-5.9
(-6.2)

Rabs7
-36.3

(-34.4)
-36.6

(-34.7)
-8.7

(-6.1)
3.7
-1.1

22.4
-24.1

-30.4
(-27.4)

-34.9
(-32.4)

-7.0
(-6.7)

2.7
-3.0

16.5
-17.0
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Relative stabilities of the free radicals formed via H-abstraction (Rabs) during

oxidation of diclofenac are summarized in Table 8.1. The most stable radical is the

one corresponding to Rabs7, which is almost 30 kcal mol−1 more stable than those

on the benzene rings. H-abstraction from the benzylic position is found to be more

favorable -both thermodynamically and kinetically- when compared to H-abstraction

from the rings, this is expected based on the stabilization generated by conjugation of

the benzylic radical in the former case. The preference of H-abstraction from benzylic

carbon over aromatic carbons is also reported by Sehested et al. [222]. Radicals on

the ring are thermodynamically less favored than Rabs7, however their generation is

still kinetically feasible in terms of their activation barriers (∆G‡ ∼ 10kcalmol−1vs

∼ 3kcalmol−1). Radicals on the second ring are more stable (RSE ∼ −8kcalmol−1)

than those on the first ring (RSE ∼ −6kcalmol−1). When the two forms of diclofenac

are compared, it is observed that DCF- is more prone to H-abstraction than DCF

with slightly lower activation barriers and higher exergonicity. In aqueous medium,

·OH can readily add to aromatic molecules producing hydroxycyclohexadienyl type

radicals [223]. Hence, ·OH could add to DCF forming Radd intermediates as shown in

Figure 8.5. As opposed to H-abstraction, there are two additional reactive sites (a and

b) for hydroxyl radical addition.

Figure 8.5. OH-addition of ·OH to DCF, generating radical intermediate (Radd).

The stabilities of the Radd intermediates (arenium radicals) as calculated by Equa-

tion 8.2 are listed in Table 8.2 for DCF and DCF−. Unlike the H-abstraction route,

the radicals formed on the first ring are more exergonic than those on the second ring,

but have slightly higher activation barriers. The addition of ·OH to positions a and b

is slightly less favorable than addition to the rings and the reaction is not likely since
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re-aromatization is not probable. However, those intermediates could lead to C-N bond

cleavage and fragmentation [224]. Furthermore, similar to the H-abstraction route, we

found that OH-addition to the anionic form of diclofenac is thermodynamically and

kinetically more favorable than the neutral one. The complete reaction profiles for

these two reactions are presented in Figures 8.6 and 8.7.

Table 8.2. Activation Gibbs free energies (∆G‡), activation enthalpies (∆H‡),

reaction Gibbs free energies (∆Grxn), reaction enthalpies (∆Hrxn) for the Radd

intermediates calculated from Equation 8.2 and RSE values calculated from Equation

8.3 (MPWB1K/6-311+G(3df,2p) //B3LYP/6-31+G(d), kcal mol−1). Values in

parentheses have been calculated with B3LYP/6-31+G(d) in water.

DCF DCF−

∆Hrxn ∆Grxn ∆H‡ ∆G‡ RSE ∆Hrxn ∆Grxn ∆H‡ ∆G‡ RSE

Radd1
-17.2

(-14.3)
-7.9

(-5.0)
-0.2

(-0.6)
9.1
-8.6

27.8
-25.8

-18.4
(-15.4)

-8.7
(-5.7)

-2.0
(-2.6)

7.2
-6.6

27.5
-25.5

Radd2
-18.3

(-15.7)
-8.4

(-5.7)
-1.8

(-2.9)
7.4
-6.2

30.4
-30.0

-20.1
(-17.)

-10.1
(-7.4)

*
*

*
*

31.8
-31.4

Radd3
-17.2

(-14.3)
-7.5

(-4.6)
-3.2

(-4.3)
6.7
-5.5

31.2
-31.2

-19.0
(-16.0)

-8.7
(-5.8)

-5.2
(-6.3)

4.3
-3.2

32.0
-32.2

Radd4
-15.1

(-12.8)
-5.6

(-3.3)
-1.0

(-2.2)
8.4
-7.2

28.5
-29.0

-17.2
(-14.9)

-7.8
(-5.5)

-2.9
(-4.4)

5.7
-4.1

30.1
-29.9

Radd5
-17.6

(-15.3)
-8.0

(-5.7)
*
*

*
*

32.7
-32.7

-19.7
(-17.4)

-9.9
(-7.7)

*
*

*
*

33.7
-33.8

Radd6
-15.8

(-13.2)
-5.7

(-3.1)
-2.0

(-2.9)
7.4
-6.5

29.5
-29.2

-18.9
(-15.7)

-8.7
(-5.5)

-2.5
(-3.6)

6.3
-5.2

30.0
-29.8

Radda
-14.7

(-11.7)
-4.6

(-1.6)
1.9
-2.4

14.2
-14.8

30.4
-30.4

-14.9
(-12.0)

-4.9
(-1.9)

-0.1
(-0.4)

9.3
-9.0

31.6
-31.7

Raddb
-14.0

(-11.0)
-3.3

(-0.3)
-0.6

(-0.3)
9.7

-10.0
29.4
-30.1

-17.1
(-14.0)

-6.6
(-3.4)

-0.7
(-0.8)

9.3
-9.2

30.9
-31.3

*Transition states could not be located.

The reactivity of DCF and DCF− show the same trends, nonetheless with lower

energy barriers and higher exergonicities for DCF-. It is known that OH-addition to

benzene ring is kinetically more favored than H-abstraction from the ring carbons [225].

Similarly, based on RSE results one can see that OH-addition radicals are more stable

than ·CH3, note also that the radicals generated by H-abstraction on the ring carbons

are less stable than the ones formed by OH-addition.
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Figure 8.6. Gibbs free energies of the reaction (∆Grxn) of ·OH with DCF− to give

H-abstraction intermediates (Rabs) on the left (red path) and OH-addition

intermediates (Radd) on the right (orange path).

Figure 8.7. Gibbs free energies of the reaction of ·OH with DCF to give H-abstraction

intermediates (Rabs) on the left (orange path) and OH-addition intermediates (Radd)

on the right (green path).
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When the whole reaction path is examined (Figure 8.6 for DCF− and Figure 8.7

for DCF), the major H-abstraction intermediate is found to be Rabs7 and this may

lead to the fragmentation of DCF/DCF−. Radd2 and Radd3 are the most easily formed

radicals among others.

8.3.2. Fragmentation of DCF/DCF−

The fragmentation of DCF/DCF− is modeled in order to understand the most

probable degradation paths and be able to predict the possible fates of the generated

radical intermediates. All fragments are optimized and their reaction energies are

calculated with Equation 8.4 (Table 8.3). The fragmentation energies are arranged in

an increasing order. Based on Hammond’s postulate ring cleavages from either side of

the nitrogen (entries 2 and 3) seem to be as easy as decarboxylation (entry 1). The

rupture of the C-Cl bond (entries 4 and 6) is almost equally difficult in both cases (Cl

(1) and Cl (2)). On the other hand, the losses of OH (entry 7) in the neutral form

and O in the anionic form are more endergonic than the others; decarboxylation is less

endergonic for DCF− (50.6 kcal mol−1) than for DCF (66.2 kcal mol−1).

Table 8.3. Reaction Gibbs free energies (∆Grxn) for the fragments of DCF/DCF−

calculated with Equation 8.4 (MPWB1K/6-311+G(3df,2p)//B3LYP /6-31+G(d),

kcal mol−1). Values in parentheses have been calculated with B3LYP/6-31+G(d) in

water.

entry fragments DCF DCF−

1 COOH−
66.2
-60.7

50.6
-45.0

2 Ring II (C-N cleavage)
71.0
-61.0

73.0
-62.9

3 Ring I (C-N cleavage)
74.5
-63.6

74.3
-63.4

4 Cl (2)
84.2
-73.8

83.3
-73.1

5 CH2COOH/CH2COO−
82.6
-74.7

85.6
-77.4

6 Cl (1)
87.9
-77.5

87.2
-77.0

7 OH/O−
97.4
-90.7

121.7
-113.4
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8.3.3. Analysis of the Degradation Byproducts

Following the generation of radicals through H-abstraction and OH-addition, sub-

sequent reactions are examined to understand the formation of the mostly encountered

degradation byproducts of DCF, namely P1-P9 (Figure 8.8). The degradation mech-

anisms that follow are based on the outcomes of section 8.3.1. Hydroxylated deriva-

tives lead to the degradation byproducts, P5 [203, 204, 226], P6 [204, 206], P7 and

P8 [203, 204, 206, 226–228], H-abstraction intermediate Rabs3 gives P4 [205, 229–233];

decarboxylated fragment of DCF results in P3 [228] by ring closure; ring cleavage frag-

mentation produces P1 [203, 204, 206, 227, 228, 234, 235], P5, P6 and P9 [204, 206]; the

rearrangement gives cyclization product P2 [204, 234]. The mechanisms and the reac-

tion energies of each of these products (P1-P9 except P2) for DCF− are examined and

displayed in Figure 8.8. The detailed reaction mechanisms and the reaction profiles

are reported in Figures 8.9-8.28.

Subsequent degradation mechanism of DCF involves ·OH almost in every step

because it is well known that high ·OH concentrations are produced under extreme

conditions in advanced oxidation processes (AOP) [236–239]. Despite the high concen-

tration of ·OH, P2 and P3 are formed presumably by rearrangement of DCF before

the attack of ·OH (Figure 8.8-I). P2 is the result of an intramolecular cyclization lead-

ing to water loss (Figure 8.9). Even though the activation barrier for P2 formation

is very high (∆G‡ = 47.0 kcal/mol), its overall formation is exergonic (∆Grxn=-12.7

kcal/mol). Moreover, this product has been experimentally observed in several studies,

mostly at the early stages of the experiments, and is proposed to form under decreasing

pH [204].

The mechanism suggested for the formation of P2 starts with cyclization and

is followed by water elimination. A cyclic tetrahedral gemdiol intermediate would

form by attack of nitrogen to the carbonyl carbon, and then the intermediate loses a

water molecule aided by the solvent, yielding the amide P2. This mechanism has been

proposed for DCF and not for DCF−, it is expected to take place at the initial stages

of the AOP process.
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Figure 8.8. Schematic representation of the generation of degradation byproducts by

(I) rearrangement and (II) in the presence of •OH using DCF- (except for P2 where

DCF has been utilized) Gibbs free energies are given in kcal/mol.

Another degradation byproduct that forms without ·OH in its subsequent degra-

dation mechanism, is P3 (Figure 8.10). The decarboxylation of DCF/DCF− is rela-

tively facile as shown in section 8.3.2. After decarboxylation, DCFdecarb is formed; the

exocyclic methylene radical attacks the chlorinated carbon, ejecting a Cl· and yielding
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Figure 8.9. Degradation mechanism and reaction profile yielding P2 starting from
DCF. Gibbs free energies are given in kcal/mol.

P3. The barrier for this reaction is feasible (∆G‡ = 16.7 kcal/mol) and the reaction

is highly exergonic (∆Grxn=-32.2 kcal/mol) due to the formation of the stable cyclic

byproduct, P3 (Figure 8.10).

Besides P2 and P3, there is another cyclic degradation byproduct P4, which is

also encountered frequently in the degradation experiments of DCF. P4 is produced

in two steps, in the first step a radical center is generated by a H-abstraction from

position 3 (on ring II), in the second step, Rabs3 attacks the chlorinated carbon to

form a 5-membered cyclic product with Cl·, similar to the formation of P3 where a

6-membered ring was formed. The barrier to form P4 from Rabs3 is 13.4 kcal/mol with

very high exergonicity (∆Grxn = -45.3 kcal/mol) (Figure 8.11).
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Figure 8.10. Degradation mechanism and reaction profile yielding P3 starting from
decarboxylated DCF. Gibbs free energies are given in kcal/mol.

P1 was found experimentally to be formed at early stages of the reaction further-

more it is the precursor of the subsequent oxidative products e.g. P5 and P6 [211].

The C-N bond cleavage in DCF is a very common fragmentation site [203,204,206]. P1

is the first byproduct that forms upon cleavage of the bond between C of ring II and N

(Figure 8.12). This cleavage is initiated with ·OH addition to position a (formation of

Radda with 9.3 kcal/mol) and disruption of the aromaticity of ring II (22.6 kcal/mol)

(Figure 8.12). After formation of Raddb, the C-N bond is broken down with a proton

transfer from O-H to N-H giving two products (∆Grxn = -36.9). This step requires

22.6 kcal/mol energy for the anionic form. The same transition state cannot be located

for neutral form of diclofenac. The final products are P1 and a radical. These first

cleavage products of P1 (Figure 8.12) give other degradation byproducts (P5 and P6)

by further reacting with ·OH. ·OH addition to P1 produces an arenium radical on the

ring and this radical captures another ·OH resulting in a diol with broken aromaticity

in the ring (Figure 8.13). In order to rearomatize, a water molecule is lost and hydrox-
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Figure 8.11. Reaction profile of the degradation product P4 starting from DCF− and
DCF in parenthesis. Gibbs free energies are given in kcal/mol.

ylated aniline is generated, which is found experimentally as one of the degradation

byproducts of diclofenac, P5 with very high exergonicity (-105.9 kcal/mol relative to

P1, Figure 8.13). Another attack of an ·OH to P5 results in substitution of OH with

NH2 to give P6. ·OH attacks to the carbon where NH2 is attached and forms easily

(4.5 kcal/mol) an arenium radical on the ring (Figure 8.14), the latter rearomatizes as

the NH2 radical leaves (11.8 kcal/mol). P6 is found to be 6.7 kcal/mol more stable

than P5 (Figure 8.14).

P7 and P8 are classified among the main degradation byproducts of DCF/DCF−.

(Figures 8.15 and 8.16 ·OH adds to the ring (∆G‡ = 7.2 kcal/mol for P7 and ∆G‡ =

5.7 kcal/mol for P8) forming arenium radical which is followed by a barrierless ·OH-

addition. The latter intermediate is expected to lose a water and yield the final product
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Figure 8.12. Degradation mechanism and reaction profile yielding P1 starting from
DCF- and DCF in parenthesis. Gibbs free energies are given in kcal/mol.

(*Transition state could not be located.)

in an exergonic path (∆Grxn = -108.4 kcal/mol for P7 and ∆Grxn = -108.5 kcal/mol

for P8). Another OH-addition to position b in P8 results in C-N bond breakage and

formation of P9 (∆Grxn = -33.6 kcal/mol). The mechanism is similar to formation of

P1 but with a lower activation barrier (∆G‡ = 6.8 kcal/mol). (Figure 8.17)

In light of the experimental progression of the pH mentioned earlier (decrease

from 6.50 to 5.23 in 30 min), in the late stages of the reaction when neutral DCF is

the prevalent form, it is likely that energy demanding processes e.g. fragmentation

and cyclization rates will increase. At the beginning of the AOP when pH is close to

neutral and DCF− is predominant, H-abstraction and OH-addition are more likely to

occur, leading to subsequent degradation reactions yielding byproducts P1, P4-P9.
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Figure 8.13. Degradation mechanism and reaction profile yielding P5 starting from
P1. Gibbs free energies are given in kcal/mol.

8.3.4. Toxicity

The acute and chronic toxicity of diclofenac and its byproducts to aquatic organ-

isms was predicted using the ECOSAR software at three trophic levels (green algae,

daphnia, and fish). The octanol–water partitioning coefficient (log Kow) was predicted

as 4.02 for diclofenac, and the value is in good agreement with the experimental find-

ing, 4.51 [240]. As such, DCF is potentially toxic to aquatic organisms based on the

literature classifying chemicals as toxic with log Kow<6.0 [241,242]. The toxicity classi-

fication based on ranges of LC50 and EC50 (Table 8.4) was used to rationalize the acute

toxicity of DCF and its byproducts (Table 8.5). The estimated value of EC50 (41.41)

is slightly higher than that found experimentally (33.26) [211]. LC50 of diclofenac for

daphnia and fish was found as 25.75 and 37.66 mg L−1, respectively. The finding is in

agreement with the European Union criteria [243] (Table 8.4), which classify diclofenac
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Figure 8.14. Degradation mechanism and reaction profile yielding P6 starting from
P5. Gibbs free energies are given in kcal/mol.

as a harmful compound for the aquatic environment at all three trophic levels.

Table 8.4. Toxicity classification according to the Globally Harmonized System

(GHS) of Classification and Labelling of Chemical

.

Toxicity range (mg/L) Class

LC50/EC50 5 1 Very toxic

1 <LC50/EC50 5 10 Toxic

10 <LC50/EC50 5 100 Harmful

LC50/EC50 >100 Not harmful
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Figure 8.15. Degradation mechanism and reaction profile yielding P7 starting from
DCF- and DCF in parenthesis. Gibbs free energies are given in kcal/mol.

Table 8.5. Toxicity values of DCF/ DCF− and its degradation byproducts P1-P9 to

aquatic organisms (mg L−1) using ECOSAR.

Green Algae

EC50

Daphnid

LC50

Fish

LC50

DCF/DCF− 41.41 25.75 37.66

P1 1.51 1.15 12.87

P2 0.54 8.87 13.42

P3 3.25 2.06 3.03

P4 101.44 80.68 125.20

P5 2.62 1.29 53.61

P6 2.92 42.53 6.17

P7 142.67 34.80 68.21

P8 142.67 34.80 68.21

P9 116.11 10608.00 736.39
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Figure 8.16. Degradation mechanism and reaction profile yielding P8 starting from
DCF− and DCF in parenthesis. Gibbs free energies are given in kcal/mol.

The aquatic toxicities upon degradation of diclofenac were tracked for three

trophic levels (Table 8.5). As ·OH mediated degradation proceeds, toxicities fluc-

tuate between harmful and toxic levels. Aquatic toxicities seem to be dependent on

the presence of chlorine: P9, the only byproduct that is classified as not harmful for all

three organisms, is free of chlorine. P4, P7 and P8, which possess an acidic group, are

also classified as not harmful for green algea. The toxicities of P1, P2, P3, P5 and P6

are higher than DCF/DCF- in regard to all three organisms. However, P5 is less toxic

to fish (LC50 = 53.61 mg/L) and P6 is less toxic to daphnid (LC50 = 42.53 mg/L).

Overall, the assessment of EC50 and LC50 shows that DCF and most of its oxidation

byproducts are harmful for aquatic organisms.
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Figure 8.17. Degradation mechanism and reaction profile yielding P9 starting from
P8 (neutral form is shown in parenthesis). Gibbs free energies are given in kcal/mol.

8.4. Conclusions

The goal of this study was to computationally investigate the ·OH mediated

degradation mechanisms of an emerging water pollutant, diclofenac (DCF/DCF−).

The degradation by OH- addition and H-abstraction occurs almost readily. The methy-

lene hydrogens are more readily abstractable than the others; this may lead to the

decarboxylation of the ring. The radical stabilization energies of the arenium radicals

are higher than those of the radicals formed by H-abstraction, indicating their longer

lifetime. The byproducts (P1-P9) have been encountered experimentally during the

degradation of (DCF/DCF−) by AOPs; this study sheds light on their formation. As

reported by Ziylan et. al. [211] who have used LC/MS/MS to characterize the inter-

mediates, P5, P6 and P9 form at a later stage from their precursors, P1 and P8. P1,
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P7 and P8 are the most readily formed byproducts as pointed out by previous AOP

studies. DCF is classified as “harmful” with ECOSAR. The EC50 values of some of the

byproducts (P4, P7, P8, and P9) are found to be higher than those of DCF/DCF-, their

presence in the environment is safer than that of the parent compound. This study is

the first to provide a detailed mechanistic account of the degradation of diclofenac in

aqueous medium.
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9. COMPUTATIONAL INVESTIGATION OF

DISPROPORTIONATIVE CONDENSATION REACTIONS

OF INDOLES WITH CYCLIC KETONES

The chemistry of indole (benzo[b]pyrrole) is one of the most important field in

the heterocyclic chemistry. The main reason for this growing interest towards indole

is being the basis of many biologically active compounds such as pharmaceuticals,

agrochemicals and alkaloids. The indole ring appears in many natural products such as

indole alkaloids [244,245], fungal metabolites [246] and marine natural products [247].

The importance of indole led to development of various bioactive compounds such

as antimicrobial, antiviral, insecticidal, analgesic, anti-inflammatory, antidepressant,

anticancer etc. [248–250].

Figure 9.1. Structure of indole.

Indole is classified as a π-excessive aromatic compound and isoelectronic with

naphthalene (Figure 9.1). The aromaticity of the molecule is the principle reason of

several synthetic methods. Indole is a very weak base; the conjugate acid has a pKa=-

2.4 [251].

Figure 9.2. Resonance structures of indole.
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Generally in electrophilic substitution reactions, indole reacts more slowly than

pyrrole and faster than benzo[b]furan. In indoles, contrarily to pyrrole, substitution of

the H-atom occurs mainly at position C3 with the contribution of resonance structure

1A (Figure 9.2). Electrophilic attack to the C3 results in a low energy iminium struc-

ture of the σ-complex, but attack on C2 gives a high energy orthoquinonoid iminium

structure (Figure 9.3). Also, various molecular orbital calculations indicate the highest

electron density and the highest concentration of the HOMO is located at C3 [252,253].

Position C3 is found to be 1013 more reactive than benzene to electrophilic attack [254].

If the position C3 already occupied with a substituent, attack usually takes place on

C2 and then on C6. pKa of N1 in indole is found to be 16.7 in water [251], showing

weakly acidic character. On the other hand, N1 is the most nucleophilic site in the

anion of the molecule and usually participates base catalyzed reactions like alkylation,

acylation etc.

Figure 9.3. Electrophilic attack to C3 and C2 positions.

9.1. Introduction

Bisindole derivatives incorporating five or six-membered heterocycles bridging

two identical indole substituents are common scaffolds in many pharmaceutically inter-

esting natural products such as nortopsentins [255,256]. The bis(indolyl)imidazole al-

kaloid nortopsentin A and its analogues demonstrate in vitro cytotoxicity against P388

cells however, nortopsentin A has been found to have antiplasmodial activity [257,258].

The indole alkaloid yuehchukene containing indole as both fused and substituent is re-

ported to possess strong anti-implantation activity in rats [259]. Recently, scalaridine

A, a symmetrical bisindole alkaloid with pyridine linker from the marine sponge, was
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isolated and evaluated, the cytotoxic activity against a human leukemia cell line, and

its short synthesis were reported [260–262]. It is well known that the bis-indole struc-

ture is a requirement for cytotoxicity [263]. However, a new type of Pt(II) complexes

of 2,6-bis(2’-indolyl)pyridine have been synthesized and demonstrated to be promis-

ing phosphorescent emitters in electroluminescent devices [264]. Bisindole (1,3-di(1H-

indol-3-yl)benzene) was synthesized within a novel class of indole analogs to optimize

anticancer actions of indole-3-carbinole derivatives (Figure 9.4) [265].

Figure 9.4. Representatives of some indole alkaloids and synthesized indoles.

It is not surprising that the design of substituted indoles has been a major focus

and a challenging fundamental target of research for generations. Among the indole

derivatives, there is no doubt that the synthesis of the 3-substituted indoles has been the

most extensively studied due to the nature of these compounds [266,267]. The reactions

of indoles with aldehydes or ketones as electrophiles has also been reported however less

than the Michael addition [268]. In the condensation reaction, a vinylogous iminium or

azafulvenium ion may serve as the electrophile to mainly three type of reactions (Figure

9.5). The reaction of indole with aldehydes or ketones using Et3SiH and H2 as reducing

agents results in the formation of C3-substituted indoles via a reductive alkylation

procedure (Figure 9.5, Path A) [269, 270]. The most characteristic reactivity for the
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azafulvenium ion is the condensation of indole with aldehydes or ketones under both

Lewis and Brønsted acidic conditions to yield bis(indolyl)methanes which represent

the structurally important class of bioactive metabolites (Figure 9.5, Path B) [271–

273]. Furthermore, the condensation between indole and carbonyl compounds to 3-

vinylindole is followed by cycloaddition to form carbazole derivatives (Figure 9.5, Path

B) [267,274–276].

Figure 9.5. Vinylogous iminium or azafulvenium type reactivity of indole.

A disproportionation (or dismutation) reaction is a redox type reaction where

a species is simultaneously both reduced and oxidized to give two different prod-

ucts. Organic disproportionation reactions often involve the transfer of electrons in

the form of a hydride ion from one substance to another and are completed with the

transfer of a proton. The Kornblum–DeLaMare rearrangement [277–279], the Meer-

wein–Ponndorf–Verley/Oppenauer reduction/oxidation [280,281], the catalytic dispro-

portionation of toluene, the Tishchenko reaction, and the Cannizzaro reaction are

the most prominent organic disproportionation reactions. Note that a study on the

C3-alkylation of indoles by primary and secondary alcohols, that takes place via a

disproportionative condensation reaction has been reported [282, 283]. Recently the

alkylation of indole and pyrrole alkylation with inactivated secondary alcohols has
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been achieved in the presence of 2-methoxyacetophenone as an initiator and TfOH as

an appropriate Brønsted acid catalyst [283]. Recently, a palladium-catalyzed direct

approach to 3-arylindoles from indoles with cyclohexanones as aryl sources in one pot

were realized via an alkylation followed by dehydrogenation sequence using molecular

oxygen as the hydrogen acceptor [284]. Nevertheless, C3-cycloalkylated indoles could

be synthesized through a sulfonyl-functionalized Brønsted acid ionic liquid. The afore-

mentioned catalyzed reductive Friedel–Crafts alkylation of indoles and cyclic ketones

proceeds by an external reducing agent in a likely radical way [285].

9.2. Computational Details

All computations were carried out with the Gaussian 09 program package [47].

The stationary points were located using the B3LYP/6-31+G(d) methodology and

characterized by a frequency analysis, from which thermal corrections were obtained

at 298.15K [2, 5, 6, 163, 164]. Local minima and first order saddle points were identi-

fied by the number of imaginary vibrational frequencies. Intrinsic reaction coordinate

(IRC) calculations were performed on the transition state structures to determine the

connectivity of the transition state structure to the corresponding product and re-

actant [165]. Conformational searches for the structures corresponding to reactants,

transition states and products were carried out with the same methodology. Energies

were further refined with the M06-2X/6-31+G(d,p) level of theory. This functional

is recommended for thermochemistry, kinetics, and noncovalent interactions [7]. The

effect of the solvent environment was taken into account utilizing the Integral Equation

Formalism Polarizable Continuum Model (IEFPCM), where cyclohexanone (ε = 18.2)

was used as solvent [14,15].

9.3. Experimental Results

Recently, Saraçoğlu and coworkers have conducted bismuth nitrate-promoted

disproportionative condensation of indoles with cyclohexanone and synthesized C3-

cyclohexyl substituted indoles and 1,3-di(1H-indol-3-yl)benzene derivatives (Figure 9.6).

Compound 26 unexpectedly gives Diels-Alder products after formation of dienophile



127

by H-shift.

In order to enlighten the plausible reaction mechanisms and explain the selectivi-

ties in the reactions in Figure 9.6 and also model Diels-Alder product formations, DFT

calculations have been done by using M06-2X/6-31+G(d,p) methodology.

Figure 9.6. Reactions carried out by Saraçoğlu group.

9.4. Results and Discussion

Bronsted acid catalyzed reactions of indoles show enhanced reactivity at C3 po-

sition. If C3 position of indole is occupied, C2 becomes prone to electrophilic attack.

The study of Saraçoğlu group showed that electrophilic substitution at C3 position

of N-methyl indole takes place under solvent free environment at 140◦C in 5 hours.

However, when 3-methyl indole is used instead of N-methyl indole, C2 substitution

product (24) cannot be observed and the reaction results with a Diels-Alder product

formation.
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Figure 9.7 shows the reaction profile for the addition of N-methylindole (8b) to

cyclohexanone (11). The reaction proceeds by the attack of the electron rich center

(C2/C3) of N-methylindole (8b) to the carbonyl carbon of cyclohexanone. The presence

of Bi3+ facilitates the reaction by surrounding the carbonyl oxygen and renders the

carbonyl carbon more prone to be attacked by the nucleophile. In this study, the effect

of the Lewis acid (Bi3+) has been mimicked by H+. Note that the reaction path which

proceeds with the attack of C3 is lower in energy than the one with C2, and indeed it is

the path via C3 that leads to the experimentally observed condensation product 12b.

It is the absence of a steric hindrance rather than the difference in the electronic charge

distributions on these centers (C2:-0.105, C3:0.000) that lead to the condensation via

C3.The rate determining step in the synthesis of 16b is the formation of the inter-

cyclic double bond. The Gibbs free energy barrier (24.2 kcal/mol) is attainable at

room temperature and the reaction is exergonic by 16.7 kcal/mol. The reaction via C3

rather than C2 can be attributed to the steric effect between the methyl group on N

and the vicinal cyclohexanone in the case of C2 (Figure 9.7).

Figure 9.7. Gibbs Free energy profile for the formation of 12b (M06-2X/6-31+G(d,p)
in cyclohexanone).
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The same type of modeling was carried out for the reaction of 3-methylindole (23)

with cyclohexanone (11) to recover compound 26 (Figure 9.8). Note that compounds

16b and 26 differ from each other in the location of the cyclohexene ring which is at

positions C3 and C2 in compounds 16b and 26 respectively. The attack of C2 and N

to the carbonyl C was monitored, the rate limiting barrier is the one for the formation

of the exocyclic double bond in both cases. Attack of C2 is preferred over the attack of

N by almost 16 kcal/mol justifying the reaction path via addition to C2 (Figure 9.8).

Figure 9.8. Gibbs Free energy profile for the formation of 26 (M06-2X/6-31+ G(d,p)
in cyclohexanone).

Suggested mechanism for the unusual architecture of the polycyclic compound 27

(Diels-Alder product) is shown in Figure 9.9 and 9.10. This transformation is suggested

to start with the direct dehydrative coupling of 23 with 11 to give 2-alkenylated indole

26 (Figure 9.9). A sequential sigmatropic hydrogen shift of the condensation product

26 yields an unusual formation of azafulvene intermediate 29. Basically, under thermal

conditions, the azafulvene 29 and 26 undergo a subsequent intermolecular Diels-Alder
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reaction to readily furnish 27 (Figure 9.10). Actually, this reaction can produce four

possible hetero-Diels-Alder products (27, 31-33) as the exo and the endo adducts.

Figure 9.9. The formation mechanism of 26 from 23 and 11. Possible H shifts.

Figure 9.10. Possible cycloadduct structures for the Diels-Alder reaction of 26 and 29.
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Figure 9.11. Gibbs Free Energy profile for [1,5] and [1,7] H-shift.

Figure 9.12. Transition state structures of Diels-Alder reaction between 26 and 29

with 1,5- and 1,6-addition. Activation free energies, activation enthalpies, reaction

energies and reaction enthalpies are given in kcal/mol.
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The formation of the Diels-Alder adducts can only be explained with the attack

of 26 to 29 (Figure 9.10). 29 can be formed from 26 via a single step ([1,7]H shift)

or stepwise ([1,5]H shift). Both paths have been modeled and transition states have

been located, a concerted single step reaction where the proton shifts directly from N

to C7 is preferred over the stepwise mechanism (Figure 9.11). In this case, the Gibbs

free energy of activation is still very high and barely reachable at room temperature

however in a sealed tube provided that a small amount of 29 forms the Diels-Alder

reaction is triggered by its formation. Also, note that even a small amount of 29 is

enough to initiate the Diels-Alder reaction displayed in Figure 9.12. The 1,6-addition

is favored over the 1,5 possibly due to steric reasons, the exo transition structure is

preferred over the endo-structure as expected.

9.5. Conclusions

In this study, the reactions of two indoles, N-methyl indole and 3-methyl indole

with cyclohexanone were investigated. N-methyl indole gives C3 substitution product

as both thermodynamically and kinetically favored over C2 position. In 3-methyl in-

dole, because C3 position is occupied, C2 substitution competes with N substitution.

However, N-substitution is not favored because of higher activation barrier and smaller

exothermicity. Another important experimental finding was Diels-Alder product for-

mation which have been modeled. Diels-Alder product formation has started with [1,7]

H-shift of substitution intermediate which behaves as diene and gives DA reaction with

intermediate-dienophile.
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10. CONCLUDING REMARKS

This dissertation focuses on the investigation of various molecules with biological

activity in terms of their synthesis, characterization, assessment of reaction mechanisms

and calculation of thermodynamic properties by the means of experimental and compu-

tational tools. These molecules can be classified into two, the ones with methacrylate

functionality and the ones with pharmaceutical potential. The first three chapters

studies the methacrylates and their derivatives because of their importance in polymer

chemistry as well as biomedical applications. On the other hand, the last three chap-

ters include theoretical studies on the synthesis or degradation mechanisms of several

molecules that show pharmaceutical activity being a drug or its precursor.

Methacrylate functionalized monomers were synthesized for their different ap-

plicabilities like, their photoinitiating abilities in light induced photopolymerization

reactions, their incorporation into hydrogels to be used in biomedical applications and

also establishment of structure-reactivity relationships for free radical polymerization

reactions.

The analyses of photochemical properties of the synthesized six novel monomeric

photoinitiators (MPI) based on commercially available ones (BP, AP, Irgacure 184 and

Irgacure 2959) that attached to methacrylates (TBBr and IEM) showed similar or

increased results than their commercial precursors. The effect of polymerizable group,

either TBBr or IEM, on photoinitiation efficiency depends on being Type I or Type II

photoinitiators. Also, in identification of the light absorption properties of the MPIs,

molecular orbital calculations (TD-DFT) gave applicable results. HOMO to LUMO

charge transfer transition with a π to π* character leads an excellent photoinitiation

character. The analyses of the photoinitiating abilities of the MPIs and comparison of

them with their precursors indicate that they appear to be promising photoinitiators.

A relationship between the free radical polymerization rates of 21 methacrylate

monomers and the chemical properties of their monomeric radicals were built by deriva-
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tion of a non-linear expression. The resulting equation showed that polymerization rate

increases as radical stability (stab) increases or nucleophilicity of the monomeric rad-

ical decreases. Construction of such a relationship is important with regard to get a

foresight and make improvements on novel methacrylate derivatives.

As a last study on methacrylates and its derivatives, hydrogel scaffolds were

prepared from synthesized novel carboxylic acid-functionalized monomers. These hy-

drogels showed average hydrophilicity and swelling ratio. In basic media, increased

swelling has been observed due to charged pendant acidic groups which causes im-

provement in mineralization of the hydrogels.

As a continuation to the molecules with biological activity, the ones with pharma-

ceutical capacity have been investigated computationally in order to have an insight

into their molecular and mechanistic properties. For these purpose the reactions of

three different molecules have been analyzed, thiazolidinones, diclofenac and indoles.

The calculations on the inverse-electron demand Diels-Alder reactions of nor-

bornenes with thiones to give thiazolidinones demonstrated that, the exo selectivity of

norbornene originates from large distortion of norbornene and higher torsional strain of

endo product in transition states. Modeling each plausible structure in the Diels-Alder

reaction helped to demonstrated the powerful effect of distortion of norbornene and

the steric effect of the quasi-eclipsing forming bonds in the endo transition structures,

successfully.

The degradation of an anti-inflammatory drug diclofenac (DCF) in aquatic envi-

ronment has been modelled in order to describe the reaction mechanisms and toxicity

progress during the reaction. It is confirmed that hydroxyl radical mediated degra-

dation starts with an OH-addition or a H-abstraction from any possible site of the

molecule. Subsequent reactions to the OH-addition and H-abstraction intermediates

have been modeled and degradation mechanisms of possible byproducts have been dis-

closed. Toxicity studies classified DCF as ‘harmful’. Its byproducts -except highly

chlorinated ones- were found to be slightly less toxic than DCF. Being the first com-
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prehensive theoretical study on the degradation of diclofenac, the results provide a

detailed mechanistic account of the degradation of diclofenac in aqueous medium.

In the last chapter, indoles have been the subject of the study because of their dis-

tinctive reactivity in organic reactions and also being the basis of the many biologically

active molecules. The reactions of N-methyl indole and 3-methyl indole with cyclohex-

anone were modeled in order to reveal the origins of the regioselectivities. N-methyl

indole gives C3 substitution as the only product; however 3-methyl indole results in

C2 substitution because of C3 site being occupied. Subsequent Diels-Alder reactions

of 3-methyl indole derivative has been modeled and verified theoretically as well.

Consequently, this dissertation has focused on the clarification of the several

concerns such as reaction mechanisms and their feasibilities, novel monomer syntheses

and their applicabilities, and also developing an expression for structure-reactivity

relationship. In order to fulfill the objectives, experimental and quantum mechanical

methods have been employed.
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11. FUTURE WORK SUGGESTIONS

The topics covered in this dissertation have a potential to be studied in order to

shed light to further issues. The synthesis of novel polymerizable photoinitiators has

a growing interest because of its advantages both environmentally and experimentally.

For this purpose, new monomeric and polymeric photoinitiators can be developed. Also

the monomeric photoinitiators that were utilized in this thesis could be polymerized

and evaluated in terms of their photoinitiating efficiencies.

Predicting the polymerization rate of a monomer before its synthesis is very

important in terms of time-saving and cost. In this regard, structure-reactivity rela-

tionship could be extended for larger groups of monomers by using different chemical

descriptors such as Mulliken atomic charges, molecular polarizability and energies of

the frontier molecular orbitals.

Optimizing the formulations of hydrogels is important for their usage in biomed-

ical applications. Hydrogels with good mechanical strength, high swelling ratio, rapid

respond to pH changes and high mineralization capability, are considered as advanta-

geous for drug delivery. In order to develop the proper hydrogels, formulations will be

improved by changing the ratio of the constituents.

Investigation and synthesis of the heterocompounds that show pharmaceutical

activity, have a growing interest. A mechanistic view to the reactions and their stereo-

and regioselectivities is important in order to have a deeper understanding to the

reaction at a molecular level. For these purposes, the synthesis and selectivities of the

reactions of thiohydantoins will be investigated theoretically.
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111. Kopeček, J., “Hydrogel Biomaterials: a Smart Future?”, Biomaterials , Vol. 28,

No. 34, pp. 5185–5192, 2007.

112. Lee, K. Y. and D. J. Mooney, “Hydrogels for Tissue Engineering”, Chemical

Reviews , Vol. 101, No. 7, pp. 1869–1880, 2001.

113. Oh, J. K., R. Drumright, D. J. Siegwart and K. Matyjaszewski, “The Develop-

ment of Microgels/Nanogels for Drug Delivery Applications”, Progress in Polymer

Science, Vol. 33, No. 4, pp. 448–477, 2008.

114. Nguyen, K. T. and J. L. West, “Photopolymerizable Hydrogels for Tissue Engi-

neering Applications”, Biomaterials , Vol. 23, No. 22, pp. 4307–4314, 2002.

115. Scranton, A. B., C. N. Bowman and R. W. Peiffer, Photopolymerization: Funda-

mentals and Applications , ACS Publications, New Orleans, 1996.

116. Fouassier, J.-P., Photoinitiation, Photopolymerization, and Photocuring: Funda-

mentals and Applications , Hanser Publishers, New York, 1995.

117. Song, J., V. Malathong and C. R. Bertozzi, “Mineralization of Synthetic Poly-

mer Scaffolds: a Bottom-Up Approach for the Development of Artificial Bone”,

Journal of the American Chemical Society , Vol. 127, No. 10, pp. 3366–3372, 2005.

118. Gong, J. P., Y. Katsuyama, T. Kurokawa and Y. Osada, “Double-Network Hy-

drogels with Extremely High Mechanical Strength”, Advanced Materials , Vol. 15,

No. 14, pp. 1155–1158, 2003.

119. Myung, D., W. Koh, J. Ko, Y. Hu, M. Carrasco, J. Noolandi, C. N. Ta and

C. W. Frank, “Biomimetic Strain Hardening in Interpenetrating Polymer Network

Hydrogels”, Polymer , Vol. 48, No. 18, pp. 5376–5387, 2007.

120. Kopeček, J. and J. Yang, “Hydrogels as Smart Biomaterials”, Polymer Interna-



152

tional , Vol. 56, No. 9, pp. 1078–1098, 2007.

121. Chen, S., M. Liu, S. Jin and Y. Chen, “Synthesis and Swelling Properties of

pH-Sensitive Hydrogels Based on Chitosan and poly-(Methacrylic Acid) Semi-

Interpenetrating Polymer Network”, Journal of Applied Polymer Science, Vol. 98,

No. 4, pp. 1720–1726, 2005.

122. Kokubo, T. and H. Takadama, “How Useful is SBF in Predicting in vivo Bone

Bioactivity?”, Biomaterials , Vol. 27, No. 15, pp. 2907–2915, 2006.

123. Phadke, A., C. Zhang, Y. Hwang, K. Vecchio and S. Varghese, “Templated Min-

eralization of Synthetic Hydrogels for Bone-Like Composite Materials: Role of

Matrix Hydrophobicity”, Biomacromolecules , Vol. 11, No. 8, pp. 2060–2068, 2010.
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260. Ansari, N. H. and B. C. Söderberg, “Short Syntheses of the Indole Alkaloids

Alocasin A, Scalaridine A, and Hyrtinadine AB”, Tetrahedron, Vol. 72, No. 29,

pp. 4214–4221, 2016.

261. Kim, S. H. and J. Sperry, “Synthesis of Scalaridine A”, Tetrahedron Letters ,

Vol. 56, No. 43, pp. 5914–5915, 2015.

262. Netz, N. and T. Opatz, “Marine Indole Alkaloids”, Marine Drugs , Vol. 13, No. 8,

pp. 4814–4914, 2015.



171

263. Lee, Y., D. Lee, H. S. Rho, V. B. Krasokhin, H. J. Shin, J. S. Lee and H. Lee,

“Cytotoxic 5[U+2010]Hydroxyindole Alkaloids from the Marine Sponge Scalar-

ispongia sp”, Journal of Heterocyclic Chemistry , Vol. 50, No. 6, pp. 1400–1404,

2013.

264. Liu, Q. D., L. Thorne, I. Kozin, D. T. Song, C. Seward, M. D’Iorio, Y. Tao and

S. N. Wang, “New Red-Orange Phosphorescent/Electroluminescent Cycloplati-

nated Complexes of 2,6-bis(2’-indolyl)pyridine”, Journal of the Chemical Society-

Dalton Transactions , , No. 16, pp. 3234–3240, 2002.

265. Chao, W.-R., D. Yean, K. Amin, C. Green and L. Jong, “Computer-Aided Ra-

tional Drug Design: a Novel Agent (SR13668) Designed to Mimic the Unique

Anticancer Mechanisms of Dietary Indole-3-Carbinol to Block Akt Signaling”,

Journal of Medicinal Chemistry , Vol. 50, No. 15, pp. 3412–3415, 2007.

266. Palmieri, A., M. Petrini and R. R. Shaikh, “Synthesis of 3-substituted Indoles via

Reactive Alkylideneindolenine Intermediates”, Organic Biomolecular Chemistry ,

Vol. 8, No. 6, pp. 1259–1270, 2010.

267. Bandini, M. and A. Eichholzer, “Catalytic Functionalization of Indoles in a New

Dimension”, Angewandte Chemie International Edition, Vol. 48, No. 51, pp.

9608–9644, 2009.

268. Saracoglu, N., “Functionalization of Indole and Pyrrole Cores via Michael-type

Additions”, Bioactive Heterocycles V , pp. 1–61, 2007.

269. Mahadevan, A., H. Sard, M. Gonzalez and J. C. McKew, “A General Method for

C3 Reductive Alkylation of Indoles”, Tetrahedron Letters , Vol. 44, No. 24, pp.

4589–4591, 2003.

270. Rizzo, J. R., C. A. Alt and T. Y. Zhang, “An Expedient Synthesis of 3-substituted

Indoles via Reductive Alkylation with Ketones”, Tetrahedron Letters , Vol. 49,

No. 48, pp. 6749–6751, 2008.



172

271. Lin, X., S. Cui and Y. Wang, “Mild and Efficient Synthesis of

bis[U+2010]Indolylmethanes Catalyzed by Tetrabutylammonium Tribromide”,

Synthetic Communications , Vol. 36, No. 21, pp. 3153–3160, 2006.

272. Praveen, P., P. Parameswaran and M. Majik, “Bis (indolyl) Methane Alkaloids:

Isolation, Bioactivity, and Syntheses”, Synthesis , Vol. 47, No. 13, pp. 1827–1837,

2015.

273. Shiri, M., M. A. Zolfigol, H. G. Kruger and Z. Tanbakouchian, “Bis-and trisin-

dolylmethanes (BIMs and TIMs)”, Chemical Reviews , Vol. 110, No. 4, pp. 2250–

2293, 2009.

274. Wu, L., H. Huang, P. Dang, Y. Liang and S. Pi, “Construction of Benzo [a]

Carbazole Derivatives via Diels–Alder Reaction of Arynes with Vinylindoles”,

RSC Advances , Vol. 5, No. 79, pp. 64354–64357, 2015.
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