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ABSTRACT

MODELING THE POTENTIAL USE OF

POLYFLUORINATED PHTHALOCYANINES AS

PHOTOSENSITIZERS IN PHOTODYNAMIC THERAPY

In recent years, phthalocyanine compounds which possess an aromatic macro-

cyclic ring, have been extensively used in photodynamic therapy as non-toxic photosen-

sitizers due to their photophysical properties and their intense absorption in the near

infrared region of the visible spectrum. However, there may be predominant factors

such as metal ion, substituent effects that enhance the efficiency of phthalocyanines

as photosensitizers and they have considerable influence on the excited state proper-

ties, electronic spectra, intersystem crossing probability. They ultimately determine

the phthalocyanine propensity to activate the singlet oxygen which is held respon-

sible for cell death. A theoretical evaluation of photophysical properties could give

preliminary hints about the singlet oxygen generation ability. In this study, Density

Functional Theory (DFT) and Time Dependent Density Functional Theory (TDDFT)

at ωB97XD/6-311G**//B3LYP/6-31G* level of theory has been used to elucidate the

optical properties of pentafluorobenzyloxy- substituted phthalocyanines as well as of

their unsubstituted analogues. To achieve the dynamic effects in absorption and emis-

sion spectra, Wigner Distribution has been used by sampling the excited state and

ground state geometries.
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ÖZET

FOTODİNAMİK TERAPİDE KULLANIM POTANSİYELİ

OLAN FLORLU FTALOSİYANİN TÜREVLERİNİN

MODELLENMESİ

Son yıllarda, aromatik makrosiklik halka içeren ftalosiyanin bileşikleri, fotofizik-

sel özellikleri ve görünür ışık görüngesinde yakın kırmızı bölgede verdiği yüksek soğurma

nedeniyle fotodinamik terapi adı verilen tedavide toksik olmayan fotoalgılayıcı ilaç

olarak yaygın bir şekilde kullanılmaktadır. Ancak, ftalosiyaninin fotoalgılayıcı ajan

olarak etkiniğini arttırabilecek metal iyonu, substituent etkisi gibi etkenler olabilir. Bu

etkenlerin büyük ölçüde uyarılmış hal özelliklerine, ve bunun sonuncunda, ftalosiyaninin

hücrelerin tahribatından sorumlu singlet oksijeninin aktivasyonuna eğilimini de etkile-

mektedirler. Fotofiziksel özelliklerin teorik incelenmesi singlet oksijen meydana getirme

becerisi hakkında ön ipucu elde edilmesini sağlayabilir. Bu çalışmada, ωB97XD/6-

311G**//B3LYP/6-31G* teorisi seviyesinde Yoğunluk Fonksiyonel Teorisi ve Zamana

Bağımlı Yoğunluk Fonksiyonel Teorisi kullanılarak, pentaflorobenziloksi- substitüe ve

onlarin sübstitüentsiz versiyonlarının optik özellikleri incelenmiştir. Dinamik etkilerin

dahil olduğu soğurma ve yayınım spektrumlarını elde edebilmek için, temel hal ve

uyarılmış hal geometrilerinden örnekler alınarak Wigner Dağılımı kullanılmıştır.
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1. INTRODUCTION

1.1. Tetrapyrrole Compounds

Macrocyclic compounds are at least 9 membered rings that have 3 atoms different

from the carbon atom. Heteroatoms within this ring can be nitrogen, oxygen or sulphur

atom. In 1967, C.J. Pedersen published a study on the crown ethers which was an

important development in the field of coordination chemistry of macrocyclic compounds

[1]. Today, there are several examples of macrocyclic compounds; some of them are

crown ethers, cryptands, calixarenes and tetrapyrrole derivatives.

The macrocyclic tetrapyrrole derivatives comprise the porphyrins and their ana-

logues which are porphyrazines, tetrabenzoporphyrins and phthalocyanines as seen in

Figure 1.1. Basically, they contain 4 pyrrole or pyrrole-like rings which are intercon-

nected through their α-carbons via aza bridges or methine bridges.

Figure 1.1. Structures of tetrapyrrole derivatives.
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Among the tetrapyrrole derivatives, the porphyrins naturally exist in biological

systems. Cytochrome is the heme-containing protein and the heme, an iron coordinated

porphyrin complex carries the oxygen to the living cells [2]. The chemical structure

of chlorophyll, vital part of green plants, is a porphyrin-like heterocycle. Since these

macrocycles exhibit unique physical, chemical and spectral properties, they extensively

play a part in nature and in several application area. Similarly, porphyrazines and

phthalocyanines are synthetic macrocycles.

The most important features of tetrapyrrole derivatives are their planar structure

and aromacity. These compounds include conjugated double bonds and along the

conjugation, all atoms have sp2 hybridization.In these compounds, the total number

of π bond electrons obey the Hückel Rule (4n+2, n=1, 2, 3..), and for this reason

tetrapyrrolic rings are highly stable compounds [3].

1.2. Phthalocyanines

A compound named as phthalocyanine firstly appeared in 1907, as an insolu-

ble side product in the organic reaction of acetic acid with phthalimide performed

by Braun and Tcherniac [4]. Similarly, after 20 years from the first appearance, De

Diesbach and von der Weid, from Fribourg University, obtained the dark blue colored

copper phthalocyanine (CuPc) in the reaction of ortho-dibromobenzene with Copper

(I) cyanide in pyridine at 200oC instead of their target molecule, uncolored dinitrile

compound. However, they were not able to explain the structure of their product at

first step, since it was extraordinarily durable to the acids, bases and heat [5]. Another

serendipitous moment happened in Scottish Dyes Ltd Company in 1928. A green-blue

colored product was produced instead of phthalimide from the reaction of phthalic

anhyride with ammonia [6, 7].On that occasion, the company charged the employees

to analyze the compound and they thought the product was formed due to iron defor-

mation of the reactor, and they deduced that the inspected molecule was highly stable

and insoluble pigment. After Imperial Chemical Industry (ICI) bought the Scottish

Dyes Ltd Company, the unidentified molecule was sent to the Prof. Jocelyn F. Trophe

from Imperial College to shed on light the chemical structure of the unknown molecule
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and he assigned this study to Reginald P. Linstead. In this way, thanks to the collab-

oration of ICI and Linstead, the structure of phthalocyanines as well the synthesis of

some metallophthalocyanine derivatives were elucidated [8–13].

Linstead used a variety of analysis methods such as elemental analysis, ebullio-

scopic method of molecular weight determination and oxidative degradation to get the

exact structure of phthalocyanine which is composed of 4 iminoisoindoline rings. As

a result of these studies, the similarity between phthalocyanines and porphyrin have

been determined. The structural difference was identified as 4 additional benzo units

and nitrogen bridges between pyrrole units. For the first time, Linstead used ”phthalo-

cyanine” term derived by using the ”naphtha”, mineral oil, and ”cyanine”, dark-blue,

words for this compound [14].

1.2.1. Structure of Phthalocyanines

The phthalocyanine ring (Pc), tetrabenzotetraazaporphyrin, has a porphyrazin

(Pz) like ring in which nitrogen atom exists between pyrrole rings as bridge atom. De-

spite the structural similarity to porphyrin, phthalocyanine is not a natural compound.

It is produced synthetically in laboratories [15].

Based on Robertson’s X-Ray studies with metal-free phthalocyanines, H2Pc struc-

ture is determined in planar structure and it belongs to the D2h point group of sym-

metry, whereas the porphyrin ring has tetragonal symmetry (D4). So the distinction

is attributed to the angles between the meso positioned nitrogen atoms. In Pc, the

bonds composing 16-membered inner ring are shorter because bond length of the ni-

trogen bridges are significantly contracted. This phenomenon leads to a coordination

sphere smaller than the one in porphyrin [16].



4

Figure 1.2. The Phthalocyanine ring: non-metallated phthalocyanine (left), metal

centered phthalocyanine (right).

Pc can be both metal free and metal centered as displayed in the Figure 1.2.

Metallophthalocyanine forms as a result of the complexation of deprotonated Pc ring

with a metal ion [17]. Phthalocyanines can be in the form of sandwich-type complexes

(double decker and triple decker) as shown in the Figure 1.3, they are favored by

octacoordination of large metal centers such as rare earths, actidinides and group 4

transition metals [18]. In addition to phthalocyanines with 4 isoindol unit, different

types of phthalocyanines can be found in the litterature as shown in the Figure 1.4.

The bor element creates subphthalocyanine (SubPc) by binding to 3 isoindol ring

[19] and uranium centered phthalocyanines have 5 isoindol groups and it is called

superphthalocyanines (SuperPc) [20]. Today, more than 63 metal and non metals

of periodic table (e.g. Cu+II, Fe+II, Ni+II, Zn+II, Co+II, Ti+IV, Fe+III...etc) including

hydrogen can be used as central ion in phthalocyanine ring [21].
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Figure 1.3. Sandwich-type phthalocyanine complexes in the form of double- (left) and

triple-deckers (right).

The central metal atom has an impact upon the chemical properties of phthalo-

cyanine molecule. MPc becomes stable when the radius of the metal ion is suitable to

the gap of ring. On the contrary, metals having the radii larger or smaller than the 1.35

Å are inconvenient to the center, so these metals set free from the phthalocyanine. [16]
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Figure 1.4. Structure of subphthalocyanine (SubPc) and superphthalocyanine

(SuperPc).

Generally, the complexation of phthalocyanine ring is ended up with square pla-

nar geometry. However, when the central metal has high coordination number, the

molecular geometry can be square pyramidal, tetrahedral or octahedral. Besides, by

using the additional ligand such as water molecule, chlorine or pyridine, high coordi-

nation numbered complexes can also be obtained as shown in Figure 1.5.

Figure 1.5. Molecular geometry of phthalocyanine molecule: square planar (left),

square pyramidal (center) and octahedral (right).

The physical, chemical and electronic properties of Pcs can be tuned by adding

diverse suitable substituents. The properties are enhanced when functional groups as
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alkyl chains, ethers, amines, thiols, halogenes and various acid groups are attached, as

compared to the unsubstituted phthlaocyanine. Adding more complicated groups such

crown ethers, dendrimers and ferrocenes makes the complex full-featured. To increase

the variety of substitutents, ether, amine, thiol and new carbon-carbon bond can be

used among the countless opportunities. There are 16 position to have a substitution

reaction as displayed in Figure 1.6.

Figure 1.6. Labeling the atoms capable of the substitution and their general names.

Additionally, as a consequence of being an extended aromatic flat molecule, ph-

thalocyanines are proned to pack with each other due to π-π stacking interactions in

solutions, and therefore they generate aggregates. The aggregation severely influences

the excited state properties, the excited state efficiency is reduced [22], so it also limits

the application area. To overcome this issue, additional structural features such as

long alkyl chains [23] are added to the α positions or the β positions are substituted

with bulky groups such as large dendritic susbtituents [24–27]. This strategy allows

the 18-π conjugated systems to be apart from each other, the tendency of aggregate

formation is thus majorly prohibited.
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1.2.2. Spectral Properties of Phthalocyanines

The chemical and electronic properties of these 16-membered rings are based

on their 18-π electron system. Generally, in the absorption spectra of Pcs, around

650-720nm the intensive Q band is observed and in addition to Q band, they show

less intense B band, also called Soret Band, around 300-400 nm [28]. The transition

between the ground and excited states, leads to the Q band formation. The other peaks

which appear in Figure 1.7 are Ligand-to-Metal Charge Transfer (LMCT) and Metal-

to-Ligand Charge Transfer (MCLT), they are due to charge transfer or interactions

between π-systems of dimer complexes [29].

Figure 1.7. Energy levels scheme of a metallophthalocyanine, showing the origin of

the various LMCT, MLCT, Q, and Soret bands.

The molecular symmetry is efficient for determining the Q band shapes (Fig-

ure 1.8). Most MPcs belong to the D4h point group [30] because the contribution of

metal ion stabilizes the delocalized dianion species, in a way that it helps achieving

the higher symmetry. [31]. Based on study of the Gouterman et al. [32–35], a1u(π) is
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the highest occupied molecular orbital (HOMO), and the LUMO (Lowest Unoccupied

Molecular Orbital) is eg(π) which is seen in the Figure 1.7. Strong transitions from a1u

and a2u to eg are attributed to Q Band and Soret band, having π-π∗ character, these

are common properties of metallophthalocyanines. Metal-free phthalocyanines have

D2h symmetry since they carry two iminic nitrogen and two nitrogen with hydrogens

attached to them [31]. The split Q band is displayed in the spectrum (Figure 1.8)

because of the polarization in the direction of x and y coordinates. [36].

Figure 1.8. The UV absorption peaks of H2Pcs and MPcs.

The Q band location and its intensity have an importance to specify the applica-

tion area of Pc derivatives. Central metal ion, aggregation, π conjugation, molecular

symmetry and substituents are the main parameters that effect the spectral proper-

ties. The aggregate arises from the high concentration levels of compound or the polar

solvents usage. It may be detected in the spectrum as a shoulder of the Q band and

it also causes the decrease of the band intensity [37]. In a similar manner, the ring

geometry which is directly related to the aggregation formation may change the Q

band intensity. In addition, tetrasubstituted phthalocyanines have tendency to form

aggregate, as compared to the octasubstituted rings. Since octasubstituted ones have

functional groups on both peripheral and non-peripheral positions, they cannot to be
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packed because of the steric hindrance.Other than that, substituents also effects the

Q band location in the spectrum. A desired bathochromic shift (red shift) is observed

if the functional group has electron donating character. However, the substituents on

the peripheral position do not contain a function that extent the π-conjugation, they

do not influence the band position [38].

In literature, there are a large number of spectral data for a great variety of

complexes due to complexation with many metal ions. The oxidation state of the

central metal does not considerably modify the band position. However, the central

metal can play a role in connecting more than 1 ring as explained in the previous chapter

(Figure 1.3), at this stage, band position may change [39]. Benihya et al. synthetized

a triple decker phthalocyanines containing bismuth metal ion, they observed notable

red shift comparing to the single phthalocyanines [40].

Phthalocyanines form aggregates in solutions as a result of being stacked on each

other due to the π-π interactions. In spectra, the existance of aggregation can be moni-

tored by hypsochromic shift. In six-coordinated MPcs, axial ligands coordinated to the

metal ion prevent the aggregation formation. On the contrary, four-coordinated com-

plexes are stacked. The addition of functional groups to peripheral and non-peripheral

positions prohibits the stacking problem. In recent years, several innovative synthetic

approaches have been published to get control the aggregation behavior of these com-

plexes [41–43].

1.2.3. Application Areas

Since Pcs have intense green-blue color they have been extensively used as dyes

and pigments in paint, printing, textile and paper industries. More recently, they have

found broad use ranging from the industrial materials such as organic semiconductors

[44], photovoltaic devices [45], gas sensors [46,47], catalysts [48,49] , solar cells [50,51]

to biomedical species used for bioimaging [52] and photodynamic therapy medicines

[53,54].
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As mentioned in the discovery of phthalocyanines, CuPc is accidentally found

as a green-blue colored product in Scottish Dyes Ltd Company in 1928 [6, 7]. Due

to having large aromatic π-conjugated system, phthalocyanines, especially CuPc and

its derivatives, are the best pigments (Phthalocyanine Blue) [55]. These are commer-

cially important dyes which display color uniformity, color stability and they reveal

monodispersity both in bulk state and in solution due to their prominent chemical

stability [56].

Phthalocyanines are capable of coordinating to several metal ions. Depending on

the properties of the metal ion, phthalocyanines can act as catalysts. Especially, Pcs

containing redox-active metals catalyze efficiently several important chemical reactions

such as carbon dioxide reduction to carbon monoxide [48] and oxygen reduction [49].

Pcs can have both acceptor and donor groups depending on their substituents.

As a result of these features, they are also good candidates for solar cells which are

devices converting sunlight to electricity. In a recent study [57], Garcia-Iglesias et al.

synthesized ZnPc containing various functional groups with the aim of the improving

the injection yield as well as the diminishing the electron transfer dynamics. The

resultant Pcs have good performance by small modification of substitutent groups.

The malignant cell growth in living being is colloquially known as cancer disease

which is a frequently encountered misery [58]. It is essential to cure cancer efficiently

because it has a potential to expand to another part of the body. In accordance with

this purpose, there have been several innovative methods, one of them being the photo-

dynamic therapy(PDT). PDT is a promising tumor treatment in which visible light is

used in conjunction with a non-toxic photosensitizer in an oxygen rich environment [59].

Pcs are effective photosensitizers in photodynamic therapy because of their intense ab-

sorption in red region of the visible light. PDT uses the photochemical interaction of

three components: light at a specific wavelength (visible or near-infrared), a photosen-

sitizer and molecular oxygen. The principles of PDT will be explained in details in

next section.
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In the field of medicine, the bioimaging has an importance to diagnose the disease.

Traditional imaging methods (such as X-ray, magnetic resonance imaging, positron

emission tomography) are not adequately sensitive and they have difficulty in specifying

the lesions [60]. On the other hand, near-infrared fluorescence imaging serves high-

resolution detection. Since dyes suffer less interference during cell imaging, they cause

seldomly photo-damaging [61, 62]. Yokoi et al. published a study on the fluorescence

imaging with the silicon phthalocyanine based fluorescence probe which successfully

monitors the ascorbic acid in mice [63].

1.3. Photodynamic Therapy (PDT)

Photodynamic therapy is a type of a chemotherapy. It is a well-established

method for the treatment of cancer, microbial infections, and skin diseases [64], in

which a non-toxic photosensitizer collaborates with the oxygen and light source to

damage the unhealthy cells. A sensitizer is introduced to the living body and it se-

lectively locates the tumor by virtue of the different physiological conditions of malig-

nants [65]. During the irradiation of the tumor with light, PS absorbs the light energy

and it reacts with the molecular oxygen. As a consequence, cytotoxic singlet oxygen

species are generated to cause death to the tumor cells (Figure 1.9). Unfortunately,

PS is ineffective on its own and a suitable light source is not satisfactory to generate

the singlet oxygen [66] because the photodynamic therapy relies on the photodynamic

effect [67]. Photodynamic effect can be described as devastation of the living struc-

tures by complex action of a photosensitizer by using visible light in an oxygen rich

environment.
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Figure 1.9. Representation of the singlet oxygen generation.

A PS or a photosensitizing agent (drug) is excited by absorbing light and it

stores energy. During its return to the ground state, it may follow several pathways

as indicated in the Figure 1.10. One of them is the production of heat which is also

known as internal conversion (IC). Another return path is the fluorescence emission

in which a light beam, having the energy difference between the excited and ground

states, is emitted. Moreover, an excited PS may relax its energy by changing the spin

of the excited electron and undergo the intersystem crossing. As a consequence, excited

triplet state is generated. Yet, based on the photophysical rules, electrons in singlet

state cannot pass to the triplet state. It is defined as spin-forbidden transition and the

spin change of the unpaired electron is closely related to the degree of the spin-orbit

coupling term (SOC) of the system [68].
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Figure 1.10. Jablonski Diagram of the mechanism of photodynamic therapy.

As well as returning to the ground state involves the prohibited triplet-singlet

transition, the excited PS has triplet lifetime (at microseconds) which is adequate to

promote oxygen. On the other hand, the multiplicity of the molecular oxygen (3O2) is

triplet. At this point, the energy transfer actively occurs from the triplet excited state

of the electron rich PS compound to the triplet ground state of the molecular oxygen,

because of the spin-allowed transition. Similarly, the excited oxygen molecule (1O2)

has a lifetime around microseconds at singlet state due to spin-forbidden transition

and this time interval is sufficient to destroy the unhealthy tissues [69–71].

An excited triplet state reacts with oxygen in 2 different ways: Type I and II

mechanisms (Table 1.1). Type I produces free radicals by a hydrogen abstraction

reaction or electron transfer from the excited sensitizer to a substrate. These radicals

interact with the oxygen and reactive oxygen species (ROS) is generated [72]. The

other mechanism, Type II, is much simpler mechanism than Type I and most of the

PS used in this treatment are credited to function through the energy transfer process

because the singlet oxygen is the main reason of the oxidative cellular damage resulting

in necrosis or apoptosis of the biological tissue [73,74]. The efficiency of the treatment

is mainly dependent on the oxygen concentration in environment, light sources and

its wavelength, and photosensitizer. During the treatment, the surrounding molecular
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oxygen concentration is continuously consumed due to turning into singlet oxygen

species.

Table 1.1. Reactions during photodynamic action [75].

Excitation 1PS + hv → 1PS* → 3PS*

Photoprocess Reactants → Products

Type I

3PS∗+1PS → 3PS−.+O2

3PS∗+D → PS−.+D+

3PS−.+O2 → 1PS+O−.2

3PS∗+O2 → 3PS+.+O−.2

2O∗2+2H+ → O2+H2O2

Type II 3PS∗+3O2 → 1PS∗+1O2

1.3.1. Photosensitizers in PDT

The π-conjugated system of the PS influences the singlet oxygen quantum yields

(Φ∆) because it is strongly dependent on the intersystem crossing rate and the energy

separation between singlet and triplet excited states [76]. Most of molecules having

UV-visible absorbance are able to generate singlet oxygen, but they meet the following

criteria to be used as appropriate photosensitizers in the treatement. They commonly

must have [65,72]:

• Intense absorption in near-IR region of the visible spectrum with high extinction

coefficient,

• Ability to generate the singlet oxygen with high quantum yield,

• Reproducibility and accesible synthetic route,

• Chemical and thermal stability,

• Solubility in the biological environment,

• Effective accumulation in malignant tissue,
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• Low aggregation tendency in solution,

• Excretion after treatement.

A literature survey indicates that several strategies have been performed to develop

novel PSs that fulfill these requirements [59, 65, 72, 76–78]. Moreover, the drug needs

to be easily carried into the body and that is the reason why photosensitizer should

be not only watersoluble for biocompatibility but also lipophilic for diffusion through

the cell membrane. [65, 79–81]. PSs are classified as generations. First generation

photosensitizers are derivatives of hematoporphyrin compound. In this class, the first

clinically approved and commercially available photosensitizers are PhotofrinR© and

PhotogemR© [65, 82, 83]. Even if they are entitled to be used in experimental clinical

researches, the first generation PSs are suffered from lack of selectivity, low absorption

in red region of visible spectrum and skin phototoxicity [65,78]. The second generation

PSs are aimed to overcome these problems. Generally, they have absorbance in long

wavelength regions with high molar absorption coefficient, rapid and selective detection

of cancer cells and easy elimination from the body [59,72]. Porphyrins, phthalocyanines

and related tetrapyrrole compounds belong to this class. Since porphyrins are present

in natural systems, thus these generation attracts a great deal of attention for biolog-

ical singlet oxygen production [72]. Phthalocyanines, which have similar skeletons as

porphyrins, participate in PDT as photosensitizer and they have outstanding features

such as having intense molar absorptivity in IR region and longer triplet lifetime and

being photostable. Phthalocyanines meet most of the factors stated above, for that

reason, these compounds are nominated as good candidates for the treatment. On the

other hand, their tendency of formation of aggregates in solutions is a serious problem

because in such cases, the efficiency of phthalocyanine as PS drug is low.

1.4. Aim of the Study

In this thesis, the main purpose is to determine the suitability of phthalocyanines

to be used as photosensitizers in photodynamic therapy by clarifying their photophys-

ical properties. Pentafluorobenzyloxy substituted phthalocyanines with three different

centers (H2, Zn and Ni) [84] and their unsubstituted versions are chosen (Figure 1.11).



17

Since the photosensitizer used in this treatment has to meet the photophysical criteria,

there may be predominant reasons such as metal effect, substitution effect which may

improve the photosensitizer’s efficiency. In accordance with this purpose, their excited

state characteristics have been studied by using Time-Dependent Density Functional

Theory.

Figure 1.11. Unsubstituted (R1) and pentafluorobenzyloxy- substituted (R2)

metallophthalocyanines and their free base analogues.
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2. METHODOLOGY

In quantum chemistry, the main task is to solve Schrödinger equation since the

wavefunction contains the information about the particle. As an example, according to

the Heisenberg Uncertainity Principle [85] the determination of the exact position and

the momentum of a particle cannot be possible at the same time. However, the prob-

ability of the positions of that particle can be calculated by squaring the wavefunction

which is found by solving the Schrödinger’s equation:

Hψ = Eψ (2.1)

in which H represents the Hamiltonian Operator, and it gives the total energy (E)

of the system as an eigenvalue and ψ corresponds the wavefunction. H operator is

composed of kinetic and potential energy terms of the nuclei and the electrons:

H = −
∑
i

~2

2me

∇2
i −

∑
k

~2

2mk

∇2
k −

∑
i

∑
k

e2Zk
rik

+
∑
i<j

e2

rij
+
∑
k<l

e2ZkZl
rkl

(2.2)

where electrons are represented as i and j, nuclei are symbolized as k and l, mk and

me are the masses of nuclei and electrons, respectively, ~ is the ”h/2π” where h is the

Plank’s constant,r, e is the electron charge, Z is atomic number and r is the distance

between the particles and ∇2 is the Laplacian operator. In the Equation 2.2, all five

components express the energy of the system. The first two terms give the kinetic

energy value of electrons and nuclei, respectively. The other terms imply the potential

energies which are resulted from Coulomb interactions of nucleus-electron, electron-

electron and nucleus-nucleus.

The Schrödinger equation is accurate for small systems such as the hydrogen atom

and the hydrogen-like ions, but it cannot give an exact solution for many-particle sys-

tems due to the associative motions of particles. Since the nuclei are much heavier than

electrons, they are appeared as stationary charged point, compared to the electrons. So
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their kinetic energy terms will be zero. Born-Oppenheimer approximation [86] proposes

to treat the electronic and nuclear motions separately, to eliminate the nucleus-electron

attraction term and to take nuclear-nuclear repulsion term constant. With respect to

this approach, Hamiltonian operator becomes:

Hel = Ekin
k + Uki + Uij (2.3)

where Uki and Uij are the potential energy of nucleus-nucleus and electron-electron

interactions, respectively. After applying this approximation to the Schrödinger equa-

tion, then it becomes:

(Hel + Vnn)ψel = Eelψel (2.4)

where Vnn is the nucleus-nucleus repulsion energy constant, and the Eel as an eigen-

value, is the electronic energy.

The refined Schrödinger equation (Equation 2.4) can be used for all other systems

by using variational principle. By multiplying both sides of the Equation 2.1 with ψ,

it becomes:

ψHψ = ψEψ (2.5)

For many electron systems, integration of both sides in a volume (dτ) yields:

ω =

∫
ψHψdτ∫
ψ2dτ

(2.6)

This theorem states that calculated energy value (ω) can only be greater than or

equal to the ground-state energy E0, (ω≥E0). It gives an approximate solutions of

Schrödinger equation. The methodologies that used in this study is mainly based

on Density functional theory which is a variational method.The theory of it will be

explained in detail, in the next section.
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2.1. Density Functional Theory

A widely used quantum chemistry approach, Density Functional Theory (DFT)

[87], was suggested in 1964 by Hohenberg and Kohn [88, 89]. Hohenberg-Kohn Exis-

tance Theorems [90] are the basis of DFT. It allows the calculation of the electronic

structure of molecules. With regard to theorem, the wavefunction can be determined if

the ground state density of the system is known. They proof an association between the

external potential (Vext(r)) and the electron density (ρ(r)) that, Vext(r) is a function

of ρ(r). The electron density is defined as seen in Equation 2.7 in which r i represents

the coordinates of the electrons.

ρ(r) : N

∫
...

∫
|Ψ(r1, r2, ...rn)|2dr1dr2...drn (2.7)

Their second theorem states that by using variational principle, the ground state

enery can be obtained because the ground state density is the density that minimizes

the total energy [90]. The ground state electronic energy as a function of the electron

density is :

E[ρ(r)] =

∫
V (r)ρ(r)dr + T [ρ(r)] + Vee[ρ(r)] (2.8)

The Equation 2.8 can be rewritten by using the theory developped by Kohn and Sham

[91]. The electronic energy equation becomes:

E[ρ(r)] =

∫
V (r)ρ(r)d(r) + Tni[ρ(r)] + J [ρ(r)] + EXC [ρ(r)] (2.9)

The terms are the coulomb energy (J[ρ]), the kinetic energy of non-interacting electrons

(Tni[ρ]) and the exchange-correlation energy functional (EXC[ρ]). The Coulomb energy

of electron-electron interactions term does not take into account the correlation between
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the motions of electrons. It can be represented as:

J [ρ(r)] = −
M∑
A=1

∫
ZA

| r −RA |
ρ(r)dr +

∫
ρ(r1)ρ(r2)

| r1 − r2 |
dr1dr2 (2.10)

where M is the total number of nuclei. The kinetic energy term describes the measure

of the freedom for non-interacting electrons, It can be expressed as follows:

Tni[ρ(r)] =
N∑
i=1

∫
ψi(r)−

∇2

2
ψi(r)dr (2.11)

in which N is the total number of electrons. The latter term of the Equation 2.9, being

the exchange-correlation energy functional, it is designated as the sum of an exchange

functional (EX[ρ]) and a correlation functional (EC[ρ]), although it correlates with the

kinetic energy term arising from the kinetic energy difference between the interacting

and non-interacting electron systems [92]. The exchange correlation energy is:

EXC [ρ(r)] =

∫
ρ(r)εXC(ρ(r))dr (2.12)

The derivative of Equation 2.12 with respect to the electron density, the following

equation is obtained:

VXC [ρ(r)] = ρ(r)
dεXC(ρ(r))

dρ(r)
+ εXC(ρ(r)) (2.13)

In Kohn-Sham density functional theory, the independent orbitals ψi, also known

as Kohn-Sham orbitals are established by solving the Kohn-Sham equations.

hKSψi = εiψi (2.14)
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in which the hKS is the hamiltonian operator of Kohn-Sham, it is defined as:

hKS = −∇
2

2
−

N∑
A=1

ZA
| r −RA |

+

∫
ρ(r1)ρ(r2)

| r1 − r2dr1dr2

VXC [ρ(r)] (2.15)

where VXC [ρ(r)] is the exchange correlation potential. It is related with the exchange-

correlation energy as seen in the Equation 2.13. If the exact form of the exchange-

correlation functional is known, the Kohn-Sham orbitals give the exact density by the

following equation:

ρ(r) =
N∑
i=1

|ψi|2 (2.16)

However, the exact form of exchange-correlation functional is not known and

functionals represent the different approximations to this exchange-correlation func-

tional.

2.2. Functionals

As DFT was developed, different approximations have been invented with the aim

of determining the exact form of the exchange-correlation functional. The first approx-

imation,Local Density Approximation (LDA), is the base of the exchange-correlation

functionals. This approach gives the energy of a uniform electron gas, it treats the elec-

tron density of a given system as equal in each site and the positive charge accompanies

to make the system neutral. The energy expression is

E[ρ] = Tni[ρ] +

∫
ρ(r)v(r)dr + J [ρ] + Exc[ρ] + Eb (2.17)

where Eb is the electrostatic energy of the positivity. Since electron density and positive

charge density are equal to each other, the Equation 2.17 can be reduced to:

E[ρ] = Tni[ρ] + Exc[ρ] (2.18)
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and the Exc term can be divided into two parts: an exchange functional and a correla-

tion functional. The Equation can be rewritten by replacing the Exc term with these

functionals:

E[ρ] = Tni[ρ] + Ex[ρ] + Ec[ρ] (2.19)

The kinetic energy functional is

Tni[ρ] = CF

∫
ρ(r)5/3dr (2.20)

with CF constant equal to 2.8712. The exchange functional can be found by using the

following equation:

Ex[ρ] = −Cx
∫
ρ(r)4/3dr (2.21)

with Cx constant equal to 0.7386. The correlation energy term, Ec[ρ], for uniformly

distributed electron gas is obtained from the parametrization of the results of a set

of quantum Monte Carlo calculations. However, LDA is not suitable to determine

the exact form of the exchange-correlation functional. The electron density cannot be

uniformly distributed since the electron densities vary in a molecule .

Generalized gradient approximaton (GGA) [93] methods consider the inhomoge-

nous nature of electron density by postulating the exchange and correlation energies

dependent not only the density, but also on its gradient. The energy expression is

EGGA
XC [n] =

∫
n(r)εXC(n(r), |∇n(r)|)dr (2.22)

An alternative approach is the hybrid density functional methods which is a combi-

nation of the GGA method with a percentage of Hartree-Fock (HF) exchange. These

functionals add the exact exchange calculated through HF functional to DFT exchange

and correlation. The most well-known one is B3LYP [88, 94] . It has the form of a
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mixture of LDA and GGA functionals as illustrated:

EB3LY P
XC = (1− a)ELSDA

X + aEHF
X + b∆EB

X + (1− c)ELSDA
C + cELY P

C (2.23)

where the empirical coefficients are determined to be 0.20, 0.72 and 0.81, respectively

[95].

Another approch is the long-range corrected (LC) hybrid density functionals em-

ploying 100% HF exchange for long-range electron-electron interactions. A long range

corrected hybrid of a density functional approximation (LCDFA) is described as:

ELCDFA
XC = ESR−DFA

X (ω) + ELR−HF
X (ω) + EDFA

C (2.24)

The long range correction improves such features as long-chain polarizability, charge-

transfer excitations, optical properties and dissociation of two-centered three electrons

bonds [96]. ωB97XD [97] is one of the (LC) hybrid density functionals, having a small

fraction around 22% for short-range exact exchange.

2.3. Basis Sets

John C. Slatter first described the orbitals within a system as a set of functions,

called basis set [98]. They are necessary to be identified in order to solve the Schrödinger

Equation. Basis functions are usually expanded as a linear combination of atomic

orbitals (LCAO) with coefficients.

Basis sets are composed of mainly 2 classes: Slater-type orbitals (STOs) and

Gaussian-type orbitals (GTOs). Even though STO is accurate to give the solution

to Schrödinger equation for hydrogen atoms, their computational cost is high. On

the other hand, GTOs are preferable over STOs because the increasing the number

of integrals brings about the increase of the computational time. GTOs developed

by S. Francis Boys [99], are widely utilized basis sets in DFT studies. They are the

approximated analogues of STOs.
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Split-valence basis sets developped by Pople et al., treat differently the core and

valence orbitals. Only one basis functional is applied to each core atomic orbitals, and

a larger basis is used for the valence atomic orbitals. 3-21G,6-21G, 6-31G*, 6-311G**

and 6-31++G** are the mostly known ones. The former number is the primitives for

inner shell orbitals, and the numbers after the hyphen denote the number of primitives

used for the valence orbitals: Two The modification of the basis sets can be possible

with the addition of two functions to get better approximation to the exact electronic

energy: polarization and diffuse functions. Polarization functions add higher angular

momentum orbital to all heavy atoms symbolized by one asteriks * or (d). In order

to include the polarization of light atoms such as hydrogen and helium, two asteriks

are used. Additionally, diffuse functions are represented as ”+”, they allow orbitals to

occupy larger spaces. One plus sign indicates diffuse functions are only added for the

heavy atoms and ”++” denotes diffuse functions are added to hydrogen atoms.

2.4. Polarizable Continuum Model

In quantum chemical calculations, solvation models provide a solvent environment

in order to obtain more realistic results for the system. They may be either taken

implicitly and/or explicitly. In explicit solvation models, the solvent molecules as a

discrete number, are explicitly added into the model. The implicit solvent models

describe a solvent continuum. They are the most efficient way to include condensed-

phase effects into the quantum chemical calculations. The implicit solvent model is also

called continuum solvation model, includes different physical effects which contribute

to overall solvation process. The total solvation free energy is expressed as

∆Gsolvation = ∆Gcavity + ∆Gdispersion + ∆Gelectrostatic + ∆Grepulsion (2.25)

In this equation, ∆Gcavity is the energy of adding solute in the system environment.

∆Gdispersion is the energy of interactions between solvent and solute, it adds the stabi-

lization to solvation free energy. The electrostatic interactions energy of solute-solvent

is ∆Gelectrostatic and ∆Grepulsion is the exchange solute-solvent interactions which are
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not included in the ∆Gcavity. All terms are calculated by use of a defined cavity through

interlocking van der Waals spheres centered at atomic positions.

Polarizable Continuum Model (PCM) developped by Tomasi et al. [100], is one

of the polarizable continuum solvation models. In PCM, a cavity is formed by a set

of spheres centered on atoms, having radii identified by the van der Waals radii of

the atoms multiplied by a constant factor, the solute is placed in this cavity. Then,

The polarization charges are embedded into small domains which are formed by the

subdivision of the cavity. PCM method assumes that the solvent has a single specific

dielectric constant and the charge distribution of the solute induces a polarization.It has

mainly 3 different approaches called Dielectric PCM (D-PCM), Conductor-like PCM

(C-PCM) and Integral Equation Formalism of PCM (IEF-PCM). The former one is

the first formulation of PCM. The second one provides a solvation act as a surrounding

medium which is modeled as a conductor, instead of a dielectriç. The latter one is an

implementation whereby the PCM equations are reformed.

2.5. Time Dependent Density Functional Theory

Time Dependent Density Functional Theory (TD-DFT) is a computational tool

that provides the calculation of electronic excited properties of systems. As the Ho-

henberg Kohn Theorem is the base of DFT, TD-DFT is based on the Runge-Gross

Theorem [101]. It is namely a time-dependent analogue of Hohenberg-Kohn Theorem.

According to their approach, the hamiltonian operator can be expressed:

Ĥ = T̂ (r) + Ŵ (r) + V̂ext(r, t) (2.26)

where the T̂ (r) represents the kinetic energy of electrons, Ŵ (r) describes the Coulomb

interaction between the electrons and the latter term, V̂ext(r, t), defines the time-

dependent potential effect on electrons. The excited state energy mainly depends

on the external potential, and for that reason, the determination of the effects of the

potential on the system is necessary in order to calculate the excited state properties.
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The Hohenberg-Kohn Theorem is applied a variational principle as shown

A =

∫ t1

t0

〈Ψ(t)|i ∂
∂t
− Ĥ|Ψ(t)〉dt (2.27)

and the wavefunction is determined up to a time-dependent constant:

Ψ(r1, ..., rN , t) = Ψ[ρ](t)e−ia(t) (2.28)

The phase factor adds a constant to the action in Equation 2.28:

A[ρ] =

∫ t1

t0

〈Ψ(t)|i ∂
∂t
− Ĥ(t)|Ψ̃[ρ](t)〉dt+ a(t1)− a(t0) = A[ρ] + const. (2.29)

And A[ρ] can be written as:

A[ρ] = B[ρ]−
∫
dr

∫ t1

t0

(r, t)ρ(r, t)dtv (2.30)

where B[ρ] represents the independent of the external potential. Assuming that an

independent system has the property described as illustrated:

ρ(r, t) =
∑
i

fi|Ψ(r, t)|2 (2.31)

The B[ρ] term can be rewritten as

B[ρ] = Σifi
∫ t1
t0
〈Ψi(t)|i ∂∂t−

1
2
∇2
i |ψi(t)〉dtv− 1

2

∫ t1
t0
dt

∫∫
dr1dr2

ρ(r1,t)ρ(r1,t)
|r1−r2| −AXC [ρ] (2.32)

In this equation, AXC[ρ] is the exchange and correlation action functional. Applying

the variational principle to Equation 2.30 with constraint results:

ρ(r, t) =
∑
i

fi|Ψi(r, t)|2 =
N∑
i

|Ψi(r, t)|2 (2.33)
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Time-dependent Kohn-Sham equation is obtained:

[−1

2
∇2 + veff (r, t)]Ψi(r, t) = i

∂

∂t
Ψi(r, t) (2.34)

veff (r, t) = vH(r, t) + vxc(r, t) + vext(r, t) (2.35)

where the unknown is the time-dependent exchange potential. In equation 2.34, all

exchange and correlation effects are collected:

vxc(r, t) =
δAxc[ρ]

δρ(r, t)
(2.36)

Time dependent density functional theory equations are exact with no approximations

made. However, to determine the unknown term, the exchange-correlation functional,

adiabatic approximation (AA) is introduced:

vxc[ρ](r, t) =
δAxc[ρ]

δρ(r, t)
≈ δExc[ρ]

δρ(r)
|ρ=ρ(r,t) (2.37)

If the electron densities change, the exchange and correlation potential change instan-

taneously.

2.6. Wigner Distribution Function

The Wigner distribution function (WDF) was first propounded by E. Wigner as

a quantum corrections to classical mechanics [102]. The Wigner quasi-probability dis-

tribution, also known as Wigner-Ville Distribution (WVD), was proposed with the aim

of the associating the wavefunction with the probability distribution in phase space.

The combined distribution of the particle coordinates and momentum are described in

terms of wavefunction, Ψ.
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The Wigner distribution W (x, p) can be generated by using either the coordinate-

space or momentum-space wavefunction. The Wigner transform by using the coordinate-

space wavefunction, can be written for one-dimensional system :

W (x, p) =
1

2π

∫ ∞
−∞

ψ∗(x+
s

2
)ψ(x− s

2
)eipsds (2.38)

where ψ denotes the wavefunction, x is the position and p is the momentum of any

conjugate pair. The ψ∗(x + s
2
) and ψ(x − s

2
) terms can be rewritten as illustrated in

following equations,

ψ∗(x+
s

2
) = 〈ψ|x+

s

2
〉 (2.39)

ψ(x− s

2
) = 〈x− s

2
|ψ〉 (2.40)

Assigning 1/2π to the third term of the Equation 2.38, eips, and momentum eigenfunc-

tion in coordinate space and its complex conjugate, the third term becomes

1

2π
eips =

1√
2π
eip(x+ s

2
) 1√

2π
e−ip(x−

s
2

) (2.41)

this equation can be rewritten as

1√
2π
eip(x+ s

2
) 1√

2π
e−ip(x−

s
2

) = 〈x+
s

2
|p〉〈p|x− s

2
〉 (2.42)

Substituting Equations 2.39, 2.40 and 2.42 into the Equation 2.38, it becomes,

W (x, p) =

∫ ∞
−∞
〈ψ|x+

s

2
〉〈x+

s

2
|p〉〈p|x− s

2
〉〈x− s

2
|ψ〉ds (2.43)

The consecutive four brackets are described respectively. The first is the amplitude of a

particle in the state ψ having the position (x− s
2
); the second one is the amplitude that

a particle having the position (x− s
2
) with momentum p; third term is the amplitude
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of a particle having the momentum p with the position (x + s
2
); the latter one is

the amplitude that a particle with position (x + s
2
) in ψ state. The integration over

s creates a superposition of all possible quantum trajectories of the state ψ, which

interfere constructively and destructively, providing a quasi-probability distribution in

phase space (Figure 2.1) [103].

Figure 2.1. Wigner function graphic W (x, p), showing momentum and position

probability distribution

In a recent study, Zobel et al. compared the excited state properties calculated

by a single ground state geometry and geometries generated by using vibrational sam-

pling technique based on WDF from ground state geometry. This comparative study

indicates that the the appearance of a shoulder on absorption band can not be ex-

plained by the single ground state geometry, however, the experimental spectra are in

good agreement with the excited state properties performed by the generated geome-

tries [104].
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2.7. φs Index

φs index is a descriptor of light-induced electronic charge density variation. It is a

very straightforward way to describe charge transport occuring upon light-absorption.

φs index is obtained by the way of density matrices analysis. Difference of density

matrix ∆ is obtained by the diffraction between the ground state matrix P0 and excited

state density matrix PX, as shown:

∆ = PX − P0 ⇒
K∑
k=1

(∆S)kk = 0 (2.44)

where ∆S term can be negligible, since the system does not gain or lost electrons.

After a unitary similarity transformation is performed on ∆, the diagonal matrix δ is

obtained:

∃U |δ = U †∆U ; (δ)ij = 0 ∀i 6= j (2.45)

Afterwards, the diagonal matrix is divided into two arrays according to their signs.

The resultant diagonal matrices are backtransformed to obtain the Detachment Γ and

Attachment Λ density matrices. [105] The detachment is the deficiency of electron den-

sity that stems from light absorption. Attachment represents the increase in electron

density at excited state. They are expressed in the space of K atomic orbitals. Because

of the fact that no electron is lost during the vertical excitation, one can see that:

K∑
µ=1

(ΓS)µµ =
K∑
µ=1

(ΛS)µµ (2.46)

Besides, related detachment/attachment densities can be described in 3D space. Spa-

tial distribution of the electronic density removed (detachment) from the ground state

and reorganized (attachment) in the excited state during transition identified by equa-

tions below, in which detached/attached charge can be expressed:

θ =

∫
R

dξ1

∫
R

dξ2

∫
R

dξ3%τ (ξ1ξ2ξ3) ≡
∫
R3

d3ξ%τ (ξ) (2.47)
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τ ≡ Γ,Λ (2.48)

And, the dimensionless φs index as the overlap between the attachment and detachment

densities can be written as:

φS = θ−1

∫
R3

d3ξ
√
%Γ(ξ)%Λ(ξ) (2.49)

The φS index, dependent on the charge-transfer character of the electronic transition,

can take values ranging from 0 to 1.In the conditions that φS index is equal to 0, there

is no overlap between detachment and attachment densities. On the contrary, if the

descriptor is equal to 1 in an extreme case, which means that no electronic density

fluctuation exist between ground and excited states (Figure 2.2).

Figure 2.2. Graphical description of φS index quantum descriptor as the overlap

between density matrices.

2.8. Spin-Orbit Interaction

The spin-orbit interaction, also called as spin-orbit coupling, is the relativistic

interaction between the spin of the particle and its motion inside a potential. Elec-

trons act as small magnets due to their spin . Additionaly, since they orbit around the

nucleus, their orbital motion leads them to be acting as a magnet. These two mag-

netic moments may interact with each other and this coupling is defined as spin-orbit

coupling (SOC).
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Each electron has two angular momenta called orbital angular momentum (
−→
l )

and spin angular momentum (−→s ) as shown in the Figure 2.3.

Figure 2.3. Orbital angular momentum vector and spin angular momentum vector.

The total momentum (
−→
j ) is found by their vectoral addition:

−→
j =

−→
l +−→s (2.50)

so the total momentum quantum number is either a full or half integrer in the range

of jmin and jmax.

jmax = l + s = l +
1

2
(2.51)

jmin = |l − s| = |l − 1

2
| (2.52)

where the total momentum cannot be equal to a negative value.

In classical mechanics, an electron moving in an orbit with angular momentum

L has mass M and charge would have a magnetic moment

µ = − e

2M
L (2.53)
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suggesting that in the quantum case;

µ̂ = − e

2M
L̂, µ̂z = − 1

2M
L̂z (2.54)

the eigenvalues of µ̂z are found as

µ̂z = − e~
2M

ml ≡ −µBml (2.55)

in which the µB is known as Bohr magneton.

The magnetic moment is also related with the intrinsic spin of the electron:

µ̂z = − gse
2M

Ŝz (2.56)

where gs is the constant that cannot be determined by using classical arguments but

it is predicted to be 2 by the relativistic quantum theory.

The interaction between these two magnetic moments of electron introduces an

extra term into the Hamiltonian of the form

ĤS−O = f(r)L̂Ŝ (2.57)

and f(r) can be defined as

f(r) =
1

2M2c2r

dV (r)

dr
(2.58)

The ĤS−O term can be rewritten by using the J2 = (L̂2 + Ŝ2) relationship and the

equation becomes

ĤS−O =
1

2
f(r)Ĵ2 − L̂2 − Ŝ2 (2.59)
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Noting that

Ĵ2 − L̂2 − Ŝ2|n, j,mj, l, s〉 = j(j + 1)− l(l + 1)− s(s+ 1)~2〈f(r)〉 (2.60)

and the expectation value of Ĥ ′ is the unperturbed basis can be expressed as

〈n, j,mj, l, s|ĤS−O|n, j,mj, l, s〉 =
1

2
j(j + 1)− l(l + 1)− s(s+ 1)|~2〈f(r)〉 (2.61)

where f(r) term is independent of the angular and spin, the f(r) value is

〈f(r)〉 =
Z3

8πε0M2c2

∫ ∞
0

1

r3
|Rnl(r)|2r2dr (2.62)

where Z is the effective atomic number. As a consequence of SOC, an electron in each

orbital is no longer an electron with a well defined spin, radiative and non radiative

transitions become weakly allowed since states are no longer pure spin-state. SOC is

prominent for heavy elements.
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3. RESULTS

3.1. Computational Procedure

All ground state geometries of the selected compounds have been generated by

means of Density Functional Theory (DFT) by using the hybrid functional B3LYP

[88, 106]. A full conformational search has been carried out for all the molecules.

The metal free molecules have been treated with the 6-311G** basis set, and the 6-

31G* basis set has been chosen for the other complexes. The time-dependent density

functional theory (TD-DFT) has been used to model the excited states by employing

the ωB97XD [97]/ 6-311G** level of theory. The accuracy of the selected functional and

basis sets has been confirmed by the compatibility of the calculated absorption bands

with the experimental ones. All DFT and TDDFT calculations were performed via

Gaussian 09 software (E.01 version) [107] . The integral equation formalism polarizable

continuum model [108] (IEF-PCM) has been utilized implicitly to take into account

the solvent effect.

Based on the Franck-Condon principle, the vertical transitions from S0 and S1

geometries are calculated to generate the absorption and emission spectra, respec-

tively. Furthermore, the dynamic and vibrational effects included in absorption and

emission spectra have been reproduced to obtain real-like results considering vertical

excitations between the ground state geometry (S0) and the first excited state (S1).

The ωB97XD/ 6-311G** level of theory has been used to model absorption spectra,

and the fluorescence spectra has been simulated by optimizing the S1 geometry at

the ωB97XD/ 6-31G* level of theory. Dynamic resolved spectra have been involved

by establishing 20 initial conditions around S0 and S1 geometries from the Wigner

distribution [109,110] as implemented in Newton-X software package [111].

Natural Transition Orbital Analysis has been carried out with the aim of making

evident the excited state topologies and evaluating the charge transfer character of the

electronic transitions by using ωB97xD/6-311G** level of theory. By analyzing the
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occupied and virtual transition orbitals, the Φs index value [105, 112, 113] has been

calculated by use of the NANCYEX2.0 software bundle.

Finally, in order to properly analyze the intersystem crossing probability as well as

the efficiency of activating the molecular oxygen, the energy levels have been elucidated

to determine the relative triplet state positions, singlet-triplet energetic gaps and spin-

orbit coupling via Amsterdam Density Functional (ADF) package [114, 115]. ADF

calculations have been used to the geometries generated by sampling the S0 and S1

geometries via Wigner Distribution, using the B3LYP functional with a slater type [116]

TZP basis set for metal atom and DZP basis set for all others .

3.2. Ground State Geometries

The arrangement of organometallic complexes in three-dimensions are modelled

by using DFT method with B3LYP functional, 6-31G* and 6-311G** basis sets for

MPcs and H2Pcs, respectively. There are several computational studies based on

tetrapyrrole derivatives, where B3LYP functional has been used to optimize the struc-

tures [117–119]. These studies highlighted that B3LYP functional has been proved

convenient for large molecule calculations.

First of all, the metal-free Pcs are optimized and then the other geometries are

obtained by adding zinc metal and nickel metal to the centers of the H2Pc geometries as

displayed in Table 3.1. The spin multiplicity value of NiPcs is taken as 1. The molecular

structures are primarily optimized in vacuum phase, and the resultant geometry is

recalculated in water phase by using the PCM solvent model.

Concerning their molecular shapes, the non-substituted phthalocyanines (R1-Pcs)

conserve their planar structure. These results are in good agreement with the X-Ray

studies of non-substituted phthalocyanines [120]. Likewise, symmetrical pentafluo-

robenzyloxy substituted Pcs are obtained by the introduction of electron withdrawing

groups, in these cases, the ring distortion is not observed and the ring core keeps its

planar shape. The fluorinated benzyl groups are orthogonal to the phthalocyanine ring.
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Table 3.1. Molecular structures of non-substituted (R1) and pentafluorobenzyloxy

substituted (R2) phthalocyanines (B3LYP/6-31G*).

R1 substituted Pcs R2 substituted Pcs

R1-H2Pc R2-H2Pc

R1-ZnPc R2-ZnPc

R1-NiPc R2-NiPc

Metal-free structures belong to D2h symmetry point group with the planar ph-

thalocyanine ring, and MPcs have the D4h symmetry. These results are consistent with
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Robertson’s X-Ray studies [16]. Furthermore, the central atom effect on the morphol-

ogy can be seen in Table 3.2 which reports the distance between two nitrogens located

on two neighbor isoindole rings. If this distance in R1-H2Pc case is attributed to the

base, the inner core of R1-NiPc is quite smaller, on the other hand, the one in R1-ZnPc

is proportionally larger. This distinction can be explained by the size of metal atom

located in the cavity, the Zn atom (r=197 pm) has larger atomic radius than Ni atom

(r=125pm). Due to the fact that nuclear charge of Ni atom is almost the same as its

screening effect, whereas, the nuclear charge of Zn atom is lower than the screening

effects, and it causes the atomic radius to increase.

Table 3.2. The distance between two neigbour iminic nitrogen (Å) for ground state

structures.

Molecules N-N distance in Å

R1-H2Pc 2.812

R1-ZnPc 2.815

R1-NiPc 2.696

R2-H2Pc 2.807

R2-ZnPc 2.814

R2-NiPc 2.691

3.3. Electronic Spectra

After having geometries with their minimum energies, electronic spectra are sim-

ulated by TD-DFT method and the ωB97XD functional is employed. Since the R2-Pcs

have experimental data only in chloroform, the absorption spectra are primarily ob-

tained in chloroform solvent in order to test the chosen methodology, comparing the

calculated data with the experimental ones [121]. However, the split Q band of R1-

H2Pc which is its specific feature, is not observed in the absorption spectrum. To

overcome this issue, by using Wigner distribution function (WDF), the ground state

geometries are sampled and 100 initial conditions have been generated. The calculated

Q band wavelengths of R2 substituted phthalocyanines by using 20 snapshots of the
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initial geometries in chloroform together with the experimental data are reported in

Table 3.3.

Table 3.3. Q-Band wavelengths λnm (in parenthesis in eV) in chloroform by using

ωB97XD/6-311G**//B3LYP/6-31G* of R2-Pcs by using the ground state geometries

sampling based on the WDF band their experimental UV/vis data in chloroform.

Molecules Calculated Experimental

R2-H2Pc
666nm

(1.86eV)

730nm

(1.69eV)

663nm

(1.87eV)

699nm

(1.77eV)

R2-ZnPc
656nm

(1.89eV)

678nm

(1.82eV)

R2-NiPc
636nm

(1.94eV)

670nm

(1.85eV)

The experimental electronic spectrum of R2-H2Pc shows two distinct absorption

peaks at 663nm (1.87eV) and 699 nm (1.77eV) with π−π* character. Theoretically, the

split Q band shape is present at 666 nm (1.86eV) and 730 nm (1.69eV). The Q band of

R2-ZnPc is present at 678 nm (1.82eV) experimentally and the calculated absorption

band is located at 656 nm (1.89eV). Moreover, in the case of R2-NiPc, Q-Band is

located at 670 nm (1.85eV) and its theoretical Q-Band is present at 636nm (1.94eV).

For all 3 cases, the energies are in agreement with the experimental absorbance energies

and the differences between the Q-Band wavelength data in chloroform is not larger

than 0.09eV. Consequently, the protocol is proven to be capable of reproducing the

experimental spectra.

3.3.1. Absorption Properties in the Q-Band Region

In photodynamic therapy, the photosensitizer (PS) is injected into the body.

Since the drug is excited in body-fluid, the water-based environment may affect the

vertical transition energy of PS. Because of the fact that, the excited state calculations

are handled mainly in water phase to mimic the human body environment [122].
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Table 3.4. Calculated static and dynamic effect included in absorption wavelengths in

nm (in eV in parenthesis), (ωB97XD/6-311G** in water).

Molecules Static (λnm)
Dynamic Effects

Included (λnm)

R1-H2Pc
543 (2.28)

600 (2.06)

648 (1.91)

705 (1.75)

R1-ZnPc 652 (1.90) 663 (1.87)

R1-NiPc 641 (1.93) 652 (1.90)

R2-H2Pc 666nm (1.86)
657 (1.88)

733 (1.69)

R2-ZnPc 643 (1.92) 657 (1.88)

R2-NiPc 644 (1.92) 661 (1.87)

Static absorption spectra calculations are compared with the dynamic effect in-

cluded spectra in Table 3.4. As observed in Table 3.4, the vibrational absorbances are

red shifted In the case of R2-H2Pc, static calculations predict only one broad Q band

at 666nm (1.86 eV), however, two distinct Q bands are present at 657nm (1.88) and

733nm (1.69 eV) in the calculations using the Wigner sampled geometries. In order

to make a good prediction, vertical transitions are calculated by using the Wigner

procedure as shown in Figure 3.1.
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Figure 3.1. Calculated superimposed absorption spectra with dynamic effects of

R1Pcs and R2Pcs (ωB97XD/6-311G** in water).

In Figure 3.1, for each case, two bands are clearly observed, B band and Q band

and all phthalocyanines show intense Q bands ranging from 650nm to 733nm, the

latter are included in the therapeutic window (650-1350nm) [123,124]. Among the R1-

substituted phthalocyanines, there is no sharp difference between their wavelengths.

R1-H2Pc shows a split Q band at 648 nm (1.91 eV) and 705nm (1.75 eV), R1-ZnPc

has intense Q band at 663nm (1.87eV) and R1-NiPc exhibits Q band absorbance at

652nm (1.90 eV), the latter has a hypsochromic shift, in comparison to R1-ZnPc and

R1-H2Pc.

Concerning the band intensity, R1-ZnPc and R1-H2Pc intensities are almost iden-

tical. However, a sharp difference is observed in the case of R1-NiPc: which has an

intensity around 9 units. On the other hand, Q bands of R2-Pcs are slightly red shifted

as compared to R1-Pcs. The only exception is R2-ZnPc having blue shift, the band is

observed at 650nm (1.88 eV). R2-H2Pc show two distinct Q bands at 657 nm (1.88 eV)

and 733nm (1.69 eV) and R2-NiPc’s Q band is found at 661nm (1.87 eV). Concern-

ing their band shapes, the most intense band belongs to R2-NiPc 13 units, however,

except for R2-H2Pc shows less intense band compared to the R1-H2Pc. Overall, the

pentafluorobenzyloxy- subsituent effect on absorption wavelength may be ignored, but
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its influence on band intensity may not be underestimated.

In addition, the absorption properties depend on the solvent. For this reason,

absorbance wavelengths in vacuum phase and in water are reported in Table 3.5 to

shed light on environmental effect. Vacuum phase can be considered as a non-polar

solvent in calculations due to not having any dipole moment. Since water is the most

polar solvent, these calculations provide the effects of solvents at extrema points on

the absorption features. Generally, phthalocyanine molecules exhibit longer wavelength

absorption in polar solvent comparing to the non-polar environment. Exceptional cases

are Zn coordinated phthalocyanines, their Q bands are blue shifted in water phase.

Table 3.5. Calculated absorption wavelengths in nm (in eV in paranthesis), at

(ωB97XD/6-311G** in vacuum and in water).

Molecules Vacuum Phase (λnm) Water Phase (λnm)

R1-H2Pc
618 (2.00)

691 (1.79)

648 (1.91)

705 (1.75)

R1-ZnPc 664 (1.86) 663 (1.87)

R1-NiPc 638 (1.94) 652 (1.90)

R2-H2Pc
623 (1.99)

662 (1.87)

657 (1.88)

733 (1.69)

R2-ZnPc 674 (1.83) 657 (1.88)

R2-NiPc 634 (1.95) 661 (1.87)

3.3.2. Fluorescence Properties

In order to access the fluorescence properties, the excited singlet geometries are

optimized in water by using ωB97XD with 6-31G* basis set. An excited photosensitizer

molecule may return to its S0-state via fluorescence emitting pathway [125]. However,

the desirable route of PDT is a radiationless process, the transition to the triplet excited

state is a prerequisite to damage cells. The strong fluorescence peak represents that

the excited molecule tends to return its ground state position instead of undergoing
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the intersystem crossing.

In addition to photodynamic therapy, a photosensitizer having strong fluores-

cence emission in near-infrared (NIR) region (650-900 nm), can be used in fluorescence

imaging cancer as a diagnosis agent [126–128]. It is well known that dyes that emit in

the NIR are more favorable for biological imaging thanks to their ability of minimizing

the environmentally-induced light scattering. Not to mention to fact that, PS accu-

mulating the cancerous cells provides the well-suited detection of tumors and help to

distinguish them from healthy tissues by emitting the light.

Figure 3.2. Calculated superimposed emission spectra via Wigner procedure

(ωB97XD/6-31G* in water).

In Figure 3.2, the calculated fluorescence emissions by sampling S1 geometries

based on the WDF, are superimposed. R2 and R1Pcs exhibit fluorescence emission

at around 700nm which is covered in Near-Infrared region (NIR). Since the intensity

gives an idea about the decay of excited molecules to the ground state, less intense

peak may be a clue of the intersystem crossing process. R2-H2Pc shows the weakest

fluorescence with 6.2 units intensity at around 713nm (1.73 eV) and R1-ZnPc displays

the strongest emission with 26 units fluorescence intensity at 700nm (1.77eV).
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Table 3.6. Calculated excitation and emission spectral data and Stokes shifts

(ωB97XD/6-31G* in water).

Molecules
S0 → S1

λexc (nm)

S1 → S0

λems (nm)

Stokes Shifts

∆S ( x105 cm−1)

R1-H2Pc 599 790 52.35

R1-ZnPc 653 780 78.74

R1-NiPc 654 740 11.62

R2-H2Pc 670 792 81.96

R2-ZnPc 629 764 74.07

R2-NiPc 642 650 1.25

On the other hand, as stated before, PS are also useful as NIR diagnosis agent.

A fluorophore having large Stokes shift (∆S) is much easier to use as a visualization

agent then a fluorophore having a small ∆S. The calculated Stokes shifts by using

static approach, are reported in Table 3.6. R1-H2Pc, R1-ZnPc, R2-H2Pc and R2-ZnPc

have ∆S values respectively, 52.35x105 cm−1, 78.74x105 cm−1, 81.96x105 cm−1 and

74.07x105 cm−1. The one with high ∆S value with high emission intensity is a good

candidate for NIR diagnosis agent.

3.4. Natural Transition Orbitals

The excited state nature of molecules, the vertical transitions S0→S1, S0→S2,

S0→S3 and S0→S4 are studied by means of Natural Transition Orbitals (NTO). The

occupied natural transition orbitals (oNTO), virtual natural transition orbitals (vNTO)

and corresponding quantum descriptor φs and oscillator strengths (f) are reported

in Table 3.7 to Table 3.12. The calculations are performed at ωB97XD/6-311G**//

B3LYP/6-31G* level of theory, by taking into account the water solvent implicitly.
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Table 3.7. Occupied and virtual NTO’s and corresponding φs values of R1-H2Pc.

Transitions oNTO vNTO

S0→S1

φs = 0.8683

f= 0.6107

S0→S2

φs = 0.7413

f= 0.5847

S0→S3

φs = 0.7094

f= 0.1628

S0→S4

φs = 0.7107

f= 0.0321
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Table 3.8. Occupied and virtual NTO’s and corresponding φs values of R1-ZnPc.

Transitions oNTO vNTO

S0→S1

φs = 0.9087

f= 0.6357

S0→S2

φs = 0.9087

f= 0.6356

S0→S3

φs = 0.0571

f= 0.000

S0→S4

φs = 0.0570

f= 0.000
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Table 3.9. Occupied and virtual NTO’s and corresponding φs values of R1-NiPc.

Transitions oNTO vNTO

S0→S1

φs = 0.7235

f= 0.000

S0→S2

φs = 0.8694

f= 0.6080

S0→S3

φs = 0.8694

f= 0.6080

S0→S4

φs = 0.0870

f= 0.000
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Table 3.10. Occupied and virtual NTO’s and corresponding φs values of R2-H2Pc.

Transitions oNTO vNTO

S0→S1

φs = 0.8791

f= 0.6753

S0→S2

φs = 0.8873

f= 0.7303

S0→S3

φs = 0.6218

f= 0.1330

S0→S4

φs = 0.5475

f= 0.000



50

Table 3.11. Occupied and virtual NTO’s and corresponding φs values of R2-ZnPc.

Transitions oNTO vNTO

S0→S1

φs = 0.8899

f= 0.7214

S0→S2

φs = 0.8900

f= 0.7214

S0→S3

φs = 0.0534

f= 0.000

S0→S4

φs = 0.0533

f= 0.000
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Table 3.12. Occupied and virtual NTO’s and corresponding φs values of R2-NiPc.

Transitions oNTO vNTO

S0→S1

φs = 0.8509

f= 0.6834

S0→S2

φs = 0.8509

f= 0.6834

S0→S3

φs = 0.0976

f= 0.000

S0→S4

φs = 0.0915

f= 0.000
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In NTO analysis, the deficiency in electronic density caused by absorption is

represented as detachment matrix, and the other matrix, called attachment, represents

the increase in electron density in the excite state. A transition between energy levels

can be identified qualitatively by using these two matrices. Moreover, the φs index

which describes quantitatively the photoinduced electronic charge density variation

and it is obtained from the overlap value of the matrices. A detailed mathematical

explanation of Detachment/Attachment matrices can be found in Natural Transition

Orbitals section under the Methodology chapter. As a reminder the charge transfer

character corresponds to a φs index close to 0. Furthermore, f stands for oscillator

strengths which is a description of the population of excited molecules.

The first vertical transition (S0→S1) of almost all molecules have π-π* transition

character as previously shown in absorption spectra, these transitions are mostly lo-

cated on the phthalocyanine ring. Some transitions have φs value closer to the zero in

metal coordinated systems, but unfortunately, these transitions do not show oscillator

strength. So these states are not populated, then they may be ignored. In R2 sub-

stituted phthalocyanines, the additional pentafluorobenzyloxy group participation is

insignificant. Because of the fact that, the electron density is mainly distributed over

the phthalocyanine core ring, not on the fluorinated benzyloxy part.

3.5. Energy Levels

As studied in previous sections, the molecules are efficiently promoted to the

excited state. Two different starting geometries, ground state and excited state, are

used to describe the energy levels of each molecule. The energy levels of ground state

and excited state are shown in Figure 3.3 and Figure 3.4, and their corresponding

energies are listed in Table 3.13 and Table 3.14, respectively. Note that these energy

levels are calculated by using 20 randomly generated geometries via Wigner distribution

around ground state (S0) and excited state (S1) structures and the energy levels are

determined by the mean values together with the standard deviations. The difference

between the data collected in Table 3.13 and Table 3.14 is generally around 0.07eV. In

some cases the dissimilarity is found to be larger, but not above 0.21eV.



53

Figure 3.3. Schematic illustration of energy diagrams by using S0 geometry

(B3LYP/DZP in water).

Table 3.13. Singlet and Triplet State Energies (in eV) around ground state geometry

(S0) (B3LYP/DZP in water).

R1Pcs R2Pcs

H2Pc ZnPc NiPc H2Pc ZnPc NiPc

T8 2.471±0.08 2.392±0.08

T7 2.406±0.09 2.325±0.07

T6 2.321±0.10 2.240±0.07

T5 2.765 ± 0.12 2.853 ± 0.05 1.452±0.06 2.592±0.09 2.609±0.09 1.449±0.06

T4 2.630±0.14 2.805±0.06 1.320±0.08 2.468±0.08 2.538±0.10 1.322±0.08

T3 2.468±0.18 2.706±0.08 1.260±0.08 2.371±0.10 2.382±0.11 1.246±0.09

T2 1.368±0.07 1.376±0.08 1.139±0.07 1.345±0.10 1.368±0.05 0.970±0.16

T1 1.100±0.09 1.126±0.08 0.965±0.12 1.066±0.09 1.166±0.06 0.960±0.14

S4 3.649±0.16 3.175±0.15

S3 3.571±0.14 3.113±0.64 2.975±0.14 2.898±0.31

S2 2.281±0.04 2.299±0.02 2.292±0.03 2.236±0.05 2.267±0.04 2.264±0.04

S1 2.175±0.04 2.221±0.03 2.204±0.03 2.129±0.04 2.197±0.04 2.177±0.05
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Figure 3.4. Schematic illustration of energy diagrams by using S1 geometry

(B3LYP/DZP in water).

Table 3.14. Singlet and Triplet State Energies (in eV) around excited state geometry

(S1) (B3LYP/DZP in water).

R1Pcs R2Pcs

H2Pc ZnPc NiPc H2Pc ZnPc NiPc

T8 2.499±0.06 2.388±0.08

T7 2.423±0.09 2.292±0.08

T6 2.332±0.07 2.201±0.11

T5 2.808±0.08 2.821±0.08 1.475±0.10 2.503±0.08 2.539±0.10 1.494±0.08

T4 2.701±0.07 2.744±0.10 1.389±0.10 2.389±0.10 2.470±0.10 1.337±0.12

T3 2.515±0.13 2.638±0.08 1.326±0.10 2.261±0.12 2.334±0.13 1.259±0.11

T2 1.355±0.10 1.394±0.11 1.118±0.09 1.353±0.12 1.401±0.09 1.084±0.10

T1 1.042±0.07 1.035±0.11 0.972±0.09 1.042±0.08 1.016±0.09 0.931±0.13

S4 3.515±0.31 2.965±0.30

S3 3.460±0.18 3.242±0.49 2.940±0.16 2.737±0.39

S2 2.171±0.07 2.192±0.05 2.210±0.05 2.149±0.06 2.179±0.10 2.173±0.05

S1 2.020±0.05 2.047±0.05 2.059±0.03 1.984±0.05 1.994±0.05 2.00±0.05
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One can notice the energy diagram difference between complexes. Nickel coordi-

nated phthalocyanines have quite low triplet energies (T3, T4 and T5), their T5 levels

are below their S1 states and they are around 1.46eV. For this reason, additional triplet

energy levels are calculated for these two. Moreover, the reported in NTO calculations,

Ni coordinated and Zn coordinated cases show metal participation above the second

excited singlet state. Because of the fact that, additional singlet states are calculated.

In general, the lowest lying excited singlet level is found around 2.0eV in each cases

and the ensuing singlet level is quite closer to it. The calculated S3 values are above

3.00 eV except for the R2-NiPc case.

Moreover, the ability to generate 1O2 is indicated by triplet energy (ET) which

makes a photosensitizer favorable to PDT. The threshold value of the lowest lying

triplet state is 0.98eV for efficient energy transfer to promote the molecular oxygen

(3Σg) to the singlet oxygen (1∆g) [129]. In Table 3.14, the T1 states have energies

above this treshold energy value. The lowest triplet state, R2NiPc is located around

0.931 eV and R1NiPc is around 0.972 eV which are below the limit. Therefore, the

essential condition to produce singlet oxygen is fulfilled by the studied phthalocyanines

except for the R2NiPc.

Despite the fact that the triplet excite state is precondition for obtaining cytotoxic

singlet oxygen, it can only be populated by intersystem crossing process. For that

reason, since ISC transition may occur from an excited singlet state to an excited triplet

state, the energy levels are identifed in order to specify the potential ISC pathways. The

excited molecule may undergo ISC, either from the lowest lying excited states which is

a direct mechanism, or from a singlet excited state to the triplet state which lays close

energetically to the singlet state, called indirect mechanism [130]. The intersystem

crossing probability will be scrutinized in the next section.

3.6. Intersystem Crossing Probability

Intersystem crossing (ISC) is in competition with the other relaxation process,

fluorescence. ISC is a non-radiative route from singlet to triplet excited states that



56

is favored by two factors: one of them is the singlet-triplet energy separation and the

other is the spin-orbit coupling. The latter phenomena depends upon the spin-orbit

coupling (SOC). A higher SOC favors the transition probability. Additionally, it is

exponentially dependent on the energy difference. When the energy gap is small, the

probability of transition is larger [131,132].

In photochemistry, the ISC plays a key role due to the fact that, the only path-

way to populate triplet state is ISC transition. In order to consider the intersystem

crossing probability, the energy separations and also, spin-orbit coupling constants are

calculated by means of B3LYP functional with the TZP basis set for metal atoms and

DZP for all others. The calculations are done by using the generated 20 geometries via

Wigner distribution sampled around both ground state and excited state. The energy

separation (∆ST) of each singlet-triplet states is determined by substracting the ener-

gies reported in Table 3.13 and Table 3.14. The spin-orbit coupling constants (SOCC)

are calculated for each singlet triplet states.In Figure 3.5 and Figure 3.6, the mean

values of ST Gap (in eV) and SOCC (cm−1), together with their standard deviations

are reported.

As stated before, the accumulation on the triplet state is strongly dependent on

the possibility of excited molecule to undergo ISC. However, in the case of large energy

separations between the excited singlet and triplet states, the excited molecule may

prefer to emit its energy as fluorescence instead of following the ISC to the triplet

manifold. Moreover, the other factor, spin-orbit coupling constant (SOCC) is a vari-

able depending on the molecules. Since the spin-orbit coupling formula has an effective

atomic charge term (Zeff ), it increases as the power of Zeff and this indicates that SOC

interactions are substantially larger for atoms that are located in the bottom part of

the periodic table.The spin-orbit coupling constant (SOCC) determines the magnitude

of SOC between a pair of states.For that reason, the lowest energy separation between

singlet and triplet states are illustrated in Figure 3.5 for R1-Pcs and Figure 3.6 for

R2-Pcs, together with their ST gaps and SOCCs.
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R1-H2Pc has narrow gaps which are S1-T3, S1-T2, S2-T3 and S2-T4. R1-H2Pc

has around 0.25cm−1 value for SOC constant, which is moderate for the intersystem

crossing. The excited R1-H2Pc molecule may follow indirect ISC pathways:

• S2 → T3 → T2 → T1. The gap between S2 and T3 is 0.186 eV, the SOC constant

is calculated 0.146 cm−1.

• S1 → T2 → T1. The gap is found 0.669eV and the corresponding SOCC value is

0.269 cm−1.

R1-ZnPc has satisfactory SOCC values. The highest SOCC values are identified

for the transitions from S3, however, it is not populated. Therefore, the channel to

populate triplet state may be suggested as:

• S2 → T3 → T2 → T1, the gap between S2-T3 is 0.446eV with 0.693 cm−1 of

SOCC.

• S1 → T3 → T2 → T1. S1-T3 gap is calculated 0.591eV and the SOCC is 1.633

cm−1.

For R1-NiPc has triplet states which are interpenetrating with singlet states and

it shows excessive spin orbit couplings due to the heavy atom effect. R1-NiPc may

follow:

• S3 → T8 → T7 → T6 → T5 → T4 → T3→ T2 → T1, S3-T8 has 0.743 eV energy

difference and 17.085 cm−1 SOCC.

• S2 → T6 → T5 → T4 → T3→ T2 → T2. 0.122eV is calculated for the separation

of S2-T6, the SOCC is 18.483 cm−1.

• S2 → T7 → T6 → T5 → T4 → T3→ T2 → T2. 0.212eV is calculated for the

separation of S2-T7, the SOCC is 13.989 cm−1.

R2-H2Pc has three narrow gaps which are S1-T2, S1-T3 and S2-T3. However, the

SOCC value is slight for the S1-T3 and S2-T3 transitions The ISC pathway of R2-H2Pc

may be proposed as
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• S1 → T2 → T1. S1-T2 difference is 0.630 eV with 0.236 cm−1 SOCC value.

Additionally, R2-ZnPc has 2 possible channel. The most probable ISC relaxations

are:

• S2 → T3 → T2 → T1. S2-T3 difference is 0.155 eV with 0.579 cm−1 SOCC value.

• S1 → T2 → T1. The separation between S1 and T2 is 0.592 eV with 1.633 cm−1

SOCC value.

R2-NiPc has several narrow gaps, and it exhibits outstanding SOCCs. The pos-

sible pathways may be suggested as:

• S1 → T5 → T4 → T3 → T2 → T1. The gap between S1-T5 is 0.507 eV and SOCC

value is calculated 9.187 cm−1.

• S1 → T6 →T5 → T4 → T3 → T2 → T1.S1-T6 has 0.199eV difference, 17.296

cm−1 is obtained for the SOCC.

• S1 → T7 → T6 → T5 → T4 → T3 → T2 → T1. S1-T7 has 0.290 eV energy

separation with 12.058 cm−1 coupling value.

• S2 → T6 →T5 → T4 → T3 → T2 → T1. The separation between S2-T6 is quite

narrow, 0.027eV. The calculated SOCC is 13.515 cm−1.

• S2 → T7 → T6 →T5 → T4 → T3 → T2 → T1. The S2-T7 gap is 0.119 eV and

the transition has 15.765 cm−1 SOCC value.
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Figure 3.5. Singlet-Triplet Separations (ST Gap) and Spin-Orbit Coupling Constants

(SOCC) of R1Pcs by using geometries of S0 geometry and S1 geometry (B3LYP/DZP

in water).
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Figure 3.6. Singlet-Triplet Separations (ST Gap) and Spin-Orbit Coupling Constants

(SOCC) of R2Pcs by using geometries of S0 geometry and S1 geometry (B3LYP/DZP

in water).
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4. CONCLUSION

In this thesis, the pentafluorobenzyloxy substituted phthalocyanines and their

unsubstituted analogues have been studied as photosensitizer candidates to foresee

whether they may be used as light-sensitive drug in photodynamic therapy, DFT and

TD-DFT methods have been used to reproduce the absorption features, possible pho-

tophysical pathways and excited state topologies.

Ground state geometries are located by using the B3LYP/6-31G* methodology

for metal containing complexes, and B3LYP/6-311G** methodology for the others.

The coordinating metal atom slightly effects the phthalocyanine geometry, especially

the width of the cavity is dependent on the size of atom.

In this study, two different approaches are used methodologically: static and dy-

namic. The results draw attention to the importance of including vibrational effects to

predict more reliable photophysical properties of the molecules. The band shapes are

obtained more realistic by using the randomly generated geometries by sampling the

ground state and excited state geometries based on the Wigner distribution function.

The vertical transitions, calculated by ωB97XD/6-311G**, are strongly dependent on

the solvent environment. Since the PS is injected to a water-based environment, the

absorbances of R1-H2Pc, R1-NiPc, R2-H2Pc and R2-NiPc are red shifted in water phase

compared to those in vacuum phase. On the other hand, R1-ZnPc and R2-ZnPc exhibit

blue shift in water phase. The emission properties of molecules are calculated by using

the ωB97XD/6-31G* methodology. Based on the NTO results, the pentafluorobenzy-

loxy substituent has almost no influence on excite state properties of the R2Pcs, the

substituent is probably used to reduce the aggregation formation due to π-π stacking.

R1-Pcs and R2-Pcs have absorbance in the near-infrared region, which is a precau-

tion for being suitable drug for photodynamic therapy. Moreover, R1-H2Pc, R1-ZnPc,

R2-H2Pc and R2-ZnPc may be used as photosensitizers to diagnose malignant cells.

However, such applications would require some other additional properties such as not
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having any toxicity, that is beyond the scope of this study.

The studied molecules are able to populate their triplet states. The intersys-

tem crossing probability is strongly dependent on their spin-orbit coupling constants

(SOCC) and singlet triplet separations (∆ST), by calculating SOCC and ∆ST, the pos-

sible ISC pathways are elucidated. All of them prefer to follow the indirect mechanism

to populate the triplet state. However, R1-NiPc and R2-NiPc are not capable of pro-

ducing singlet oxygen since their populated T1 state is below the treshold energy (0.98

eV).

This study clarifies that the photophysical properties of R1-H2Pc, R1-ZnPc, R2-

H2Pc and R2-ZnPc are satisfactory to be used as photosensitizer in photodynamic ther-

apy. However, the aggregation is usually a problem for photosensitizing applications

of phthalocyanine compounds due to interactions between chains such as π-π stacking,

hydrogen bonding, ligand-metal coordination and donor-acceptor interactions. The

efficiency of the therapy is severely influenced since the aggregates reduce the singlet

oxygen quantum yield and decrease the triplet life-time. Therefore, the aggregation

behavior is another predominant reason to influence the therapy efficiency. In the fu-

ture, the dimer and trimer structures of the selected ones in body environment should

be taken into account to predict the photosensitizer’s efficiency in the therapy.



63

REFERENCES

1. Pedersen, C. J., “The discovery of crown ethers”, Science (80-. )., Vol. 241, No.

4865, pp. 536–540, July 1988.

2. Jones, R. D., D. A. Summerville and F. Basolo, “Synthetic Oxygen Carriers

Related to Biological Systems”, Chem. Rev., 1979.

3. Randic, M., “Aromaticity and conjugation”, J. Am. Chem. Soc., Vol. 99, No. 2,

pp. 444–450, January 1977.

4. Lenzoff, C. and A. Lever, Phthalocyanines : properties and applications. Volume

4 , VCH, 1996.

5. de Diesbach, H. and E. von der Weid, “Quelques sels complexes des o-dinitriles

avec le cuivre et la pyridine”, Helv. Chim. Acta, Vol. 10, No. 1, pp. 886–888,

January 1927.

6. Gregory, P., “Steamrollers, Sports Cars and Security: Phthalocyanine Progress

Through the Ages”, J. Porphyrins Phthalocyanines , 1999.

7. Gregory, P., “Industrial applications of phthalocyanines”, J. Porphyr. Phthalo-

cyanines , Vol. 4, pp. 432–437, Wiley-Blackwell, June 2000.

8. Barrett, P. A., D. A. Frye and R. P. Linstead, “213. Phthalocyanines and asso-

ciated compounds. Part XIV. Further investigations of metallic derivatives”, J.

Chem. Soc., 1938.

9. Linstead, R. P. and A. R. Lowe, “216. Phthalocyanines. Part V. The molecular

weight of magnesium phthalocyanine”, J. Chem. Soc., Vol. 0, No. 0, p. 1031,

January 1934.



64

10. Dent, C. E., R. P. Linstead and A. R. Lowe, “217. Phthalocyanines. Part VI. The

structure of the phthalocyanines”, J. Chem. Soc., Vol. 0, No. 0, p. 1033, January

1934.

11. Linstead, R. P., “212. Phthalocyanines. Part I. A new type of synthetic colouring

matters”, J. Chem. Soc., Vol. 0, No. 0, p. 1016, January 1934.

12. Dent, C. E. and R. P. Linstead, “215. Phthalocyanines. Part IV. Copper phthalo-

cyanines”, J. Chem. Soc., Vol. 0, No. 0, p. 1027, January 1934.

13. Linstead, R. P. and A. R. Lowe, “214. Phthalocyanines. Part III. Preliminary

experiments on the preparation of phthalocyanines from phthalonitrile”, J. Chem.

Soc., Vol. 0, No. 0, p. 1022, January 1934.

14. Sharman, W. M. and J. E. Van Lier, “Synthesis of Phthalocyanine Precursors”,

Porphyr. Handb. Phthalocyanines Synth., 2012.

15. Erk, P. and H. Hengelsberg, “Phthalocyanine Dyes and Pigments”, Porphyr.

Handb. Multporphyrins, Multiphthalocyanines Arrays , 2012.

16. Robertson, J. M., “136. An X-ray study of the structure of the phthalocyanines.

Part I. The metal-free, nickel, copper, and platinum compounds”, J. Chem. Soc.,

1935.

17. Boucher, L. J., “Metal Complexes of Phthalocyanines”, Coord. Chem. Macrocycl.

Compd., pp. 461–516, Springer US, Boston, MA, 1979.

18. Jiang, J. and K. P. N. G. Dennis, “A decade journey in the chemistry of sandwich-

type tetrapyrrolato-rare earth complexes”, Acc. Chem. Res., Vol. 42, No. 1, pp.

79–88, January 2009.

19. Cuellar, E. A. and T. J. Marks, “Synthesis and Characterization of Metallo

and Metal-Free Octaalkylphthalocyanines and Uranyl Decaalkylsuperphthalocya-



65

nines”, Inorg. Chem., Vol. 20, No. 11, pp. 3766–3770, 1981.

20. Ohno-Okumura, E., K. Sakamoto, T. Kato, T. Hatano, K. Fukui, T. Karatsu,

A. Kitamura and T. Urano, “Synthesis of subphthalocyanine derivatives and their

characterization”, Dye. Pigment., Vol. 53, No. 1, pp. 57–65, April 2002.

21. Kadish, K. M., K. M. Smith and R. Guilard, Phthalocyanines : properties and

materials , Academic Press, 2003.

22. Maya, E. M., A. W. Snow, J. S. Shirk, R. G. Pong, S. R. Flom and G. L. Roberts,

“Synthesis, aggregation behavior and nonlinear absorption properties of lead ph-

thalocyanines substituted with siloxane chains”, J. Mater. Chem., Vol. 13, No. 7,

pp. 1603–1613, 2003.
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2005.

122. Regehly, M., K. Greish, F. Rancan, H. Maeda, F. Böhm and B. Röder, “Water-
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