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ABSTRACT

RECOGNITION OF NON-MANUAL SIGNS IN SIGN
LANGUAGE

Recognition of non-manual components in sign language has been a neglected
topic, partly due to the absence of annotated non-manual sign datasets. We have
collected a dataset of videos with non-manual signs, displaying facial expressions and
head movements and prepared frame-level annotations. In this thesis, we present the
Turkish Sign Language (TSL) non-manual signs dataset and provide a baseline system
for non-manual sign recognition. A deep learning based recognition system is proposed,
in which the pre-trained ResNet Convolutional Neural Network (CNN) is employed to
recognize the question, negation side to side and negation up-down, affirmation and

pain movements and expressions.

483 TSL videos performed by five subjects, who are native TSL signers were
temporally annotated. We employ a leave-one-subject-out approach for performance
evaluation on the test videos. We have obtained annotation-level accuracy values of
55.77 %, 14.63 %, 72.83 %, 10 % and 11.67 % for question, negation-side, negation-
up-down, pain and affirmation classes respectively in the BosphorusSign-HospiSign

non-manual sign datasets.

Question, negation-side, negation-up-down and affirmation movements and ex-
pressions in 87 clips from the TSL translation video of a Turkish movie are tempo-
rally annotated for cross-database experiments. The models that are fine-tuned on
BosphorusSign-HospiSign set are tested with the clip frames. The best performing
model classifies 66.67 % of question annotations and 42.31 % of negation-up-down

annotations correctly, while the remaining class labels could not be predicted.



OZET

ISARET DILINDE YUZ IFADELERI VE KAFA
HAREKETLERININ TANINMASI

Isaret dilinde yiiz ifadeleri ve kafa hareketlerinin taninmas: konusu ihmal edilmek-
tedir. Bu ihmalin nedenlerinden biri olarak etiketlenmis veri seti eksikligi gosterilebilir.
Bu ¢alismada, ytiz ifadeleri ve kafa hareketlerinin yer aldigi, manuel olmayan isaretleri
iceren bir Tiirk Isaret Dili (TID) veriseti toplamp, video kareleri seviyesinde igaretleme
yapimistir. Bu tezde Tiirk Isaret Dili kafa hareketleri ve yiiz ifadeleri veri seti sunul-
makta ve manuel olmayan isaretler icin bir temel tanima sistemi 6nerilmektedir. De-
rin ogrenmeye dayali tanima sisteminde, onceden egitilmig ResNet konvoliisyonel sinir
ag1 kullanilarak soru, olumsuzluk, tasdik etme ve aci hareket ve ifadeleri taninmaya

calisilmigtir.

Ana dili Tiirk Isaret Dili olan beg 6znenin isaretleri yaptig1 483 video zamansal
olarak igaretlenmistir. Deney testleri, bir 6zneyi digarda birakma teknigi kullanilarak
yapilmigtir. Dogru simiflandirilan igsaretlemelere gore basarim, soru, olumsuz-sag-sol,
olumsuz-yukari-agagi, act ve tasdik siiflari icin sirasiyla % 55.77, % 14.63, % 72.83, %
10 ve % 11.67 olarak olciilmiistiir.

Sirasiyla farkli 6zneleri digarda birakarak egitilen beg farkli model ve yeni bir
verisetinden alinan isaret dili videolari ile ¢apraz veriseti deneyleri yapilmigtir. Etiketle-
nen 87 kisa klipten, ac1 sinifi digindaki dort sinifa ait isaretlemeler elde edilmigtir. En iyi
performans gosteren model soru isaretlemelerinin % 66.67’sini ve olumsuz-yukari-agag
isaretlemelerinin % 42.31’ini dogru simflandirmakta, geri kalan simiflara ait tahmin

yapamamaktadir.
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1. INTRODUCTION

Sign languages are the means of communication of the deaf and hearing-impaired
society. Sign language uses hand and body gestures, hand shapes as well as facial
expressions to convey meaning. Each culture has its own sign language, which is

independent of the languages spoken in that region.

According to the World Health Organization, over 5% of the world’s population
has a disabling hearing loss and it is estimated that the deaf society population will
double up by 2050 [3]. There have been several improvements in the past years to fulfill
the needs of deaf and hearing-impaired society. One improvement is the establishment
of laws requiring translation services, such as the provision of real-time translation from
spoken language to sign language during the television broadcast. Education that is
specialized for the deaf community has also become widespread. Most of the efforts
take place in developed countries while developing countries are following behind the

same trend.

Sign languages around the world have a considerably big vocabulary. Every na-
tion has its sign language as opposed to the common misconception. Deaf and hearing-
impaired communities encounter major drawbacks in daily life activities, education and
health fields. Employing sign language translators in institutions and organizations for
public service would be a costly investment to sustain. A feasible and affordable solu-
tion to this problem would be to automatize the recognition and translation procedure

for sign languages.

The development of automatic sign language translation and recognition systems
(ASLR) would improve the integration of the hearing impaired into society. Lots of
research has been done in the field of sign language recognition. However, when it
comes to real-time translation of signs to spoken or written language, or vice-versa, we

cannot easily proceed from the research phase to the production phase.



The vast majority of ASLR research has been focusing on manual features; these
are hand gestures, orientation and shape of hands and fingerspelling. However, a
significant amount of information lies also in non-manual features; which are head
and torso movements, facial expressions and mouth movements. Facial expressions
and head movements play an essential role in grammatical markers, such as question,
negation, topic, assertion, doubt, and condition. Grammatical markers are specific to
each sign language. Non-manuals are specifically distinctive for question and negation

markers in Turkish Sign Language (TSL).

In this thesis, we develop a frame based recognition system for head movements
and facial expressions in Turkish Sign Language. Turkish Sign Language is indigenous
to Turkey, as opposed to American Sign Language and British Sign Language, which
are used as first sign language in several other countries as well. The aim of this thesis
is to contribute to TSL recognition using deep learning technology, which has proven
successful in many other research fields. Research in non-manual sign recognition exists
but is limited. In the context of sign language recognition, the lack of datasets with
labeled non-manuals is a challenge. To the best of our knowledge, a TSL dataset with
labeled grammatical facial expressions and head movements does not exist at the time

of writing this thesis.

In this thesis, we create a non-manual sign annotated TSL dataset. First, sign
videos from BosphorusSign TSL dataset [4] and the HospiSign Project [5] with a specific

corpus of the question, negation, affirmation and pain phrases are selected.

We label facial expressions and head movements in the videos temporally. A
terminal application is developed to automatize the annotation procedure and process
the sign videos in batches. We employ the OpenPose keypoint detection system [6] to
extract facial landmarks of the signers. Face images are extracted from video frames,

using the landmark coordinates.



We first challenge the classification of interrogatory expressions in sign videos.
Conventional feature extraction methodologies were not considered at any step of this
task. Instead, raw face images have been fed into the pre-trained ResNet18 convolu-
tional neural network as input. We use the learned weights of the ImageNet training
set (from ILSVRC 2015 classification challenge) to initialize the model. We gradually

enlarge the training and test set after each batch of video annotation.

Using a 2D CNN to classify the video frames separately, we lose the temporal
relation between the frames. In order to preserve the temporal integrity of videos, we
use Intersection over Union (IOU) based evaluation technique in addition to frame-
based precision, recall, and accuracy. Performance evaluation of proposed systems is
based on leave one out method. In each experimental setup, we leave all samples
of one user out, train the network with the rest of the dataset and test the network
on leaved out user samples. We repeat this procedure for all users and report the
results separately. This guarantees the reliability of the evaluation procedure, as there
are several repetitions for each video in the dataset. We post-process the ResNet

prediction results to prepare for IoU based performance evaluation.

The thesis is organized as follows: Chapter 2 summarizes the literature in this
field. Chapter 3 briefly describes the methods and techniques that are employed for
classification of the non-manual signs in the prepared TSL dataset. Chapter 4 in-
troduces the annotated datasets and explains the data annotation and pre-processing
phases in detail. Experimental results are reported and discussed in Chapter 5. Finally,

the conclusion and future work are presented in Chapter 6.



2. LITERATURE SURVEY

2.1. Sign Language Recognition

Sign languages consist of structured hand gestures; combined with facial expres-
sions, head movements and upper body movements. Hand gestures have an essential
role in sign languages. Fingerspelling, signs of isolated words and continuous signs are

carried out by the hands.

Hands of the subject are in motion when performing a gesture. Motion Energy
Image (MEI) and Motion History Image (MHI) can be used as temporal templates [7]
to detect the area of motion, thus extract the hand region in the image. MEI holds
binary information; whether a motion appears in an image sequence or not. MHI holds
the scalar intensity information in terms of recency of motion. Akyol and Alvarado [8]
make use of the latter to find out where manual signs take place in image sequences of
hand gestures. Algorithms like Continuously Adaptive Meanshift (CAMshift) -which
are based on mean shift technique- and particle filtering are used for tracking hands

throughout the image sequence, as reviewed in [9)].

The increase in accessibility of powerful GPUs was followed by the increase in
popularity of deep learning techniques in computer vision tasks. A breakthrough study
was [10] in 2012; the authors have trained a deep convolutional neural network on the
challenging ImageNet dataset to classify images from 1000 different categories and have

significantly outperformed existing methods with a top-5 error rate of 17%.

CNNss are found to be successful not only for image recognition but also for video
recognition tasks. In 2014, [11] introduced a baseline single frame CNN and three novel

approaches for fusing the information within a time window.



They propose an early fusion model using convolutional layer filters of size W x
H x 3 where T is the temporal length, a late fusion model in which two single frame
CNNs are merged in the first fully connected layer, and a slow fusion model in which
they apply both spatial and temporal convolutions. On 200,000 test videos of Sports
1M dataset, which the authors collected from YouTube videos of sports activities, they
found that single frame baseline model performs well enough with 59.3% of videos
having a correct prediction in top-1. The slow fusion model outperforms the single-

frame model by a small margin, classifying 60.9% of videos correctly in top-1 prediction.

By the nature of the videos, unless recording a still scene -e.g. recording indoors of
a closed market at night— acquired visual data change in time. An exception for this is
fingerspelling recognition, where it is possible to capture each letter in particular frames
of the video. However, when it comes to signs, all manual and non-manual cues should
be captured continuously. Contributions in ASLR research enabled the transition from
processing isolated signs to continuous sign videos. For continuous recognition, one
should detect the boundaries of each sign in a sentence. Video understanding, therefore,
requires a temporal modality. Designing the model to best represent the spatiotemporal

feature of sign videos is a common research question in SLR literature.

Attacking the problem of motion modeling, [12] compares the performance of
3D CNN on multiple action benchmarks. The authors have found that for modeling
temporal information, best-performing kernel temporal depth of convolution layers is
three and uses 3 x 3 x 3 convolution kernels. They combined the C3D pre-trained
I380K dataset and fine-tuned on the Sports-1M dataset with a simple linear classifier
and obtained 85.2% recognition accuracy following the standard three train/test splits
of UCF101. However, [13] performed better with 88.2% on the same set of videos
using convolution pooling on long clips. Integrating improved Dense Trajectories as an

additional feature to RGB frames, the authors [12] increased the accuracy to 90.4%.



Another study challenged the temporal segmentation problem in continuous SLR,
to skip the costly and error-prone procedure of temporal localization of each sign in
a sign video [14]. A 2-stream 3D CNN is employed for video feature extraction and
an LS-HAN is used for sign sentence generation from the video. First, a global 16-
frame video clip and a local tightly cropped hand region are fed into separate streams.
Global and local information is combined with late fusion at fully connected layers.
They described each video with a sequence of 4096-dimensional feature vectors per
clip. Separately, each word in a sign sentence is one-hot encoded. Two feature vectors
are represented in the same latent space to preserve the video-sentence relationship.
The authors collect the CSL dataset with 25,000 videos of 178 sentences. On 2,000
test videos of the CSL dataset, they obtained up to 82% accuracy.

In [15], authors have released an ASL dataset which contains sign videos of word
sequences and sentences, labeling each word in videos temporally. They proposed a
hybrid network model that uses the C3D network to extract spatiotemporal features
and feeds these to RNNs to extract sequential information. Separate C3D networks,
all pretrained on Sports 1M dataset [11] have been finetuned with RGB, depth and
optical flow input channels for feature extraction. FC-RNN classifies several clips for
each video and prediction results are fused for the final decision. The authors have
tested C3DRNN with 27 words from their collected ASL dataset. The comparison
with one of the state-of-the-art systems [12], on the same dataset has shown that
C3DRNN outperforms C3D by ~10% margin, achieving 65.8% accuracy on the person

independent scenario.

2.2. Data Acquisition Technologies

In SLR, data acquisition techniques can be grouped into sensor-based and vision-
based approaches. Sensor-based approaches use items such as data gloves, markers
and motion sensors. In vision-based approaches, data acquisition can be accomplished
with a single RGB camera, stereo camera, as well as new sensors such as Microsoft

Kinect [16] and Leap Motion Controller technologies [17].



Microsoft Kinect sensor can be considered as both sensor and vision-based tech-
nology, which enables the collection of RGB, skeletal and depth data simultaneously.
Data acquired with monocular cameras suffer from lack of depth information, whereas
3D scanning with Kinect or Leap Motion provides accurate depth and position infor-

mation.

2.3. Sign language Recognition Using Non-Manual Features

Head pose, facial expressions, head and mouth gestures are essential components
of a sign language, other than the hands. Majority of the studies in ASLR concentrate
on manual features [18], [14], [8]. For non-manual sign language recognition, the ten-
dency is towards classifying facial features solely and then integrating the results to
the main framework of recognition system [19], [20]. However, the role of non-manual
cues should not be neglected. It is highly probable to encounter signs that are only
distinguishable by facial cues or upper body movements of the signer. Authors high-
light the necessity of disambiguating such signs and provide a solution based on mouth

analysis [21].

2.4. Facial Features and Expressions in Sign Language

In the broad context of automatic analysis of facial expressions, some researchers
use the convention of six basic facial expressions that are introduced by Darwin [22].
These expressions are anger, fear, happiness, disgust, surprise, and sadness. Facial
Action Coding System (FACS) [23] introduces a standardized way of coding the basic
expressions with atomic facial muscle actions. However, in the context of ASLR, we
are interested in facial expressions, which co-occur with hand gestures and head move-
ments. For this reason, facial expressions and head movements in sign language are

often handled together with hand gestures in the literature.



LBP [24] is a popular descriptor technique that is being used for facial recognition
since 2006 [25]. As introduced in [26], it is possible to combine spatial and temporal
information using LBP based calculations called Volume LBP and LBP of Three Or-
thogonal Planes (LBP-TOP). The authors successfully applied both techniques to facial

expression recognition problem.

In [27], the authors describe the non-manual cues of sign language as head pose,
facial expression, and lip patterns. The head pose helps with the interpretation of the
sign performed; whether there is an affirmation, a negation, a question or a conditional
situation. Facial expressions are mostly related to grammar. Combined with the head
pose, facial expressions can determine the sentence structure. The most significant
components of facial expressions are lifting or frowning the eyebrows and changing the
shape of the mouth. Lip patterns are another strong representative which help for

solving the ambiguity between similar signs.

More techniques that are used in expression recognition can be listed. However,
there are few studies in which facial expression recognition serve for sign language
interpretation [28], [29]. Facial expression recognition in the context of ASLR remains

an open challenge.

It is common practice to categorize facial features into appearance-based and
landmark-based features. In [27], authors extract both features by computing interest-
ing areas in the face graph with landmark points in addition to the Active Appearance
Model (AAM). Authors of [30] use appearance-based features from one of their previ-
ous studies [20], for analyzing hand shape and head motions. They employ a sequential
belief-based Hidden Markov Model (HMM) which consists of two stages; manual and
non-manual HMMs in the first stage and non-manual HMMs in the second stage. The

second stage is activated only for signs with ambiguous manual features.



In a landmark-based approach, authors of [19] extract non-manual features with
AAM and do the classification with SVM. Liu et al. [29] focus on eyebrow gestures by
extracting geometric and appearance features from the region of eyebrows in face im-
ages. Their feature-set contains temporal information as they employ CRF to recognize

eyebrow and periodic head gestures.

In [27], facial features extracted from AAM have shown to improve signer indepen-
dent recognition performance from 78.7% to 80.2% for 450 isolated signs. Meanwhile,
the recognition rate of the same vocabulary in continuous videos was increased from

60.6 % to 65.1 %.

The study [31] suggests that non-manual cues represent activities in three tiers:
Repetition to emphasize; eyebrows, eyes, and mouth tier to display facial expressions

and head and eye gaze tiers to focus on specific action or objects while signing.

The importance of facial features is emphasized in [32] where Hidden Markov
Models (HMMs) were used to encode eyebrow, eye (widen and squint) and head move-
ments. It is stated that there are seven different types of grammatical markers in
sentences, which are wh-question (WH), yes-no question (YN), rhetorical question,
topic (TP), conditional clause, relative clause and negation (NEG). In this study, WH,
YN, NEG and TP expressions are formulated as a composition of the eyebrow, eye,

and head movements.

In [33] grammatical facial expressions are considered as one of the key aspects for
recognition at the syntax level. Similar to the [32], this study formulates WH questions,
conditional, negative or affirmative expressions using eyebrows, eyes, mouth and head.
An example sentence for conditional clause would be “If it’s sunny, I go to the beach.”.
In this study, experiments are conducted on frame level; the authors aim to spot the
existence of a question, negation or any other grammatical markers in a video frame.
They have encoded the face in video frames with several vector representations; which

are either directly taken or derived from face coordinates in x, y and z-axis.
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Temporal information is also taken into account with sliding windows approach.

Windows of size between three and six were found to perform best in their experiments.

Another study demonstrates the significance of facial expressions to distinguish
fundamental grammatical markers in LIBRAS sign language, by only using facial key-
points to train a custom feed-forward network [34]. In each video in the GFE dataset
used, signers perform a single marker sentence. Without explaining the details of the
frame selection process, the authors have located the attribute points on faces of sign-
ers, on a total of 27,965 keyframes from the videos and labeled the grammatical marker
in frames with the help of a sign language expert. The feed-forward network is trained
with face attribute points as inputs. For a binary classification model, overall mean

accuracy for recognizing 9 different grammatical markers is 98.04%.

2.5. Sign Language Recognition In the Wild

In SLR literature, collection of sign language data is accomplished in laboratory
environments, typically with high contrast background [9]. Ideally, automatic sign
language recognition systems should be designed in an in-the-wild manner, considering
real-life scenarios and use cases. A hearing-impaired person consulting the front office,
or a deaf patient arriving at the hospital are very intuitive examples for such scenarios.
ASLR systems that are robust to illumination, occlusion, pose changes and independent

users are yet to be developed. This research area still needs contributions.

To the best of our knowledge, there is currently not any published research about
sign language recognition in the wild. The study in [18] is the only one that adapts
deep learning techniques to ASL fingerspelling videos in the wild. First, they have
collected various ASL videos from YouTube, a website of an ASL organization that
publishes educational videos and an ASL social media website. After several linguists
annotated the start and end of each letter fingerspelling in videos using ELAN [35],

7,304 fingerspelling sequences are obtained.



11

In another study, the authors adopt Faster R-CNN [36] for hand region prediction.
For fingerspelling prediction, they feed RGB hand image concatenated with the optical
flow to the AlexNet pre-trained on ImageNet as [10], and a single layer LSTM recognizes

the fingerspelling. They achieved 41.9% accuracy on 868 test sequences using the hand
regions and CTC based LSTM.
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3. METHODS

In this chapter, the setup of classification experiments is described. The details
of training, validation and test phases are explained. Face images that are prepared as
explained in Chapter 4 are organized in a leave-one-subject-out manner for training and
testing. The pre-trained ResNet convolutional network is trained on the face images
to recognize particular head movements and facial expressions. Finally, the prediction
results of frames are post-processed for interpretation and enhancement. An overview

of the system is given in Figure 3.1.

Input

Face Bounding Box Localization Frame level classification Temporal Filtering

Class
probabilies
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[]
\
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Figure 3.1: Pipeline of the recognition system.

3.1. Ground-truth Annotation Correcting

Sign videos in BosphorusSign dataset has the similar negative-positive-negative

pattern in terms of movements and expressions, as can be seen in Figure 3.2. In this

context, we are using:

e Positive notation to represent the frames with expression and/or movement of

interest

e Negative notation to represent neutral/background frames
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Figure 3.2: Video frames of User 3 performing “How can I help you ?”. Frames are

sampled with 1/15 frame rate.

Using this prior knowledge, small time gaps between consecutive positive anno-
tations were filtered to avoid possible human error. In other words, we eliminate the
negative ground truth labels if the number of consecutive frames with negative labels

is less than the threshold ¢,.

For this, we calculate the time gap between each consecutive annotation tuple in

N-—1
n=1"

A,. We obtain the set of G, = {g,, = tn+1. — tne }

To avoid the small gaps, we define the threshold ¢, milliseconds and we merge all

consecutive annotation tuples with g, < ¢, if [,11 = .

3.2. Data Preprocessing Steps

3.2.1. Keypoint Extraction with OpenPose

OpenPose is an open source multi-person keypoint extraction library, which es-
timates face, pose, hand and foot keypoints in real-time. This library is available with
C++ and Python APIs. It also provides a demonstration tool for those who do not
need to modify the default configuration. We have used the demonstration tool in order

to extract face, hand and pose keypoints of signers in BosphorusSign TSL dataset.
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Figure 3.3: OpenPose face keypoints [1].

OpenPose outputs the keypoint estimation to JSON files. After obtaining the
keypoint JSON files in a single run, files were parsed and serialized into a single Python

pickle object for later and repetitive uses.

3.2.2. Face Cropping

For every frame in each video, the face bounding box is calculated using the
corresponding OpenPose face keypoints. The bounding box is calculated using two

different approaches.

(i) A tight bounding box is calculated using border key points of the face. This
approach guarantees the smallest possible face region in each frame. The average
size of face images is 115 x 113.

(ii) A square bounding box B, with size proportional to the interocular distance of

the eyes and a scale s. The average size of face images is 135 x 135.

where B; is the bounding box of 7th frame in the video, IOD is the interoccular distance

ans s is a constant scalar. Examples are given in Figure 3.4.



15

For (ii), s is experimentally set to 2.7. B is located on the frame such that its
center in horizontal axis C}, is the midpoint of eye pupils. Accordingly, in vertical axis,

30% of Height(B;) is above Cj, and 70 % of Height(B;) is below C,.

Although both approaches guarantee to include face region in the frames, we have
used the latter, more loose box to crop the faces in each frame. The intuition behind
this choice is that eyebrows and forehead play an essential role in facial expressions,

therefore bring distinctive information.

=Xmax-Xmin- —scale * iod—
| scale*iod*0.3 {

Ymax-Ymin : — lod

* 5 %
| scale*iod*0.7. + face landmarks

Figure 3.4: Two face cropping approaches, tight bounding box (left) and bounding
box calculated as a function of IOD (right).

All video frames are extracted and saved as both raw images and face cropped
images. Since OpenPose only estimates the facial landmarks, a cross-check is made to

make sure each cropped face image indeed contains a face.
3.3. Training and Validation
3.3.1. Transfer Learning with ResNet

The training phase in neural networks has two directions: forward pass and

backward pass.
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(i) Forward pass is the process of calculating the output given the input data, weights
and biases. Given the output and the target, the loss is calculated using a pre-
defined metric.

(ii) Backward pass is the process of recursively applying the chain rule to calculate
the gradients of the loss function with respect to network parameters, i.e. weights
and biases. This process is called backpropagation, short for backward propaga-
tion of errors. The learning process in neural networks is made possible by the

backpropagation algorithm.

Aim of the learning process is to minimize the error so that the predictions are
as close as possible to actual outputs. This cycle repeats until some pre-determined

condition (i.e. the number of epochs, loss threshold) is satisfied.

One of the biggest challenges of training deep neural networks is the requirement
of large and labeled datasets. Sign language recognition is a specific research domain

that still lacks such huge amounts of labeled data.

For problem scenarios like this, instead of training an entire convolutional neu-
ral network from scratch, researchers commonly exploit the technology that is called
transfer learning. Transfer learning is the technology of taking the advantage of learned

weights of a model that is previously trained on a large dataset.

Two approaches are applicable in transfer learning with CNNs:

e Finetuning CNN

e Using CNN as a feature extractor

In the former, instead of random initialization, weights of the network are ini-
tialized with learned weights of the pre-trained network. And weights of all layers are
updated during training. In the latter, only the weights of the last fully connected layer
are trained, and all remaining layers are freezed. Both approaches require modification

of the last layer with respect to the number of classes.
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We employ the pre-trained ResNet model and finetune it. The motivation behind
this model choice is explained in Chapter 3.3.2.

In this part of the thesis, generic ResNet architecture is going to be briefly intro-
duced. Model design details of the specific ResNet versions used in our experiments are
given in the following sections. The employed transfer learning technique is explained.
Then, the hyperparameters and optimization methodology is discussed. Finally, our

specific experimental setup for training, validation, and testing phases are given.

3.3.2. ResNet

In very deep neural networks, weights and biases of early layers cannot be updated
effectively due to very small gradient values. This problem is caused by activation func-
tions e.g. the sigmoid function which by nature squeezes the derivative values to a small
range. This situation is called “the vanishing gradient” problem. ResNet architecture

is a design solution to the vanishing gradient problem and accuracy degradation.

3.3.2.1. Intuition of ResNet Architecture.

(i) Use of identity mappings, so that the network becomes deeper without increasing
the computation cost.
(ii) Use shortcut connections, that is, skip one or more layers to escape from squeezing

activations.

In [2], authors took advantage of both ideas and used identity mapping in shortcut

connections.

In a building block of ResNet, Rectified Linear Unit (ReLU) activation function
is used for nonlinearity. A number of convolutional layers, typically 2 or 3 are stacked.

Residual learning is adopted for every few stacked layers.
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weight layer
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Figure 3.5: A building block of ResNet [2].

Building block in Figure 3.5 is formulated in [2] as follows:

y=F(x)+x (3.2)

F = Wao (Wix) (3.3)

Here, F is the residual function and x is the identity mapping. A ‘“residual” is the
amount to be added to prediction so that the prediction is equal to actual. When x is
optimal, i.e. prediction is equal to the actual, weights get to zero, therefore F(x) get
to zero. This causes a direct mapping of x to y. When x is not optimal, weights and

biases of F(x) are learned to make it optimal.

3.3.2.2. Finetuning the ResNet. The fully connected layer denoted with fc1000 in de-

fault configuration of ResNet18 shown in Figure 3.6 gives one prediction value for each
of the 1,000 class. This fully connected layer is replaced with an fcn, where n is the

number of classes in our experiments.

The fully connected layer applies linear transformation to incoming data, and
produces an output vector v of size 1 X n where n is the number of classes. We then

apply softmax function to v to get the prediction probability for each class.
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Softmax function interprets its inputs as unnormalized log-probabilities and rescale

them so that the they lie in range [0, 1].

exp (z;)

2 exp (x;)

Softmax (z;) =

argmazx(softmazx(z)), that is the class which has the maximum probability value,
is the predicted class. Analysis and interpretation of prediction probabilities are re-

ported in Chapter 5.
3.3.3. Model

Different ResNet architectures with 18, 34, 50, 101 and 152 layers are introduced
by [2]. In our experiments, ResNet18 -the shallowest ResNet- with 18 layers were fine-
tuned. Pytorch provides easy access to ResNet models which have been trained on
1.28 million images of 1,000 categories from ImageNet 2012 classification dataset [37].
Layers of ResNet18 are displayed in Figure 3.6.

Cross entropy loss is used to calculate the loss after going through every batch of

samples. Formula 3.4 is taken from official Pytorch documentation [38].

=—1lo M = —x|class 0 exp(x|g
loss(z, class ) = —log ( Zj xp (@) ) [class| 4 log (23: p( [J])) (3.4)

3.3.4. Hyperparameters

The environmental setup of deep learning experiments requires careful model
design and hyperparameter tuning. Hyperparameters differ from the model parameters

in a way that they can be pre-determined before the training starts.
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Figure 3.6: ResNet18 architecture.
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The learning rate determines the magnitude of change in network weights. It
is common practice to decrease the learning rate during training, to prevent overfit-
ting. Overfitting is an issue about weights being too specialized for the training data,

therefore lacking the ability to adapt to unseen data.

In order to effectively use the computational resources, samples in the training
set can be loaded and processed in batches. The batch size determines the number of
samples to process, before calculating loss and updating weights. Recently, mini-batch

sizes between m=2 and m=32 have been found to give the best performance [39].

3.3.5. Stochastic Gradient Descent Optimizer

Once the hyperparameters are set, one can use one of the several optimization
algorithms available for achieving the model weights which gives the best performance
on the training set. This is achieved by updating model parameters, i.e. network

weights. Optimization algorithms differ in the way of how the weights are updated.

Stochastic Gradient Descent Optimizer (SGD) is a learning algorithm that works
iteratively to optimize the internal parameters of the neural network. For each train-
ing sample, the gradients of loss function -in our case Cross Entropy Loss given in
Equation 3.4- with respect to the weights are calculated, and SGD updates the weights

accordingly.

v=pXv+yg
p=p—Irxv

The step function of SGD is given in Equation 3.5, which is taken from the official
Pytorch documentation [38].
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p, g, v and p represents parameters, gradient, velocity and momentum respec-
tively. [r is the learning rate. In some cases, SGD fails to progress further; p is used

for avoiding to get stuck in local minima.

In regular SGD, the batch size is one by default, that is, network weights are
updated after each sample in the training set is processed. One may also use the batch

gradient descent and update the weights after processing all training samples.

Alternatively, there is mini-batch gradient descent, where we process a constant
number of training samples before each update. Mini-batch gradient descent is used in

our experiments.

3.3.6. Weight Regularization

Regularization is the optional operation of giving a penalty for greater values of
weights during the training phase. It helps prevent overfitting and enables the network
to generalize better. Regularization can be enabled with weight decay hyperparameter

for Pytorch optimizers.
3.3.7. Data Augmentation

Data augmentation is the technique of adding variability to data samples to
improve learning. In computer vision tasks, random cropping, random resized cropping,

and random flipping are common augmentation operations.

We have employed crop, resized crop and flip for data augmentation in our ex-

periments. Details are given in Chapter 5.

3.3.8. Validation and Testing

It is common practice to not apply data augmentation to image samples from

validation and test sets. This procedure helps to report reliable results.
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We have also followed the conventional method and only applied mandatory crop

and resize operations.

3.3.9. Prediction Analysis

In order to get an insight into predictions, we have plotted the class probability
of positive class and negative classes along video frames, with their respective ground
truth labels and predicted labels. Ideally, a peak in probability value p(question) is

expected in question occurrences throughout the video.
With this analysis, we had the chance to investigate misclassifications along the

time axis, the necessity of ground-truth smoothing and prediction postprocessing. Plots

and their respective findings are given in Chapter 5.

3.3.9.1. Temporal Filtering. Frame-level classifications are often noisy and need to be

post-processed. We observe the following phenomena:

e Head movements and facial expressions start and end instantly
e Instant faulty expressions or movements can occur (i.e. when the subject is

distracted, could not catch up)

In both cases, such activities may be easily overlooked by the human eye, and by
the annotator. However, the frame-level classification may switch between classes, and

deviates from the ground truth.

Thus, determining the negligible amount of misclassified frames to be considered
as noise and post-processing accordingly is essential. We have employed two kinds of

filtering: Median filtering and minimum frame-count filtering.

(i) Median Filtering

Median filtering has been used to correct erroneous frame-level classifications.
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Figure 3.7: The effect of median filtering with kernel size k = 9 on selected

consecutive frames of User 2. ¢y, ¢, c3, and c¢5 represent other, negation-side,

negation-up-down and affirmation classes, respectively.

Median filters of kernel sizes k = 3, 5, 7, 9, 11 and 13 are used for this purpose.
Some misclassified frames of User 2 are given in Figure 3.7, before and after
applying the median filter.

Minimum Frame Count Filtering

A predicted annotation tuple is defined as a = (I, f, fe) where f; and f. are
frame indices of start and end of the annotation and [, is the annotation label of
class c. We call an annotation tuple positive if [, # other.

The set of predicted annotation tuples for the ith video sample v; is flvi =
{an = (I, fs, f)}2_, where N is the total number of predicted annotation tu-
ples in v;.

We introduce the frame count threshold ¢, for each positive class label ., which
is determined after evaluating the class frame count statistics. Additionally, we
evaluated the histograms of the annotation tuple frame counts. With the his-
togram calculation, we aim to determine a lower bound for annotation of each
class label in terms of frame count. Then, videos in which shortest annotation
occur were visually examined. Facial expressions and head movements in such
videos were observed to be not less significant than the other videos with longer
annotations. Thus, we set t,, = fin, /2 for each class c. For all positive annota-

tion tuples in Avi with f. — fs < t,., we set [, = other.
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4. TURKISH SIGN LANGUAGE CORPUS FOR FACIAL
EXPRESSION AND HEAD MOVEMENT RECOGNITION

A subset of a Turkish Sign Language video dataset and collection of videos from
two distinct TSL projects are studied in this thesis, each of which is explained in this
chapter. Each step of the data preparation and preprocessing phases are explained in

detail.

First, the corpus of sign videos to be studied is selected based on their semantics.
Facial expressions and head movements in these sign videos are temporally annotated.
A deep learning based keypoint detector is employed to find the face regions in video
frames, before parsing the annotations to obtain labeled video frames. During the
parsing operation, a naive approach is employed for merging the chunks of annotations

with a negligible amount of time gaps, to prevent possible annotator errors.

4.1. Datasets

4.1.1. BosphorusSign

BosphorusSign [4] is a TSL dataset of sign videos with corpus from health, finance

and general domains. BosphorusSign corpus consists of words, compounds and phrases.

There are 188 signs of commonly used phrases, 171 signs of banking and finance

phrases and 496 signs of phrases that can be used in a hospital visit.

Six native sign language signers perform each sign for varying number of times,
six times on average. A Microsoft Kinect v2 sensor is used to simultaneously capture

RGB, depth and skeletal data. RGB videos in BosphorusSign have 960 x 1080 pixels

resolution, which makes it a dataset suitable for studying facial expression recognition.
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However, signs and sign phrases in BosphorusSign are mostly one-word, making
it relatively challenging to spot facial expressions in short videos. This fact leads us to

extend our experiment set to include videos from the HospiSign [5] project.

4.1.2. HospiSign

HospiSign [5] is a community-aid interaction platform designed for hearing-impaired

people arriving at the hospital.

HospiSign corpus consists of compounds and sentences from the health domain.
There are a total of 41 compounds and sentences, which can be used in a hospital visit

scenario. Same users as in BosphorusSign perform the signs in the videos.

This platform provides three steps to communicate with the patient using a touch
screen, a PC and a Microsoft Kinect v2 sensor. First, the question is displayed on the
touch screen. Then, possible answers are displayed on the screen. Finally, the answer
to the user as a sign is recognized. The first two steps are repeated until enough

information is gathered from the patient.

4.1.3. Bosphorus Facial Signs Dataset

A mixture of the corpus from HospiSign and BosphorusSign is used in our ex-
periments. Originally, there are 547 videos in the selected set. However, during the
annotation procedure, one of the subjects in the dataset, User 6, is found to be con-
sistently neutral during the signing. After observing that facial expressions and head
movements are not articulated in the majority of her videos, this user was excluded

from the dataset.

A total of 483 videos out of 547 videos were annotated gradually over time. Six
common subjects of both datasets are displayed in Table 4.1. The frame representation

of each class is given in Figure 4.1.
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Table 4.1: Subjects in the BosphorusSign and HospiSign datasets.
User ID

User 1 User 2 User 3 User 4 User 5 User 6

(a) Question, other and negation-side frames

from left to right.

(b) Negation-Up-Down, pain and affirmation
frames from left to right.

Figure 4.1: Representative frames of each class.

Each sign in dataset takes 3.50 seconds on average to be performed. Videos are

30 frames per second (FPS). Average duration of videos is given in Table 4.2.

Empirically, one-third of frames in the middle of each video belong to the positive
classes. We have observed that the movements of the signer have a similar onset-peak-
offset pattern in the videos. Although this pattern helps to accelerate the annotation
process, speed variation or movement intensity of the signers and length of different

sign sentences were taken into account.
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Table 4.2: Average video durations (in sec.) per sign phrase and per user.

Sign Phrase (EN) User 1 | User 2 | User 3 | User 4 | User 5 | User 6 | Avg. Of Avg. Per Phrase
Chest Pain 3.83 3.73 3.60 3.46 3.89 2.88 3.65
Do You Have an Appointment? 4.33 4.35 4.08 4.84 4.07 3.88 4.32
Headache 3.04 2.90 2.93 3.30 3.21 2.84 3.05
How can I help you 4.39 4.61 4.16 4.69 4.09 3.82 4.32
Insufficient 2.94 3.37 3.09 3.35 2.47 2.52 2.96
Is it urgent? 2.84 2.83 2.74 3.26 3.04 2.53 2.89
My stomach hurts 3.57 3.85 3.57 3.58 3.83 3.12 3.61
No, not available 3.22 3.08 2.86 3.03 3.12 2.78 3.03
No, not urgent 3.72 3.34 3.19 3.89 3.65 3.09 3.50
Not available 2.44 2.88 2.55 3.03 2.57 2.50 2.64
Reluctant 2.76 - 2.90 2.96 2.63 2.84 2.83
Waist Ache 3.78 3.76 3.48 3.72 3.35 3.03 3.55
What Information Do You Want | 5.04 4.37 4.61 4.74 4.51 4.51 4.64
What is your complaint? 3.90 4.27 3.64 4.20 3.76 3.62 3.92
Yes, there is 3.03 3.05 2.92 3.26 3.17 2.61 3.03
Yes, It is an Emergency 3.19 3.21 3.04 3.18 3.27 2.73 3.13
Avg. Of Avg. Per User 3.50 3.65 3.35 3.71 3.45 3.10 3.48

Class distrubition and subset information of videos are given in Table 4.3. Videos
with negation, affirmation, pain expressions and movements were relatively few in the

corpus. This yields an imbalanced annotated dataset.
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Table 4.3: Class distribution of videos from HospiSign (HS) and BosphorusSign (BS)

subsets.

Sign ID Sign phrase (TR) Sign phrase (EN) Source Dataset | Class Label | Number of Videos
7 Acil mi? Is it urgent? HS question 35
69 Bag Agrist Headache HS pain 34
85 Belim Agriyor Waist Ache HS pain 34

221 Evet Acil Yes, It is an Emergency HS affirmation 34
222 Evet Var Yes there is HS affirmation 34
247 Goglis Agrist Chest Pain HS pain 40
277 Hayir, Acil Degil No, not urgent HS negation 34
278 Hayir Yok No not available HS negation 34
316 Isteksiz Reluctant BS-Health negation 26
353 Karnim Agriyor My stomach hurts HS pain 34
424 Nasil Yardimer Olabilirim How can I help you HS question 36
535 Siz Ne Bilgisi Istiyorsunuz | What Information Do You Want HS question 37
536 Sizin Randevunuz Var Mi? | Do You Have an Appointment? HS question 40
537 Sizin Sikayetiniz Nedir What is your complaint? HS question 36
637 Yetersiz Insufficient BS-Finance negation 27
642 Yok Not available BS-General negation 32

Class labels that are given in Table 4.3 are derived from semantics; they do not

guarantee the occurrence of the movement in the video.

4.1.4. Audio Description Association (SEBEDER) Film Archive Dataset

Audio Description Association (SEBEDER) is the first and only association that

is founded for delivering the written, visual and auditory media to the visually impaired

and the deaf society, simultaneously with the rest of the public. The association is

unofficially founded in 2006 at Bogazigi University Mithat Alam Film Center and has
been professionally active since 2010 as the SEBEDER.

SEBEDER has collaborated with Bogazici University Assistive Technology and
Education Laboratory for Individuals with Visual Disabilities (GETEM) to publish

the audio descriptions of various books via a catalog website [40].
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Outside the university, SEBEDER has published its archive website [41] and
provided audio descriptions, detailed subtitles and sign language translations of various

films to the members of the association.

SEBEDER has shared 73 films from its archive with the Perceptual Intelligence
Laboratory researchers for sign language and natural language processing research.
There are 21 Turkish films in this dataset. Sign language translations of these films
are available in the video format, in which a professional sign translator signs each cue

while watching the film scenes.

4.1.4.1. Obtaining Non-Manual Sign Clips from SEBEDER Film Translation Videos.

Sign language translation of one film is available in approximately three or four long
clips. These clips include the hesitance moments and time-outs, thus requires trimming.
Similar to the BosphorusSign dataset, SEBEDER clips are in green background. Video
frames have 640 x 480 resolution and the frame rate is 25 FPS.

Figure 4.2: SEBEDER sign language translation clip frame.

Within the timeline of this thesis, only one of the available Turkish films were
prepared, annotated and processed to conduct recognition experiments. A colleague in
PILAB has used the keywords from movie subtitles to trim the sign language translation
clips. 97 short clips are obtained with non-manual cues of negation and affirmation.

The average duration of a clip is 4 seconds.
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e For negation: ‘No’, ‘No, not available’, ‘Not available’, ‘No way’, ‘Did not hap-
pen’, ‘Does not come’, ‘Not’ keywords were used.
e For affirmation: ‘Yes’, ‘Yes, there is’, ‘There is’, ‘There exists’, ‘Okay’, ‘Alright’

keywords were used.

With the help of our colleague, we annotated the non-manual cues in obtained
short clips with the same annotator tool and the terminal application that are described
in Chapter 4.2.1. 9,722 video frames are obtained after parsing the annotations. Class

distributions of these frames are given in Table 4.4.

Table 4.4: Frame count of class labels after parsing annotations.

Class Label Affirmative Negation-side Negation-up-down Question Other Exceptional

Count 1328 191 499 376 7110 218

Total 9722

The intended class labels of the videos were affirmation, negation-side and nega-
tion up-down. However, several occurences of the question class and a new class of
non-manual sign was observed during the annotation. While the subject is signing the
phrase ‘Is that so?’, she shakes her head confirmingly with an inquiring facial expres-
sion. Thus we call this movement ‘exceptional’ and discarded the related clips of this

class.

As these signs are not originally performed for research purposes, additional chal-

lenges occur. These challenges can be summarized as:

(i) Sign videos are recorded in a challenging, less controlled setup.
(ii) The pace of movements of the signer is much higher when compared to Bospho-
rusSign Facial Signs Dataset videos.

(iii) Naive method to trim the video clips provide limited data to be annotated.

Thus, partly due to the rapidly-developing incidents in movie scenes, facial ex-

pressions and head movements of the signer are not as precise.
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4.2. Video Annotation

4.2.1. ELAN Multimedia Annotation Tool

For video classification tasks, videos can be annotated in several different ways
depending on the specific problem. In the case of activity recognition tasks, people
and actions of interest are localized in both space and time. In sign language videos,
typically a single signer would stand in a stable location, only moving the upper body
parts while signing. For the scope of this study, we are not interested in the spatial
localization of the signer, which lies already in a restricted area. The temporal local-
ization of manual signs is also out of the scope of this study. Instead, we are interested
in the temporal localization of specific head movements and facial expressions of the

signer.

ELAN, a linguistic annotation software developed by the Max Planck Institute

for Psycholinguistics [35] is used for the annotation task.

[ [ ) ® ELAN 5.4 - Undefined File Name
File Edit Annotation Tier Type Search View Options Window Help

Crid  Text Subtitles Lexicon Comments Recognizers  Metadata

Volume:
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3_7_1_color.mp4
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—

:

Figure 4.3: ELAN linguistic annotation software interface
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This software provides a broad menu for selecting, playing and annotating a
highlighted time interval within the video as seen in Figure 4.3. It allows annotation
of more than one tier. Since we were interested in the signer’s facial expressions and

head movements, we have decided on the name “non-manual” for the tier of interest.

The video annotation process requires a careful evaluation of each video in the
dataset. Pympi [42], a linguistic Python module for processing ELAN annotation
files was used as an interaction tool with the ELAN software. With the help of this
module, the non-manual tier is added to all files automatically. Although ELAN does
not support multiple file annotations, with the help of Pympi, a terminal application
is developed so that the desired number of videos can be annotated one after another

in batches.

4.2.2. Selecting Sign Videos Semantically

Despite the recognition of signs and/or sign phrases goes beyond the scope of
this study, we were still able to exploit the semantics of signs. Intuitively, most sig-
nificant facial expressions and head movements were expected to occur in questions
and negation utterances. As a starting point, literal questions in the dataset were
found. Following this, with the same direct approach, literal negation and affirmation

sentences were found.

The majority of the phrases in the HospiSign dataset, for its obvious design
purposes, are suitable for hospital information desk scenarios. Therefore, there are
multiple patient complaints. Although such phrases do not imply grammatical nega-
tion, a pattern with grimace and pain expressions was observed in signers’ faces. The
pattern was most visible when the subjects are signing to complain about a particular
ache, or were signing the particular ache as a noun. All such videos were labeled as

pain class.

In this context, searching for a question, negation and affirmation expression and

movement is rather an objective task when compared to searching for pain expressions.
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4.2.3. Signer Related Diversity

Before the annotation procedure, several random videos were visually examined
to make sure that expected head movements and facial expressions occur. Despite this
examination, challenges regarding the signers naturally existed. Major challenges were
found to be the variety in terms of pace and intensity of the head movements and
facial expressions. Considering the structure of sign language, hand movements are
expected to be relatively standardized when compared to head movements. Similarly,
as observed in our dataset, facial expressions vary from signer to signer. For instance,
User 6 is the one who displays the least intense expressions within the dataset, with
an almost always neutral expression on her face. User 6 is excluded from the dataset,

to partially balance the dominating number of neutral other frames.

Another issue is about intra-user variance. Users who display high expression
intensity do not necessarily perform similarly in all sign videos. For instance, User
5 -one of the most articulate signers as empirically observed throughout the dataset-
displays rather neutral expressions and low-intensity head movements in a particular
sign. Figure 4.4 displays one such comparison, where video frames of the same sign

video are sampled with 1/10 frame rate from approximately equal length videos of the
two users.

MENEEAE
eleleleleiele

Figure 4.4: Video frame samples of User 3 (top) and User 5 (bottom) performing the

sign “Not available”.
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4.2.4. Transition

The annotation procedure requires multiple examinations on each video to avoid
human error as much as possible. To prevent human errors, especially at the begin-
ning and end phases of movements and expressions, we have revised the annotations
of question class and introduced two new class labels: Transition to question and ex-
ception. Transition to question represents the phase in the video, where the subject
is preparing for the upcoming question expression, therefore not displaying a neutral
expression. The exception class label is used for rare cases, where the movement and

expression of the signer could not be identified.

After investigation of the preliminary experiment results, question labels were
merged with transition-to-question labels and exception labels were merged with other
labels. Following this procedure, the next set of videos are annotated less tightly. Thus,

the transition phase exists implicitly.
4.2.5. Parsing Annotations

An annotation tuple is defined as a = (I, ,,t.) where t; and t. are starting and

end time of annotation in milliseconds and [ is the annotation label.

We define the set of annotation tuples for the ith video sample v; as A,, =
{an = (Ln,tne, tne)}_, where N is the total number of ground truth annotation tuples

in v;.

Approximately 2/3 of each video frame was regarded as background and labeled as
other. This yields the vast majority of all frames to be from other class. For balance
purposes, 1/3 of other frames were randomly sampled to be used in the first set of
experiments. However, this approach violates the integrity of sign videos, therefore is

deprecated in further experiments.



36

After each annotation procedure, all video frames are labeled with the label of
their respective timestamp. Actual frame extraction was carried out after the face

detection and face crop steps explained in Chapter 3.2.
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5. EXPERIMENTS AND RESULTS

5.1. Experimental Setup

Learning rate, number of training epochs and training batch size are the hyper-

parameters of our system.

In our experiments, the initial value of the learning rate is set to 0.001 and is
decreased after every seven epochs by ratio 0.1. We have used the mini-batch gradient

descent and set the batch size to 100 training samples.

5.1.1. Data Augmentation

Every image in the training set is randomly cropped to obtain patches of size
224x224, which is the input size of ResNet. Horizontal flipping is then randomly
applied with a 50% probability on the training set, i.e. half of the training samples
would be horizontal flipped. We do not employ a vertical flip as an upside-down face

image is not a usual scene.

Images are then converted to Tensors. Tensors are normalized with respect to
mean values 0.485, 0.456, 0.406 and standard deviaton values 0.229, 0.224, 0.225 for

red, green and blue channels respectively.
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Original Cropped Flipped Normalized

Figure 5.1: Effect of data transforms when applied seperately on selected frames of

User 1 (top) and User 3(bottom).

5.1.2. Validation and Testing

Samples were resized to 256x256 (not randomly) and were cropped from the
center to obtain images of size 224x224. Images are then converted to tensors and

normalization procedure is the same with the training phase.

The same data preparation operations as in the validation phase are applied to

the test samples.

5.1.3. Evaluation Metrics

For frame-level performance evaluation, precision, recall, and fl-score are calcu-
lated per class label. Accuracy values for each test user are also reported; however,
these values reflect the inflated performance estimates considering the major number

of negative class frames.

Micro, macro and weighted average values of f1-score, precision, and recall metrics
are also reported. The micro average is calculated with the total true positives, false

negatives and false positives; without considering the class labels separately.
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In other words, the sum of dividends of each metric is divided by the sum of
denominators. The macro average is the unweighted average of each class label metric.
The weighted average is the average of each class label metric, weighted with the

support -number of samples- of each class.

In order to take this imbalance into account, we report the balanced accuracy
score, which is defined as the macro average of recall values for each class label, ex-
cluding the other class label. Weighted average values are calculated for each metric,

again excluding the other class label.

Annotation-based performance evaluation is essential in our experiments. As an
additional evaluation metric, we calculate Intersection Over Union (IoU) of annotations
for each video. We calculate the annotation level accuracy and report the results
for each test user separately. This measurement is based on how well the ground
truth annotations intersect with the predicted annotations. A demonstration of score

calculation is shown in Figure 5.2.

For a given video v;, IoU is calculated for each pair of ground truth annotation a

in A,, and predicted annotation a in /LUZ. where [, = l; as follows:

Let a; = (la, fsos feo) and a; = (la, fs,, fe,) where [, fs and f. denote the class

label, starting frame index and ending frame index of the annotation respectively.

ATr€Qintersection = min(feaa fea) - mam(fsa, fSa) +1
areynion = (fea - fsa -+ 1) + (fe& - fs;l + 1) — AT€lintersection (51)

[OU(aia a'j) = area'intersection/areaunion
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Figure 5.2: IoU score calculation.

IoU, 4+ denotes the maximum IoU score that is calculated for the ground truth
annotation a. Out of the candidate predicted annotations in A, a is assumed to match

with the prediction a*, which gives the greatest IoU score.

We assign the annotation a to be correctly classified if IoU, 4+ > t-IoU. We use
the threshold range T-IoU = [0.3,0.7]. and we calculate the annotation level accuracy

for each threshold value ¢-1oU in T-10U.

5.2. Results

The aforementioned datasets introduced in Chapter 4 are not off-the-shelf and
require careful temporal annotation. Annotation procedure required time and manual
effort. Therefore the experiments were conducted simultaneously with the annotations
and the set of labeled videos gradually enlarged. Results that are reported in this
chapter are obtained by experimenting with the whole set of labeled videos from the

aforementioned datasets.
The results of two experiment setups are reported in this section:
(i) Transfer learning for spotting the question, negation, pain, and affirmation in

BosphorusSign-HospiSign dataset videos
(ii) Cross-database test with the SEBEDER dataset videos
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5.2.1. Spotting the Question, Negation, Pain, and Affirmation in Bosphorus
Facial Signs Dataset Videos

This corpus contains 483 videos that are temporally annotated with respect to
movements and facial expressions of interest. 51,186 labeled frames are obtained after
the annotation procedure. All background frames are labeled as the “other” class.
Additionally, two distinct movement patterns are observed in negation videos; side to
side headshake and up-down head nod. Therefore, the negation class is split into two
separate classes: Negation-Side and Negation-UpDown. A total of six distinct labels
are obtained for the classification task. Class distribution of video frames in training
and test sets are given in Table 5.1. Class labels are represented with selected keyframes

given in Figure 5.3.

elellelelelslelsle

(a) Question key frames.

=& = E EEEE

(b) Pain key frames.

(=2 6 S e

(c) Affirmation key frames.

EEEEEEEEEE

(d) Negation-side key frames.
SIEEIEIEEISIEEE
(e) Negation-up-down key frames.

Figure 5.3: Selected key frames of each class label.
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Table 5.1: Training and test splits for each user fold.

Class Labels
Partitions Affirmative Negation-Side Negation-UpDown Other Pain Question | Total
Train 1614 784 2099 26427 3094 6975 40993
Test User 1
Test 456 293 741 5705 1141 1857 10193
Train 1571 749 2365 27038 3155 6683 41561
Test User 2
Test 499 328 475 5094 1080 2149 9625
Train 1666 931 2124 25433 4115 7480 41749
Test User 3
Test 404 146 716 6699 120 1352 9437
Train 1803 1054 2183 23688 3711 7280 39719
Test User 4
Test 267 23 657 8444 524 1552 11467
Train 1626 790 2589 25942 2865 6910 40722
Test User 5
Test 444 287 251 6190 1370 1922 10464
Train 204744
Total
Test 51186

As mentioned earlier in Chapter 3, ground truth annotations are smoothed before
extracting the video frames. For ground truth smoothing, we set t, = 100ms empir-
ically, and merge the ¢th annotation pair, if g; < 100ms. This smoothing helps to
close the negligible gaps between ground truth annotations caused by possible human

annotator errors.

For minimum frame count filtering, annotation blocks of all classes except for the
null class other are taken into account. First, frame count histograms for each class
of annotations are calculated as given in Figure 5.4. We observe from Figure 5.4 that
the lower bound is class-specific and that the duration of the action of interest varies
widely. The sign videos which include the action with minimum duration were visually
examined to make sure that the head movements and/or facial expressions are precise,

despite the short durations. After this, we set the minimum frame count thresholds as

fOIIOWS: tpquestion = 57 tpnegationfside - 87 tpnegationfupfdoum = 9’ tppain - 127 tpaffirmation = 8
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(e) Affirmation.
Figure 5.4: Histogram of annotation tuples with ground truth positive class frame

counts.

All of the class labels do not necessarily appear in the predicted labels of each test
user fold. For convenience, performance measurements given in Table 5.2 are calculated
for all test users jointly. Reported results are obtained after applying median filtering

with kernel size k£ = 9 and minimum frame count filtering with ¢, = f,,:n/2.
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Accuracy values for each user fold that are represented with confusion matrices
in Figures 5.7b, 5.7c, 5.7d, 5.7e and 5.7f are calculated as 60 %, 61 %, 75 %, 63 %
and 69 % respectively. As these values are inflated with the true positives of the null
class other, we calculate the balanced accuracy score excluding the null class. Macro
average of the recall values that are calculated for each class label denote the balanced

accuracy score as explained earlier in Chapter 5.1.3. The frame-level balanced accuracy

is 28 %.
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Figure 5.5: Overall confusion matrix and confusion matrices of each test user.
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Table 5.2: Frame-level performance measurement for non-manual sign recognition.
Average values are calculated excluding the null class label “other”. Balanced

accuracy is denoted with *.

Class Labels Averages without Null Class

other affirmation negation-side negation-up-down pain question | Micro Avg. Macro Avg. Weighted Avg.

fl-score | 0.79 0.11 0.11 0.48 0.10 0.56 0.44 0.27 0.37
precision | 0.75 0.58 0.62 0.40 0.68 0.52 0.49 0.56 0.55
recall 0.84 0.06 0.06 0.59 0.06 0.60 0.39 0.28* 0.39

We observe from the high recall value of other class, that our recognition system
accurately distinguishes background frames from the positive class frames. This is due
to the dominating number of samples from other class, which naturally arises from
signing patterns in the videos. An average sign video takes 3.53 sec. and the subject
performs the sign or sign phrase in approximately 1.34 sec. Thus, positive frames make

less than half of all video frames.

Confusion matrices for each test user and the overall confusion matrix are given
in Figure 5.5. The effect of the imbalanced dataset can be observed in Figure 5.7a,
where a remarkable amount of samples from each class is confused with the other class.
The majority of the video frames of Test User 1, 2, 3 and 5 are assigned to the question
class. It is seen that question class -which is the second most populated class- is learned
well by the three out of five trained models. Specifically, the model trained for Test

User 2 can successfully recognize the question frames.

From Table 5.2, we find that the negation-up-down class shows similar recognition
rate with the question class, despite having only ~ 1/3 as many training samples as
question class. Though, for question and negation classes (both of them), the subjects
display relatively standardized movements and expressions. Slightly tilted head and
raised eyebrows for the question; side to side headshake or head nod for negation are
the characteristics of these classes. However, such precise characteristics are relatively

hard to define for affirmation and pain classes.
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We observe particularly low recall values for affirmation, negation-side and pain
classes in Table 5.2. Ideally, we want high precision and high recall scores for each class.
However, for some scenarios, a high recall value may be much helpful. Considering a
hospital scenario where our classifier is employed for determining whether the patient
is in pain or not. A high recall value for pain class means that the system correctly
identifies the majority of the patients who are in actual pain. A high precision value
for pain class means that, out of the patients whom the system classifies as in pain,
the rate of patients who are in actual pain is high. Correctly identifying the patients
who are in actual pain is more important in this case. Therefore an improvement in

the training phase of these three classes is required.

other
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negation-side
negation-up-down
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affirmation

ground truth

prediction

class probability
o
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o
o
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frame number
Figure 5.6: Colored comparison of ground truth vs. precited frame labels with class

prediction probabilities.
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For a clear interpretation of IoU based performance measurements, prediction
probability bar plots of selected test videos are plotted as given in Figure 5.6. Selected
test videos with different qualitative performances are given in Figure 5.7 and Figure
5.8. We observe that the frame-level predictions of given test videos in Figure 5.7
frequently intersect -either lie within or comprise- with the temporal borders of ground-

truth annotations.

We observe the tendency of being misclassified as the question class in the
negation-up-down, negation-side, pain, affirmation class frames in Figure 5.8. Also,
more commonly in pain and affirmation videos, the system does not necessarily predict

any positive labels for the video frames, as can be seen in Figure 5.11.

There are a total of 75 videos in the test set, which do not have any frames
labeled with positive classes. That is, the signers in these videos do not display any
non-manual sign, causing all video frames to be automatically labeled as the other
class. Such videos were not discarded from the dataset, to evaluate the relevance of

the retrieved neutral/background frames.
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Problematic regions of selected videos represented in Figure 5.8 are given in Figure
5.9 and 5.10. Affirmation frames in Figure 5.9 and negation-up-down frames in Figure

5.10 are indeed ambigious when the facial expression is taken into account.

HEHEEEEEEE

) Affirmation frames that are misclasified as question frames.
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(b) Null class frames that are misclassified as question frames.

Figure 5.9: Misclasified frames of the video represented in Figure 5.8a.
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Figure 5.10: Negation-up-down frames that are misclassified as question frames, from

the video represented in Figure 5.8b.
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Figure 5.11: Selected test videos without positive ground-truth (left) and without
positive prediction (right).
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Annotation accuracy of each Test User fold and overall accuracy calculated with
thresholds ¢-IoU = [0.3,0.7] are given in Figure 5.12. Accuracy is calculated for each
class label, as the rate of correctly classified annotations to the total number of anno-

tations. Statistics of ground truth annotations are given in Table 5.3.

Table 5.3: Count of ground truth annotations per class label in each test user fold.

question negation-side negation-up-down pain affirmation
Test User 1 44 12 23 23 12
Test User 2 48 12 15 22 12
Test User 3 35 7 22 4 12
Test User 4 48 1 23 15 12
Test User b 33 9 9 26 12
Total 208 41 92 90 60

IoU plots given in Figure 5.12 verify that the system is more successful at rec-
ognizing negation-up-down and question classes. Negation-side is the least populated
class in terms of ground truth frame count. This is reflected in its accuracy levels given
in Figure 5.12a. Although having a relatively great number of training samples, pain

class annotations have the lowest level of accuracy.
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Figure 5.12: Accuracy of ground truth annotations versus different t-IoU values.

Generally, we find that the signer specific movements visibly affect the loU scores

for affirmation and pain classes.
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As mentioned earlier in Chapter 4, these two classes do not have as standard
movements and expressions as the question and negation classes. The negation-side
class has the least amount of training and test samples in our experiments, which
explains its low recognition performance in general. Despite that, we find that the
negation-side signs displayed by User 3 and User 5 are recognized better from Figures

5.12d and 5.12f. These users are more articulate with the side-to-side head shake.
5.2.2. Cross-database test with the SEBEDER dataset videos

Affirmation, negation-side, negation-up-down and question frames are obtained
from sign language translation clips of a selected film as mentioned earlier in Chapter
4.1.4. Representative sequences of each class are given in Figure 5.13. The models from
the previous experiment which are trained using the leave-one-subject-out method are
employed in this experiment. We report the classification results of each model and the

overall performance, as well as the IoU based annotation level accuracy in this section.

(a) Question key frames.

1 55 ) s e ) R

(b) Affirmation key frames.

e 5 1 2

(c) Negation-side key frames.

I 9 9 9 9 9 9 9

(d) Negation-up-down key frames.

Figure 5.13: Selected key frames of each class label in SEBEDER.
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Table 5.4: Training and test splits for each partition fold in SEBEDER experiments.

Class Labels

Partitions | Affirmative Negation-Side Negation-UpDown Other Pain Question | Total
Train 1614 784 2099 26427 3094 6975 40993
Test 1328 191 499 6340 - 329 8687
Train 1571 749 2365 27038 3155 6683 41561
Test 1328 191 499 6340 - 329 8687
Train 1666 931 2124 25433 4115 7480 41749
Test 1328 191 499 6340 - 329 8687
Train 1803 1054 2183 23688 3711 7280 39719
Test 1328 191 499 6340 - 329 8687
Train 1626 790 2589 25942 2865 6910 40722
Test 1328 191 499 6340 - 329 8687

Train Total 204744

Test Total 43435

All of the aforementioned methods are applied to the SEBEDER video frames
during annotation, preprocessing, face image cropping as in the previous experiment.
Similarly, median filtering and minimum frame count filtering are applied to the results
reported. We find that the median filter of size k = 3 performs the best and report the

results respectively.

After analysing the histogram of annotation tuples for SEBEDER clips, we set
the minimum frame count thresholds for as follows: ¢ =6, = 6,

=4, ¢ = 6.

Pquestion Pnegation—side

Pnegation—up—down Paf firmation

Accuracy values for each user fold that are represented with confusion matrices in
Figure 5.14 are calculated as 55 %, 61 %, 31 %, 68 % and 37 %. For the imbalanced test
set of SEBEDER video frames, again the macro average of recall values represent the
balanced accuracy score of the system. Precision, recall, and fl-scores are calculated

only for the predicted class labels to prevent ill-defined values.
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Figure 5.14: Confusion matrices of each test fold in SEBEDER experiment.
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As the test set of each partition consists of the same set of video frames in this

experiment, we report the average frame-level performance measurements in Table 5.5.

The pain class does not exist in SEBEDER videos.
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Table 5.5: Frame level average performance measurement for non-manual sign

recognition in SEBEDER. Balanced accuracy is denoted with *.

Class Labels Averages Without Null Class
Other Negation-up-down Question | Micro Avg. Macro Avg. Weighted Avg.
fl-score | 0.72 0.19 0.13 0.14 0.16 0.16
precision | 0.75 0.25 0.08 0.11 0.16 0.18
recall 0.72 0.17 0.50 0.30 0.34* 0.30

We observe particularly low performances in this experiment. As is the case
in the BosphorusSign Facial Sign dataset experiment, the question class frames have
the highest recall value. The system can correctly identify half of the face images
with inquiring expressions, which is a promising rate when used as an inquiry retrieval
system.Precision value of the question class, however, show that, as the second most
populated class (in training phase of the earlier experiment), its probability value
dominates the classifier decision and causes the system to misclassify other positive
class frames as the question class frame. The patterns of head movements while asking
a question and while approving something are somewhat similar indeed. In both cases,
the subject slightly tips their head to one side and tilt their head down. These classes

can be differentiated better with facial expressions.

As already observed from Table 5.5, we find that the negation-side and affirmation
classes are not classified correctly by any of the classifiers. Model 3 and Model 5
recognize the question and negation-up-down class frames slightly better than the other

models.

While overall frame-level recognition accuracy is low, we observe that some mod-
els are better at avoiding noisy, isolated predictions as seen in Figure 5.15. However,

from Figure 5.16, we see that not all of the noisy predictions could be avoided.
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Figure 5.15: Signer performs "This does not exist, that does not exist’, labeled as

negation-up-down.
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(a) Predictions of Model 5. Signer performs (b) Signer performs “Do not tell anyone,
“No, Zafer. Not a leaf is stirring right now.”. okay?”.

Figure 5.16: Prediction probability plots of selected videos from SEBEDER.

Ground truth annotation block counts of non-manual signs in SEBEDER video
clips are given in Table 5.6. Using the same threshold values t-IoU = [0.3,0.7] for IoU
scores, accuracy values for these 108 annotation blocks are calculated seperately for all

five models. The results are given in Figure 5.17.
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Figure 5.17: Accuracy of ground truth annotations versus different t-IoU values.

Table 5.6: Total number of ground truth annotation tuples per class label in

SEBEDER video clips.

question

negation-side

negation-up-down

affirmation

Test User

15

9

26

o8

Similar to the results in Chapter 5.2.1, Model 4 fails to recognize the question

annotations.

Model 5 gives the most stable accuracy rates with 46% for question

annotations and 38 % for negation-up-down annotations at t-IoU = 0.5.
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Despite not being exactly comparable, we observe from Figure 5.12f and Figure
5.17e that the Model 5 learns to classify the two out of five class of facial signs: Question
and negation-up-down. We find that Model 5 generalizes to unseen data, considering
the promising annotation recognition rate on the challenging set of video clips from

the SEBEDER dataset.
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6. CONCLUSION

In this study, we have prepared a dataset of non-manual signs from Turkish Sign
Language and reported recognition results using a baseline classification method. Our
non-manual sign dataset has five classes that have significance: Question, negation side
to side and negation up-down, affirmation, and pain. We have provided frame-level

annotations and developed a baseline system to classify these signs and the null class.

Our classifier relies on a Resnet model that has been pre-trained on a large number
of face images. We fine-tune the model and add a final fully connected layer. We also
apply post-processing to remove noisy frames. We report frame-level classification
results using a leave-one-subject-out protocol. The frame-level precision for the five
non-manual sign classes are 58%, 62%, 40%, 68%, and 52%. Since the dataset is highly
unbalanced in favor of the “other” class, the balanced accuracy score is calculated as

the average recall values of each class, which is 28 %.

The annotation-level classification performance is reported using IoU threshold
values. We calculate the annotation accuracy as the rate of correctly classified positive
annotation blocks overall 491 positive annotation blocks. We consider an annotation
to be correctly classified if its IoU score is above the pre-determined threshold value.
For the threshold value t-IToU = 0.3, annotation-level accuracy values are 55.77 %,
14.63 %, 72.83 %, 10 % and 11.67 % for question, negation-side, negation-up-down,
pain and affirmation classes respectively. Considering the short duration of actions, we
consider setting t-ToU = 0.3 as acceptable. We have also reported the sign recognition
performance for each user. It is observed that performance varies from user to user.
Some users have better articulations of non-manual signs and the classification accuracy
of their signs is higher. Others have non-standard articulations and the misclassification
rate is higher. As future work, user adaptation techniques can be applied to remedy

this problem.
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A cross-database experiment is also conducted to test the generalization capacity
of our non-manual sign recognition system on a highly different dataset. TSL trans-
lation video of a Turkish movie, in which a professional signs each cue in each movie
scene is trimmed into several short clips using a list of negation and affirmation key-
words and the movie subtitles. The obtained short clips are then temporally annotated
and processed, to extract face images with the non-manual sign labels. Four out of five
of the non-manual signs from the first experiment occurred in this test set: Question,
affirmation, negation-side, and negation-up-down. Without re-training the model, new
video frames are given to the five different models of pre-trained ResNet and the results
are reported. The models cannot recognize the affirmation and negation-side frames.
However, the most stable results are obtained from one of the models, which classi-
fies 66.67 % of question annotations and 42.31 % of negation-up-down annotations

correctly.

Although annotation-level accuracies for selected class labels are promising, we
find that the spatial modality of the ResNet is not adequate for modeling the sequential
information that lies in sign language videos. As future work, 3D CNNs [12] can be
employed for non-manual sign recognition. Alternatively, instead of employing an end-
to-end CNN architecture, we may consider feeding the learned features of a CNN to

an LSTM as in [13].

From class-specific performance measurements, we find that the pain is one of the
most challenging classes to recognize, while the question and negation-up-down classes
are more distinguishable. We argue that the facial expressions might be the cause of
this issue. An alternative modality for encoding the head movements, such as feeding
selected facial landmark coordinates together with the RGB images could increase the
classification performance. For ambiguous movements like an approving head shake and
a declinatory head nod, eyebrow coordinates would carry crucial information. Similarly,
derivative information such as the rotation of landmarks or distance of landmarks from
a fixed reference point could be tracked for modeling the facial expression and head

movement.
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Specifically, in less controlled setups as in the SEBEDER dataset, movements and
expressions that occur instantly cannot be easily annotated with the human annotators.
Considering the promising recognition rate of two out of five facial sign classes in
cross-database experiments, employing our classifier before annotating question and

negation-up-down videos may ease the job of the annotator.

To the best of our knowledge, a temporally annotated Turkish Sign Language
dataset with non-manual tier labels does not exist. A possible future work would be
to annotate other publicly available TSL datasets and use the learned weights on the

BosphorusSign-HospiSign subset for a cross-database comparison.
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