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ABSTRACT 

 

 

  

THE EFFECTS OF CREDIT ON ECONIMIC GROWTH 

 

 
Güleç, Nurullah 

 

 

M.S., Department of Economics 

 

Supervisor: Assoc. Prof. Dr. Abdulkadir Develi 

January 2018, 144 pages 

 

 

Economic growth has always been one of the leading working areas of 

economists. In many studies, different factors affecting economic growth were 

investigated. The relationship between credit growth and economic growth has 

been subject to many studies. In this study, the effects of lending on economic 

growth and inflation were investigated. Credits were dealt with in three groups 

as commercial credits, consumer credits, and credit cards. The effects on the real 

gross domestic product (rGDP) and on inflation of each group were investigated. 

Vector Autoregression Model (VAR), which is frequently used in the analysis 

of econometric data, was used in the study. By establishing eight different VAR 

models, it was tried to determine the relationship between rGDP and each credit 

group and the relationship between inflation and each credit group. Finally, using 

Granger causality analysis, the causality relation between credits and inflation 

and the causality relation between credits and rGDP was examined. 
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ÖZET 

 

 

  

KREDİNİN EKONOMİK BÜYÜME ÜZERİDEKİ ETKİLERİ 

 

 
Güleç, Nurullah 

 

 

Yüksek Lisans., İktisat Bölümü 

 

Tez Yöneticisi: Doç. Dr. Abdulkadir Develi 

Ocak 2018, 144 Sayfa 

 

 

Ekonomik büyüme ekonomistlerin her zaman önde gelen çalışma alanlarından 

biri olmuştur. Yapılan birçok çalışmada ekonomik büyümeyi etkileyen farklı 

unsurlar araştırılmıştır. Kredi büyümesi ve ekonomik büyüme arasındaki ilişki 

birçok araşıtırmaya konu edilmiştir. Bu çalışmada kredilerin ekonomik büyüme 

ve enflasyon üzerindeki etkileri araştırılmıştır. Krediler, ticari krediler, tüketici 

kredileri ve kredi kartları olarak üç grup şeklinde ele alınmıştır. Her grubun reel 

gayri safi yurt içi hâsıla (rGSYH) ve enflasyon üzerindeki etkileri araştırılmıştır. 

Araştırmada ekonometrik verilerin analizinde sıkça kullanılan Vektör 

Otoregresyon Modeli (VAR) kullanılmıştır. Sekiz farklı VAR model kurularak 

her kredi grubunun rGSYH ve enflasyonla ilişkisi tespit edilmeye çalışılmıştır. 

Son olarak Granger Nedensellik analizi kullanılarak krediler ile rGSYH ve 

enflasyon arasındaki nedensellik ilişkisi araştırılmıştır. 

 

Anahtar Sözcükler: Ekonomik Büyüme, Kredi Büyümesi, Enflasyon 
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CHAPTERS 

CHAPTER I 

 

1. INTRODUCTION 

 

The relationship between financial development and economic development has 

been the subject of many studies. Some economists argue that the financial 

development is the reason for the economic development, while some 

economists claim that the economic development is the reason for the financial 

development. 

One of the most important indicators of financial development is credit volume. 

Credits are the basic tools for economic growth, especially in developing 

countries. Because both the production and consumption in the economy can be 

financed through credit. Whether supply-side growth or demand-side growth 

model is chosen, credits are either indispensable for both models. For this reason 

very serious work has been done on the credit volume and it continues to be 

done.   

In the economy, the most important actors having effect on credits are banks. It 

is claimed that with the development of the banking sector, more efficient use of 

the funds in the economy is ensured. Banks collect funds and provide funding 

for those who need it. The banking sector has a crucial role in the efficient use 

of funds in limited quantities. 

The banks also support the economic development from both sides. The banks 

can provide to increase in production in economy by supporting the 
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entrepreneurs who lack the capital, while banks can support the consumption by 

providing funds to those who want to consume however have not enough 

income.  

In this study, the effects of credit volume on economic growth and inflation will 

be investigated. For this purpose, the total credit volume, inflation, trade credit 

volume, the consumer loans volume and credit cards series between 2003 and 

2017 in Turkey based in quarters have been worked. The relationship between 

credit volume and banking sector is considered and the literature on banking will 

be searched and the banking in the current economic system will be examined. 

Chapter 2 focuses on the concepts of money and banking. Brief information 

about the historical development of money, functions of money and types of 

money will be given. Then, information will be given on banking, central 

banking, functions and purposes of the central banking, reserve systems and 

commercial banking. 

Chapter 3 deals with the relationship between money, credit and economic 

growth. The definition of credit will be considered first. The relationship 

between money and credit will be analyzed by comparing the functions of money 

and functions of the credit today. The relationship between economic growth 

and money will be addressed through the quantity theory of money. Brief 

information about the quantity theory of money will be given and a revised 

version of the theory taking into account the relationship between credit and 

money will be worked on. Inspired by this theory the effect of the sub-fractures 

of the credit on real growth and inflation will be analyzed.  

In Chapter 4, the methodology of this work and the methods to be used are 

briefly explained. The structural characteristics of the data to be used will first 

be analyzed. The results of the analysis will prove the suitability of the VAR 

model. Once the implementation and structure of the VAR model is explained, 
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the model will be established using the data and the results obtained from these 

models will be interpreted. The Granger Causality test will be applied at the end 

of the analysis and the causal relationships between the series and the directions 

of the causality will be determined.  

In Chapter 5, the results obtained will be interpreted and suggestions will be 

given. 
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CHAPTER II 

 

2. MONEY AND BANKING 

 

This section will focus on money and banking terminology, which are essential 

to this work. Firstly the information about the historical development, types and 

functions of the money will be given. Then, information will be given about the 

banking sector; central banking and commercial banking, respectively. In this 

frame, brief information about the role of banking in economy, working 

principles of central banking and commercial banking will be presented. 

2.1. Money 

Money is the most fundamental tool for the ease, continuity and security of 

economic activities. When we look at the most used expressions in economic 

life, we can see that almost all of them are related to money, such as earning or 

making money, spending money, saving money, borrowing or lending money, 

etc. Since money is such a fundamental component of the economy, many 

studies have been made on money, money theory and monetary policies and they 

are still being done. 

What is Money and Its Historical Background? 

Money, with the broadest definition, can be described as the means of payment 

and measure, which is accepted by all people in society and mediates all 

commercial activities. As it can be understood from the definition, the most basic 

feature that an object can be money is that it is accepted by the whole society. 
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Today, this is achieved by accepting the banknotes printed by the central banks 

as a means of payment and measurement by states. 

Many objects in history have been used as money such as seashells, pearls, 

processed wood, rice, wheat, iron, copper, gold, silver, etc. People start trading 

at the beginning by exchanging goods which are needed with goods which are 

more in their hands. But this method did not always allow the desired trade to be 

done. For this trade to take place, both sides should have needed the goods that 

other ones had. The difficulties lived here led people to demand goods, that they 

could exchange again, in exchange for selling their goods. As a result, rare 

objects such as commodities or shells rarely found in nature have begun to be 

used as tools of exchange. Although the objects used in this phase were features 

of exchange, they still did not have the feature of being a unit of measure, 

because no standard was provided for the commodities or other means of 

exchange. In the next stage, the known first money is printed by Lydians in 

Anatolia in the B.C. 7th century. The main reason why the Lidyalians need the 

money to fulfill all the functions and use them is because they have a very high 

trade volume due to their geographical location and they need to make this trade 

faster, easier and safer. The use of gold coins has become widespread in the 

world after the discovery of the mien stone and the determination of the metal 

rates within the coins. However, even this money was not enough to make the 

trade truly comfortable and safe. Eventually, the states standardized the coins by 

processing various symbols on them and brought them in an acceptable manner 

in terms of the whole society.  

Rapidly growing world trade as a result of making money more convenient for 

daily use and trade, technological developments and increasing economic 

activities in parallel with increasing needs makes difficult and risky for traders 

to carry much money on their long journeys. Then the traders started to use the 

bonds which were accepted as payment promises among themselves. These 
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bonds were used to keep the trade faster and more reliable until the paper money 

was used. 

As a result of the developing trade, the enriched traders began to give their 

money to the bankers to keep and protect their fortunes and they started to take 

bonds for their given money. These bonds were accepted and used as a means of 

exchange for buying and selling goods in society. At the beginning, the bankers, 

who had printed bonds as much as precious metals they had, realize that the 

bonds are accepted like money, and so precious mine owners want to reclaim 

certain parts of the mine they lend. Then, by printing bonds as much as they 

want,  the bankers began to give dept to people who want to take dept and this 

was the birth of the fractional reserve system. 

At the latest in the development of money, the governments decided that the 

bonds issued by the bankers to the market would be put on under a single 

institutional framework. This means the birth of central banks. Today, banknotes 

issued by state-authorized central banks are used as money in economies. 

Nowadays, the banknotes that are printed and marketed by the central bank 

through commercial banks carry inherent characteristics such as acceptability,  

portability,  stability, and durability.  

What are the Types of Money? 

Looking at the historical development of the money, as mentioned above, it 

appeared that money had been used in various forms over time. After the period 

of barter, the money emerging from the use of precious metals was called 

commodity money. The values of commodity money depended on precious 

metal contained itself. These values written on the money according to the rate 

of the mine it contains represented purchasing power. The main difficulty in 

using commodity money was that it is difficult and risky to move. In addition to 
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this, the authority holder of printing this money made benefit by making changes 

in the rate of precious metal during the printing, and in this case, this unjust 

income was called seniorage (Şıklar, 2009). As a result of this implementation, 

the money with high rate precious metals was held in hand and the low ones 

were started to be used in trade. This situation was described by British Sir 

Edward Gresham and was called Gresham law (Şıklar, 2009). 

Due to the increase in economic activity and the increase in trade volume, some 

difficulties were occurred, especially, transferring and maintaining of 

commodity money. Therefore period of representative money began. The 

representative monetary system works in the form of giving precious metals to 

the bankers and taking the bonds with money quality in the market.  

The representative money has undergone a transformation over time and is 

guaranteed by the states through legal regulations. With this regulations central 

banks authorized by the states have the authority to issue money. Nowadays,  

money which is printed by central banks and cannot be converted into any 

precious metal called fiat money. The basic principle of accepting such objects 

as money is to be accepted by the state as a means of payment. Today, these 

money is issued by central banks to the market through commercial banks.  

The last type of currency we will be referring to is the checks writen against the 

demand deposits or credit accounts in the bank, which is called commercial bank 

money. Here, besides giving money into the system by printing checks up to the 

deposits they collect, they also provide money to the system by lending deposits 

as credit and writing checks again against to these credits.  

What are the Functions of Money?  

The money has three basic functions. These can be sorted as medium of 

exchange, unit of account and store of value. 



 

8 

 

Money is used as a means of exchange in the purchase and sale of goods and 

services. Being the medium of exchange in trade is the basic reason why money 

is needed. This feature, which removes the difficulties of the first version of the 

trade, barter system, provides that economic units meet the needs easier and 

quicker.  

The money has a function that allows the value of the goods to be expressed to 

a common extent for both the buyer and the seller. Through the unit of account 

function, money plays a fundamental role in the formation of economic activity 

by expressing the goods and services on the market in a common value unit. 

Money keeps purchasing power in future periods as it is in the current period. In 

fact, this property is also present in all goods that express economic value, such 

as land, precious metals, houses etc. However, there is a liquidity feature, 

representing to obtain other goods and services at the desired time, on the money 

that is different from other commodities. This means that, as in the period of 

barter, by using other commodities people can act as a commercial activity 

among themselves, but doing this activity by using money is more easily and 

safely, without the need for any other intermediary means. 

2.2. Banking 

Banks are commercial institutions, which are one of the most important 

instruments of the economy, that enables money to exist in the economic system, 

to adjust its circulation and amount according to its needs. Since banks are the 

institutions that play the most active role in controlling the money in the 

economy, they also play a crucial role in economic development of an country 

and in increasing the level of prosperity.  

Banks can be divided into several categories according to different criteria. Some 

of those; banks according to ownership structures: private banks, public banks, 
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mixed banks, foreign banks, banks according to organizational fields: local 

banks, regional banks, national banks, international banks, offshore banks, banks 

according to economic activities: agricultural banks , mine banks, commercial 

banks, public banks, investment banks, development banks, central bank. In 

spite of all these classifications, considering the functions of banks in the 

economy, it is possible to divide banks into two; central banks and commercial 

banks (Kaya, 2013, p.74-85).  

The central banks are one of the most important institutions of the economy, 

called the bank of the banks, which create money by basing on the authority 

given by the states and which put these money into the economic system through 

commercial banks.  

 

 

Figure 1.1: Money Supply 

Commercial banks are an important financial institution that transfers the 

banknotes receiving from the central bank to the other units of the economy and 

make it possible to exist money, which is the basic means of making purchases 

with the simplest expression, in the system. At the state of nature (without any 
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Money 
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money in the system), although the whole money required to finance the 

economy is provided by the central bank, after the economic system starts to 

work, the banks collect the deposits from the economic units and transfer these 

deposits to the other economic units that need funds and carry out the financial 

intermediation function, and they serve for continuity of economic system (Casu 

et al., 2015, p. 3-4). 

2.2.1. Central Bank 

Central banks are the banks that are authorized by the state through law, have 

the authority to print money on behalf of the state, aim at monetary stability or 

price stability by directing the money market. The central banks manage the 

monetary policy in the country to maintain price stability, to prevent liquidity 

crises, money market failures and financial crises (Casu et al., 2015, p. 121).  

The reason for the need for central banks is the necessity of inspections and 

regulations that must be made in the financial system, after paper money begins 

to be used. 

Looking at the history of central banks, the Bank of England, which was 

established in 1964 and served as the first emission bank, can be regarded as the 

first central bank. In addition, according to some economists, the first central 

bank was established in 1668, the Swedish state bank which gave its own 

banknotes as money representing the discounts of commercial bonds and 

exchanged these banknotes to precious metal money if requested. (Parasız, 2005, 

p275).  

Central banks are designed as institutions with the right to print money as much 

as precious metals in their hands at the beginning of their establishment. In this 

framework, there are no inconveniences for the central banks being privately 

funded organizations. However, the rapid growth of the population of the 

countries and the related trade has created the need for the increase in the money 



 

11 

 

supply in the economy more than the precious metals, and thus the central banks 

have begun to print more money than the precious metals in their hands. In this 

way, it was possible that one of the most important qualities of the states, the 

power of printing money, can be abused by private institutions, therefore the 

central banks started to be nationalized. However, according to some 

economists, states that have permanently budget-deficits can close the budget 

deficits by using the central banks and this would harm the stability in the 

economy. Because of this theory, central banks have reached their present 

autonomous position.  

The Purpose of Central Bank 

The fundamental purpose of the central bank is to ensure that the country's 

economy continues as smoothly as possible. To realize this aim, the central bank 

intervenes to the economy at the points where it believes that it is necessary to 

use the instruments at its hand.  

Recently, it take attention that the first goal of central banks is to fight against 

inflation. Actually, the central bank counteracts the long-term increase, 

inflasion, or decrease, deflation, at the general level of prices to fulfill the its 

fundamental purpose, price stability. Price stability implies that changes in the 

level of general prices are small enough that people do not need to take into 

account in decisions about investment, consumption and savings. The main 

reason why the central bank accepts price stability as its main objective is that 

price stability has a direct influence on people's investment, saving and 

consumption. 

It is a topic that has been frequently spoken in recent times that financial stability 

is important for macroeconomic stability of the country besides price stability. 

Financial stability is a situation that financial functions such as the payment 

system, risk dissipation and efficient allocation of resources are effectively 
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implemented even during periods of temporary fluctuation, shock or structural 

change. In a narrow sense, financial stability is the absence of long-term 

volatility in asset prices (Darıcı, 2012) 

The Functions of Central Bank 

According to Ball (2011, p.47), the functions of central bank can be listed as 

clearing payments, monetary policy, emergency lending and financial 

regulation. 

Function of clearing payments means that the banks carry out transactions 

between themselves through the central bank. As we have already mentioned, 

the central bank is also called the bank of the banks.  

Other function of central bank is monetary policy which means that controlling 

money supply in the economy. The central bank fulfills this function by making 

arrangements affecting money and credit access and cost. In this way the central 

bank determines how much money the banks can create and put into the 

economic system. 

Third function of central bank is used in extraordinary economic circumstances 

to protect depositors and prevent bigger economic crisis. This function, also 

called the lender of last resort, is applied in cases of economic crises where banks 

are in danger of sinking and money needs can not be provided from other 

sources.  

Financial regulation is the last function of central bank which service to preclude 

banks from taking too much risk. By restricting the activities of the banks, the 

central bank aims to ensure monetary stability and to keep the economy safe. 
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In addition to these four functions, Casu at al. (2015, p.122) also stated that the 

central bank fulfills functions of holding the goverment’s bank accounts and 

controlling the goverment’s gold and foreign currency reserves. 

Objective and Tools of Monetary Policy 

Monetary policies, one of the most important tools of central bank, are used 

while central bank realizes its objectives. The central bank aims to regulate 

interest rates, price stability and available credit amounts by adjusting the 

amount of money in the economic system through monetary policy. We can list 

the primary aims of the monetary policy in the following way; high employment, 

price stability, stable economic growth, interest rate stability, financial market 

stability and stability in the foreign exchange market (Casu at al. 2015, p.128). 

However some of these aims contradict each other. One example of these 

conflicts can be expressed as follows. If the central bank reduces interest rates 

in order to stabilize interest rates, this policy may have a positive impact on 

economic growth and employment growth. However, such a policy also brings 

inflation. For this reason, central banks may have to make a choice between these 

objectives in order not to contradict objectives. In the world, the primary 

objective of central banks is generally to ensure price stability. 

 

Figure. 1.2: Monetary Policy Instruments, Targets and Goals (Casu at al. 2015, p.129) 

The central bank uses some instruments to achieve the above-mentioned 

objectives. As it can be seen at Figure 1.2, it is possible to classify these tools 
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into three categories; open market operations, discount windows, and reserve 

requirements. 

The central bank carries out open market transactions by purchasing treasury 

securities from the non-bank or by selling treasury securities to the non-bank 

private sector. These operations are very important for adjusting the amount of 

money in the economy. The central bank has the ability to influence the liquidity 

in the economy and also the interest rates through these operations. If the central 

bank sells treasury securities, it will reduce the money supply in the system. As 

a result of this, short-term interest rates increase. On the contrary, if the central 

bank buys treasury securities, it increases the money supply in the system. This 

results in short-term interest rates falling. 

 

 

Figure. 1.3: Effects of Monetary Policies 

Open market operations are the most frequently used instruments because of 

having some important advantages. First of all, open market operations have a 

quick impact on the economy. As well as the quick effects, the effects are fully 

measurable and controllable. It can be quickly and easily reversed when an 
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undesirable effect occurs. Since open market operations can be applied at the 

desired frequency and volume, minor or major arrangement can be realized. 

Discount rate can be defined as the lending interest rate of the central bank. The 

central bank can increase or decrease the cost of finding money for banks by 

changing the discount rate. The central bank, which adjusts the amount of money 

in the economy through its borrowing costs, also affects short-term interest rates. 

By increasing discount rate, the central bank can increase the borrowing costs of 

banks and reduce the volume of money in the economy. On the contrary, by 

decreasing discount rate, the central bank reduces the borrowing costs of the 

banks and increases the volume of money in the economy. Banks often use funds 

from the central bank for a short term. This instrument is also used to fulfill the 

lender of last resort function of the central bank. So, this instrument is used to 

prevent the deepening of the crisis in times of economic crisis in which banks 

can not find alternative sources. 

The banks holds a certain amount of reserve in accordance with the prudential 

principle in order to meet the cash needs of the customers. The central bank may 

change the amount of reserves that banks must hold. With this amendment, the 

central bank aims to adjust the amount of credit in the economy. The central 

bank, which increases the required reserve ratio, means that targeting the 

reducing supply of money in the economy. Vice versa, by reducing the required 

reserve ratios, the central bank allows the banks to create more fund to the 

economy. This instrument affects all banks at the same time. However the 

opposite of open market operations, required reserve ratios are not often used 

instruments, since the required reserve ratios have very serious effects on the 

money supply. So, it is not possible to make small adjustments to the money 

supply in the economy with this instrument. Further frequent changes in required 

reserve ratios can cause serious problems in the financial structure of banks.  
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Money Supply and Required Reserve Systems 

In economy, Money supply is provided by central banks which is entrusted by 

governments. Instead of giving directly money to economic units, the central 

bank makes the money supply through the banks.  

At the beginning, the bankers take charge of protecting the precious metal and 

money they collect. The bankers were only lending their own capital to money 

seekers. As the banking logic evolves, the banks realize that only a very small 

part of the deposits deposited to them are demanded back, and that a very large 

part is not. They started to keep some of the deposits in the banks as reserves and 

to lend the remainder to the money seekers. In this way, the bankers initially 

started to work with the full reserve system and then started to apply the 

fractional reserve system. Although the exact nature of the reserve system is 

better suited to banking, the banking sector began with the application of the 

fractional reserve system 

Fractional Reserve System 

The fractional reserve system is a banking reserve system in which only a part 

of the deposits collected by the banks are held in cash or in assets which have 

high liquidities and the rest of deposits are given to the clients as credit. 

Nevertheless, this system is not in line with the philosophy and functioning of 

deposit banking, the foundation of this system is based on the private Venetian 

bankers in the middle of the 14th century (Douglas et al., 1939). In the fractional 

reserve system, money is produced on the basis of debt (Askari & Krichene, 

2016). Therefore, this type of Money creation method is also called a debt based 

monetary system (Gündoğan & Çetiner, 2014). 
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Figure 1.4: Debt Based Monetary System (Gündoğan & Çetiner, 2014). 

In the fractional reserve system, money is created by the banks under central 

bank control. When banks give deposits collected to their customers as credit, 

they create as much money as credit they give.  

The following table, Table 1.1,  shows that a customer deposits 1000 TL to the 

bank. 

Table 1.1: Deposits 1000 TL 

 

 



 

18 

 

Now, assume that one customer want to credit from bank, and bank gives 500TL 

credits to this customer. In this case the bank's account record will be like 

Table1.2. 

Table 1.2: Lending 500 TL 

 

As seen in Table 1.2, while the cash reserve of the bank did not change during 

this transaction, customer deposits increased by 500 TL.  The money supply in 

the economy which is the sum of the deposits in the banks is considered, it is 

clear that the bank has created money as much as loans bank gave. 

The amount of money that banks can create is restricted by the central bank 

through required reserves in the fractional reserve system. The reserve 

requirements were originally kept for the security of the customers, and later 

became a tool that the central bank used to determine the amount of money in 

the system. In the fractional reserve system, maximum money supply is directly 

related to the required reserve ratio determined by central bank. In the following 

table, table 1.3, how much money can be created from the starting cash deposits 

of 1000 TL by banks under 10% required reserve ratio (R) condition have shown. 
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Table 1.3: Transections in Banks 

 

In Table 1.3, first customer A deposits 1000 TL in cash to the bank. The bank 

has to keep a reauired reserve of 100 TL due to this deposit and the bank may 

give the remaining money, 900 TL, as a loan to new customers. In second 

transaction, The bank gives 900 TL to the new customer B as a loan and deposits 

it in the deposit account opened on behalf of the customer. The deposits laid on 

behalf of the bank customer B is accepted as new deposits and the bank holds 90 

TL which is one-tenth of deposit of 900 TL is as required reserve for these 

deposits. These transactions are carried out until the first cash deposits are holded 

as reserves, in other words, until there is no cash, excluding reserves, remaining 

in the bank. Ultimately, the bank could create 10 times as much money supply 

as the initial deposit. This multiplier is called money multiplier and is calculated 

as 1 / R (required reserve ratio). 
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There is a lot of criticism on the fractional reserve system. Especially after the 

great depression of the 1930s, these criticisms were intensified and began to gain 

interest. This system has often been criticized both in terms of operation and 

ethics. In the Angel (2016) study, the ethical criticisms of the fractional reserve 

system are summarized under 11 headings. In his work Fisher (1935) stated that 

monetary authorities could not control the money supply in this system and said 

that the supply of money in the control of the banks was the cause of chronic 

inflation and deflation.  

The economic power of the banks in the fractional reserve system provides that 

the banks have the direct influence of the developments of the economies. Banks 

may act as risk averse, so the necessary money supply may not provided in the 

economy, and this attitude may cause economic growth and welfare levels to fall 

below what is targeted. On the contrary, banks can act as risk seeking, and they 

can give credit to very risky projects. In this case, the amount of non-repayable 

loans in the economy may increase so that the banks may go bankrupt. Thus the 

whole economy and the people of the country would be adversely affected by 

banks’ wrong transactions. 

The banking sector, the central bank and the government must work in full 

harmony in order to achieve economic success in the fractional reserve system. 

Banks need to provide loans in line with government policies, the central bank 

to provide the necessary monetary base for the bank, and the government have 

to avoid policies and practices that would risk the banking sector. 

Full or 100% Reserve System 

Full or 100% reserve system is a banking reserve system in which all of the 

demand deposits and checkable deposits are held in the banks or the in the central 

bank in cash. In this system, the banks can only give to the demanders in the 

amount of money in equity or in time deposits.  
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Although the full reserve system is the true form of deposit banking, the 

fractional reserve system has been used by private bankers in Venice since the 

middle of the 14th century (Douglas et al., 1939).  

The first study on the full reserve system was carried out by David Ricardo in 

1823. In his work, Ricardo argued that lending money should be differentiated 

from money creation and that the money-creating department should keep 100% 

gold reserves. In Ricardo's 100% reserve system, only gold have been 

recommended as reserve (Lainà, 2015). 

The great depression experienced in the 1930s caused the banking system and 

monetary policies to be questioned again. In 1933, as a result of the studies, the 

Chicago Plan was proposed to get rid of the great depression.  

Fisher (1935), one of the economists working on this issue, stated that the most 

basic reason for not being stable in the economy is the fractional reserve system. 

He also said that despite the fact that the government raised the money supply 

from 4 billion dollars to 5 billion dollars from 1929 to 1933, in same period the 

banks recalled the loans and reduced the money in the economy from 27 billion 

dollars to 20 billion dollars. In this way, despite the changes in the monetary 

base, banks causes deflation and inflation by decreasing or increasing the amount 

of money in the system by means of credits.  

“What makes the trouble is the fact that the bank lends not Money but merely a 

promise to furnish money on demand-money it does not possess (Fisher, 1935, 

p. 7).” 

Determining the amount of money in the economy by means of credit by banks 

causes inflation and deflation. According to Fisher (1935), the main purpose of 

using a full reserve system instead of a fractional reserve system is to end chronic 

inflation and deflation and prevent depression. Fisher (1935) claimed that the 
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full reserve system would make banking and monetary system more simpler as 

well as reducing bank failures, interest-bearing government debt, major inflation 

and deflation. 

The chicago plan and Fisher's recommendations were attracted by many 

academics in the 1940's and were tried to be developed. Academics supported 

these studies with different reasons, such as Higgins (1941) stated that the full 

reserve system would automatically control investments that exceed the savings 

cause inflation, while Hart (1935) argued that the fundamental gain of this 

reform would be monetary control (Lainà, 2015), 

Friedman (1959) supported the full reserve banking idea of the Chicago plan and 

the Fisher's suggestions by writing the book, A Program for Monetary Stability, 

with making an addition. 

 “I shall follow them also in recommending that the present system 

be replaced by one in which 100% reserves are required. I shall 

depart from the original  Chicago Plan of Banking Reform” in only 

one respect, though one that I think is of great importance. I shall 

urge that interest be paid on the 100% reserves. This step will both 

improve the economic results yielded by the 100% reserve system , 

and also, as a necessary consequence, render the system less 

subject to the difficulties of avoidance that were the bug-a-boo of 

the earlier proposals (Friedman, 1959, pp. 65-66).” 

Friedman stated in his work that there is no problem in transitioning to the full 

reserve system from the existing system and he argued that the interest payment 

to the reserves would facilitate the acceptance of the system by the banks. 

Interest payments on reserves would provide a fairer incentive between the 

holders of money and government bondholders (Lainà, 2015). 
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The narrow banking system proposed by Litan (1987) is almost identical to the 

full reserve banking system. In the full reserve system, cash, central bank 

reserves, and government securities are accepted as reserves must be held by 

banks, in the narrow banking system, in addition to the reserves of the full 

reserves system, "safe assets" are also considered as reserves. 

2.2.2. Commercial Banks 

The basics of commercial banking extend to the periods when money begins to 

be used in economic life. The most fundamental function of commercial banks 

is to collect the funds of those with funds in hand and to fund those who need 

funds. 

Goddard&Wilson(2016) defined the commercial banking as a main institution 

of existing financial system that collects deposits from savers, provides loans to 

borrowers and performing other financial operations. In addition to collecting 

and lending funds, commercial banks also have different functions in the 

financial system. Some of these functions are financial intermediation function, 

foreign trade funding and export promotion function, risk management function 

in international financial markets, the effective use of resources function, income 

and wealth distribution function, money creation function and assisting the 

execution of money and finance policies function (Altan, 2001). 

There are many theories about the fundamentals of banking. In Werner (2016), 

three basic theories about banking have been mentioned; the financial 

intermediation theory of banking, the fractional reserve theory of banking and 

the credit creation theory of banking. The main reason for the introducing of 

different theories about banking is the question of the source of the money that 

the banks give as loans.  
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The financial intermediation theory is now the most accepted theory among 

researchers. In this theory, banks collect deposits from savers and lend it as a 

loan to borrowers. In Dewatripont, Rochet, and Tirole (2010), researchers have 

indicated that banks lend long-term loans by short-term borrowing. Von Mises 

(1912) defined banking as a mediator between fund holders and fund needers. In 

the General Theory of Keynes (1936), he argues that funds must be collected 

through intermediary institutions for investment. Sealey and Lindley (1977) 

argued that banks also made production, and this production was recognized as 

the collection of funds from fund owners and lending of these funds to fund 

needers. According to them, the bank fulfills only the intermediary function with 

this production process.  

There are many famous economists advocating this theory. Some of those are 

Gurley and Shaw (1955);Tobin (1963, 1969); Diamond and Dybvig (1983); 

Baltensperger (1980); Diamond (1984, 1991, 1997); Eatwell, Milgate, and 

Newman (1989); Gorton and Pennacchi (1990); Bencivenga and Smith (1991); 

Bernanke and Gertler (1995), Rajan (1998), Myers and Rajan (1998), Allen and 

Gale (2004a, 2004b); Allen and Santomero (2001); Diamond and Rajan (2001); 

Kashyap, Rajan, and Stein (2002); Matthews and Thompson (2005); Casu and 

Girardone (2006); Dewatripont et al. (2010); Gertler and Kiyotaki (2011) and 

Stein (2014) (Werner, 2016). 

As a results, according to financial intermediation theory of banking, banks can 

not create money collectively or on their own and it was said that banks have no 

difference from other financial institutions.  

The second theory, the fractional reserve theory argues that banks are financial 

intermediaries, similar to the financial intermediation theory. However in 

addition to the financial intermediation theory, this theory claims that banks, 

however not alone, can create money together in financial system. Phillips 
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(1920) claimed that what is right for banking system is not right for the 

individual bank. Similarly, Crick (1927) notes that banks are merely financial 

intermediary institutions, but that the entire banking system can create money. 

Keynes (1930) was one of the economists supporting the fractional reserve 

system. However, Keynes (1930) preferred to use the “creating deposit” instead 

of “creating money”. In addition, Keynes (1930) stated that banks do not need 

to collect funds from the fund owners to create deposits. Another supporter of 

this theory is Stiglitz (1997). It can be supposed that money is created from 

nothing by deposits multiplier. However, in fact, this process is the creation of 

money during registration when the deposit comes to a bank within the 

framework of the rules of the fractional reserve theory (Stiglitz, 1997). 

Many economists also supported the fractional reserve theory. Some of those are 

Hayek (1929), Whittlesey (1944), Samuelson (1948), Gurley and Shaw (1955), 

Culbertson (1958), Aschheim (1959), Warren Smith (1959), Solomon (1959), 

Paul Smith (1966) and Guttentag & Lindsay (1968) (Werner, 2016). 

As a consequently, fractional reserve theory argues that banks can not create 

money alone, they can create money collectively. According to this theory, each 

bank alone is only a financial intermediary institution. 

The thirth of these theories is the theory of banks create credits. This theory 

contradicts the other two theories in terms of basic concept. This theory does not 

accept banks as financial intermediaries and argues that banks create money out 

of nothing when they give credit. Macleod (1906) claimed that banks do not need 

to collect money to give credit, banking is not a lending process but a money 

creating process, credits are equivalent to cash in the economic system.  Withers, 

(1916) stated that in past the banks gave the paper money in their hands to the 

borrowers but in the current system they gave account book as credit and they 

registered this credit as a liability side of balance sheet. Davenport (1913), 
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similarly, said that banks lent to the credit they created rather than to lend money 

collected in the hands. Werner (1997) supported this theory, claiming that the 

banks created loans by increasing current debts. Gündoğan&Çetiner (2014) 

expression of the current monetary system as a debt based monetary system 

supports this theory. An interesting fact about this theory is that this theory is not 

included in any lecture book except Ryan-Collins et al. (2011) (Werner, 2016). 

Some other economists who support this theory can be listed as Macleod (1856), 

Wicksell (1898), Withers (1909, 1916), Schumpeter (1912), Howe, (1915), 

Cassel (1918), Hawtrey (1919), Hahn (1920), Cassel (1923) and James  (1930) 

(Werner, 2016). 

To sum up, according to this theory, each bank creates money through some 

financial operations and lends this money to the borrower. That is, when bank 

gives credit, it creates money at the same time.  

It would be a far from reality to say that banks are only financial intermediary 

given the current banking system. Considering Turkey, the injection of money 

by the Central Bank about 134 Billion TL, while total credit volume in the 

economy is around 2 Trillion TL. If the banks are only financial intermediaries, 

what could be the difference between 134 Billion TL and 2 Trillion TL? Some 

economists claim that money and the credit are different concepts. However, 

both money and credit actually represent only purchasing power. From this point 

of view there is no difference between money and credit. In addition, the current 

banking system promises that credit will be able to deliver it in cash to all 

customers who receive, although this is not possible. In existing financial 

system, banks make a decision which idea can become real by giving credit. This 

is unbelievable power.  
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CHAPTER III 

 

3. MONEY, CREDIT AND ECONOMIC GROWTH 

 

In this section the terms used in this study and the contents of the theories will 

be explained. For better understanding of this work, explanations will be made 

as clearly as possible. Firstly, the description of the credit and the types of credits 

that form the basis for the study will be mentioned. Then, as mentioned in the 

previous section, the relationship between money and credit will be discussed. 

The quantity theory of money and credit will be explained based on the 

relationship between the money-credit, which is the basis of the study, and the 

definition of economic growth will be given. Finally, the relationship between 

economic growth and credit growth will be addressed. 

3.1. What is Credit? 

The most basic statement of credit is that moving of saving from fund holders to 

fund needers. In other words, the unused purchasing power is made available to 

another economic unit with the need through credit. Uzunoğlu (1996) defined 

credit as transferring a certain purchasing power to another person for a certain 

period of time. As it can be understood from this description, credit is actually 

the use of the unearned purchasing power and will be reimbursed in the future 

together with the interest.  
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Credit, when dealt with in terms of banking, can be defined as giving money or 

bank guarantee to a person with or without collateral within the legal 

arrangements (Balkas, 2004). 

There are 4 basic components of the credit. These are time elements, trust 

elements, risk elements and income elements. Time component expresses the 

credit period and it can be changed according to credit type, borrowers etc. Trust 

component refers to the belief in the repayment of the credit in the determined 

period. The risk component implies a possible loss to the lender if the borrower 

fails to fulfill the obligation. Finally, the income component is the obligation that 

must be borne by the borrower to give up using the purchasing power now. 

There are many important functions that credit undertakes in the economy. These 

functions serve very important economic activities such as the the desired 

progress of the economy, the arrangement of supply and demand. Some of these 

functions; 

 to prevent the savings from being idle 

 to stimulate the economy, 

 to provide balance between supply and demand of goods 

 to transfer the capital and the savings in the idle situation to the business 

areas, 

As a result of the credit process, there exists a creditor or lender and a debtor or 

borrower in the system. If this process takes into account when money enters the 

economy, we can easily say that central bank is lender and banks are the 

borrower. This means that money is borrowed by the central bank to the system 

over the banks. In the second stage of the process, the banks are lender and 

economic units which take credit are borrowers. As mentioned earlier, banks are 

subject to a fractional reserve system when lending credits. This means that 
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banks can give more credit than they receive from the central bank. In short, 

money is the credit and credit is the debt in the existing system.  

There are many kinds of credit such as according to their qualities, period, their 

sectors, etc. In this study, consumer credit and commercial credit will be 

analyzed. Consumer credit are credit provided by banks for consumer needs. 

With this credit, consumers become in long-term borrowed and increase their 

purchasing power in short term. Commercial credits are credits for investment 

purposes, not expenditures.  

3.2. Relationship Between Money and Credit 

There is no common definition for money in the literature and textbooks. In 

textbooks, expressions such as M1, M2, M3 and M4, which generally express 

deposit aggregates, are used to mean money supply. Even the Federal Reserve 

Bank has not made a clear definition of money.  

“There is still no definitive answer in terms of all its final uses to the question: 

What is money?” 

A common definition of credit can be made, although there is no common 

definition of money. In summary, it can be considered to be the transaction that 

gives lending and debt relationship. The relationship between money and debt 

has also been the subject of different studies such as Tarshis(1962), Yorgov 

(2012), Rodriguez (1993), Offick& Wohltmann (2014), Arestis& Eichner 

(1988). 

The power to print money in economies has been transferred to central banks by 

states. In existing system, money enters the economy through giving to banks as 

credit / dept by central bank. Banks give this money / credit getting from the 

central bank to the other economic units by multiplying through the money 

multiplier. All of these transactions are debt relationship. 
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Today, there is no difference between the printed money by the central bank and 

the credit by the banks in terms of economic life. This has been mentioned in 

some of the major financial institutions' reports as follows (Werner, 2012). 

“The actual process of money creation takes place primarily in banks.” 

(Federal Reserve Bank of Chicago, 1961, p. 3); 

“By far the largest role in creating broad money is played by the banking 

sector... When banks make loans they create additional deposits for those 

that have borrowed.” 

Bank of England (2007) 

“Over time… Banknotes and commercial bank money became fully 

interchangeable payment media that customers could use according to 

their needs”  

(ECB, 2000). 

“Contemporary monetary systems are based on the mutually reinforcing 

roles of central bank money and commercial bank monies.”  

(BIS, 2003).  

“The commercial banks can also create money themselves… in the 

eurosystem, money is primarily created by the extension of credit… ….”  

(Bundesbank, 2009) 

As these institutions, which have an important role in the financial sector, also 

admit that money is being created by the banks in the current economic system. 

Banks' ability to create money is also due to their ability to make credit. The 

banks can give credit without any need for deposits. The only thing banks need 
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to do is to write the credit in the asset side of the balance sheet and to increase 

the customer deposit in liability side of balance sheet. Werner (2016) explained 

this situation clearly through an example and presented it as an example of the 

invalidity of the fractional reserve theory. 

3.3. The Quantity Theory of Money and Credit 

The quantitative theory of money as the today form was presented by Fisher 

(1911). The theory of quantity is basically based on the idea that the increase in 

the volume of money in an economy which is at full employment level will cause 

an increase in the general level of prices and, this increase in the volume of 

money will not affect the reql economic variables (Humprey, 1997). This idea is 

acknowledged and supported by many classical economists. Bullard (1994) 

argued that long-run fixed-rate money supply growth would lead to a constant 

inflation rate. The equation of the quantity theory of money presented by Fisher 

(1911) is also called the change equation at the same time. 

 

𝑀 ∗ 𝑉 = 𝑃 ∗ 𝑄                                                (2.1) 

 

In this equation, M is the money supply, V is the circulation rate of the Money, 

velocity, P is the general level of prices, and Q is the total goods and services in 

the economy. This equilibrium implies that the monetary value of total goods 

and services in the economy must equal the circulating total volume of money 

in the economy (Stewart, 1960). 

Until Fisher's (1911) study, the significance of quantity theory was not fully 

understood. In fact, the theory has already been dealt with and developed by 

many economists.  
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Locke (1691 and 1696) stated in his work that there is a definite relationship 

between commercial activity and money supply. Decrease or increase in the 

volume of money affect directly to trade volume. Locke (1691 and 1696) is the 

first economist to describe the concept of circulationof money, velocity, and 

argues that less money with high velocity are better for the economy (Çiçek 

2011).  

Cantillon (1755) is another economist who argues that money supply and 

circulation rate together are influential on the overall level of prices. In this 

study, Cantillon (1755) stated that the increase in money supply and the decline 

in the money circulation rate may not change the overall level of prices if they 

are in the same level(Stewart, 1960). 

Classical economists have regarded the quantity theory as a proportionality 

relation between the general level of prices and money supply. Graff (2008) 

stated that the quantity theory is basically considered as an inflation theory. 

According to some classical economists, the velocity of money and the number 

of goods and services in the economy are stable in the long run, and therefore 

the increase in money supply directly affects the general level of prices. That is, 

the rate of increase in money supply equals the rate of increase in the general 

level of prices (Fisher, 1911).  

Some economists have stated that the relationship between money supply and 

the general level of prices is proportional. Because of this, the increase in the 

money supply will also affect the velocity of money, and thus this increases will 

have a lower effect on the general level of price. Richardo (1817) noted that the 

increase in the rate of money circulation under fixed money supply would lead 

to inflation. Humphrey (1997) stated that the money supply has a partial effect 

on prices. The conclusion that can be drawn from these studies is that both the 
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money supply and the velocity of the money together have an effect on the 

general level of prices. 

Five basic proposals have been made for the version of the quantity theory 

proposed by Fisher (1911). Although these proposals were used by earlier 

economists, Fisher (1911) explicitly emphasized these proposals (Çiçek, 2011).  

 Money and prices are equally proportional, 

 There is a causality from the money to the prices, 

 Money is neutral in the short and long term, 

 Money supply and demand are independent, 

 Relative price / absolute price doctrine. 

There are some difficulties in applying quantity theory. One of these is the lack 

of a clear means of calculating the amount of goods and services in the economy. 

Q in the equation contains both semi-finishing and final products in the 

economy. However, it is very difficult to do such a calculation. Because of these 

difficulties, the Q in the equation is replaced by 𝑌𝑟, which represents the real 

gross domestic product. With this change, the change equation is arranged as 

follows in equation (2.2). 

 

𝑀 ∗ 𝑉𝑌 = 𝑃 ∗ 𝑌𝑟                                                (2.2) 

 

In this equation, meanings of variables other than M and P have changed. 

𝑉𝑌 expresses the rate of money circulation for the final goods and services in the 

system, while the previous V shows the number of transactions for all goods and 

services. In the equation, 𝑌𝑟 represents the monetary value of the final goods and 

services in the economy, real GDP. 
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When this equation is expressed in the following format; 

 

𝑀 × 𝑉𝑌 = 𝑃 × 𝑌𝑟 ⇒  𝑃 = (
𝑉𝑌

𝑌𝑟
) × 𝑀                            (2.3) 

𝑃 = 𝑓(𝑀)                                                                 (2.4) 

 

it is shown that there is a proportional relationship between money supply and 

general level of prices.  

The quantity theory of classics by the expression in Eq. (2.4) is actually a general 

level of price theory. In addition, under the assumption that the velocity of 

money, 𝑉𝑌, and real GDP 𝑌𝑟 are exogenous and constant, the quantity theory of 

classics can be expressed as follows. 

 

𝛼 =
𝑉𝑌

𝑌𝑟
    ⇒     𝑃 = 𝛼 × 𝑀                                    (2.5) 

 

sSme assumptions need to be made, to convert the quantity theory into the 

equation of general level of price of the classic economists. These assumptions; 

 P, 𝑌𝑟 and 𝑉𝑌 have no effect on M, this means M is an external variable, 

 𝑉𝑌 is an external variable, especially it is not affected by P, M and 𝑌𝑟, 

 Money is neutral, so it is dependent from 𝑌𝑟, 
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With these assumptions, the classical quantity theory guarantees a meaningful 

causality, a meaningful relationship between money and prices, and a situation 

where the increase in money supply can not affect real GDP.  

In sum, the classical quantity theory assumes that the rate of money circulation 

is independent of the amount of money and is constant over time, and that the 

increase in money supply will not affect real GDP. Under these assumptions, it 

claims that the amount of money and the general level of prices have a 

proportional relationship. 

A different interpretation of the equation of variation expressed in Eq. (2.1) is 

the money demand function known as the "Cambridge Equation". In this 

equation, "k" expresses how much cash units in the economy want to keep in the 

hands and is calculated as shown in equation (2.6). In addition, in Cambridge 

Equation, Y representing nominal GDP is used instead of 𝑌𝑟 representing real 

GDP, and is presented in Equation (2.7). 

 

𝑘 ≡
1

𝑉𝑌
                                                            (2.6) 

𝑌 ≡ 𝑃 × 𝑌𝑟                                                     (2.7) 

 

The change equation (2.1) re-formulated using these new variables, and the new 

version is shown in equation (2.8). 

𝑀 = 𝑘 × 𝑌  ⇒  𝑀 = 𝑓(𝑌)                                       (2.8) 
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In this equation M is interpreted as money demand. The right part of the equation 

refers to the amount of money economic units want to keep in the hands, that is, 

money demand.  

Marshall's (1871) study affirmed five suggestions by Fisher (1911). According 

to the Cambridge equation, these proposals were explained and improved within 

the framework of money supply and demand. In addition, Marshall (1923) 

mentioned the existence of eight factors affecting the "k" parameter, which 

expresses the cash rate that economic units wish to hold in the hands (Çiçek, 

2011).  

1. The marginal utility of keeping money in terms of comfort and 

confidence provided by the money, 

2. The marginal utility of holding resources in the form of commodity 

rather than money (direct utility), 

3. Expected rate of return from holding assets such as stocks, 

4. Inflation expectations, 

5. Banknotes and bank loan instruments in the form of deposits, 

6. Institutional factors such as work habits, professional practices, bank 

regulations, transportation methods and production techniques, 

7. The confidence level of the economy and the comfort of payment 

commitments,  

8. Unforeseen shocks such as war, war rumors, crop failures. 

The cases 1 and 8 raise the "k" parameter, while the other cases decrease the 

value of the "k" parameter. 

Another comment on quantity theory was made by Friedman (1956). This 

theory, which is called the Monetarist Liquidity Preference Theory, has gained 

importance in the 1970s when both the inflationary and the unemployment 

cycles coexist in the world economy. With the collapse of the Bretton Woods 
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system, the blank in idea of the money supply was filled by the Monetarist 

Liquidity Preference Theory. Friedman's (1956) study treated money demand as 

a demand for other goods and services and ranked the factors affecting money 

demand as follows (Çiçek, 2011). 

1. The price of the related goods (P), 

2. Prices of substitute goods (𝑟𝑏= bond yield, 𝑟𝑒= stock return) 

3. Budget constraint (Y), 

4. The liquidity level of the total assets of the individual (w), 

5. Preferences (u), 

According to these variables, the Friedman Money Demand function is as shown 

in equation (2.9). 

 

𝑀𝑑 = 𝑓(𝑃, 𝑟𝑏 , 𝑟𝑒 , (1
𝑃⁄ ), (𝑑𝑃

𝑑𝑡⁄ ), 𝑌, 𝑤, 𝑢)                           (2.9) 

𝑀𝑑 = 𝑓(𝑃/𝑌, 𝑟𝑏 , 𝑟𝑒 , (1
𝑃⁄ ), (𝑑𝑃

𝑑𝑡⁄ ), 𝑤, 𝑢) × 𝑌                 (2.10) 

 

Equation (2.10) is Friedman's (1956) money demand function. Compared this 

expression with equation (2.8), it is seen that only the Cambridge constant "k" is 

expressed in more detail. 

There is no clear statement about the content of M which expresses the money 

supply in the quantity theory and the derivatives introduced. Before the banking 

system developed, the amount of valuable coins in the market was used as M. 

However, with the development of the banking sector, in different instruments 

that enter economic life, they represent a purchasing power such as money and 

are used in transactions instead of money. Today there are different definitions 
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of money, such as M1, M2 and M3, but there is no consensus as to which one 

expresses the M in the quantity theory.  

Werner (1992) argued that part of the money created by the banks was used for 

financial transactions while the other part used to increase production of the 

goods and services. In this framework, total money is divided into two as the 

money used to increase the production and used for financial transactions 

 

𝑀 =  𝑀𝑅 + 𝑀𝐹                                              (2.11) 

 

In equation (2.11), 𝑀𝑅expresses the amount of money in total money supply 

used for transactions that increase GDP, while 𝑀𝐹 expresses the amount of 

money used for transactions that do not affect GDP.  If we look from this 

framework, the part of quantity theory that relates to money supply can be 

expressed as shown in Equation (2.12). On the other hand, the economic 

transaction which is the left part of the quantity theory equation can also be 

divided into two parts as shown in Equation (2.13) (Werner, 2005). 

 

𝑀 × 𝑉 =  𝑀𝑅 × 𝑉𝑅 + 𝑀𝐹 × 𝑉𝐹                                   (2.12) 

𝑃 × 𝑄 =  𝑃𝑅 × 𝑄𝑅 + 𝑃𝐹 × 𝑄𝐹                                     (2.13) 

 

These two equations also hold equations (2.14) and (2.15). 

 𝑀𝑅 × 𝑉𝑅 = 𝑃𝑅 × 𝑄𝑅                                                 (2.14) 
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𝑀𝐹 × 𝑉𝐹 = 𝑃𝐹 × 𝑄𝐹                                                  (2.15) 

 

Quantity Theory of Credit was proposed by Werner (1992). Werner has stated 

that money can be created by banks without any restrictions in many of his work 

and proved this with different examples.  

As mentioned in previous chapters, money in the current economic system is 

actually created by every loan given by the banks and is given as a debt to the 

economic units. In this work, therefore, the money supply M in the quantity 

theory is replaced by C, which represents the total credit volume in the economy. 

In this framework, the equations (2.11), (2.14) and (2.15) can be revised as 

follows.  

𝐶 =  𝐶𝑅 + 𝐶𝐹                                                            (2.16) 

𝐶𝑅 × 𝑉𝑅 = 𝑃𝑅 × 𝑄𝑅                                                 (2.17) 

𝐶𝐹 × 𝑉𝐹 = 𝑃𝐹 × 𝑄𝐹                                                 (2.18) 

In this study, individual and corporate credit will be handled separately and the 

amount credit used for financing transactions and serving for the production of 

goods and services in these two type of credit will be tried to be determined.  

3.4. Economic Growth 

Economic growth can be defined as an increase in welfare levels of people living 

in the country. Citizens of country can be considered to have a high standard of 

prosperity if the per capita real income or production amount is high. The most 

basic indicator of economic growth is used as GDP. GDP expresses the monetary 

value of goods and services produced in the economy in a certain period.  
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GDP can be expressed in two different ways as real GDP and nominal GDP. 

Nominal GDP is the total monetary aggregate of the goods and services 

produced in a given period calculating with the current prices. Real GDP refers 

to the monetary aggregate of goods and services produced in a given period 

calculating with prices in a base period. In this way, real GDP represents the 

amount of increase in goods and services produced in a given period, nominal 

GDP includes both the increase in goods and services produced and the increase 

in general level of prices. 

 

 

Figure 2.1: GDP in perion 1999-2015 

The graph shows the nominal GDP and real GDP calculated based on 1998 

prices. Due to the constantly rising prices over the years, this graph is not fully 

compatible for real GDP and nominal GDP benchmarking. Instead of this, the% 

change in GDP given in the chart below is more meaningful. 
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Figure 2.2: GDP % changes in period 1999-2015 

As shown in Figure 2.2, the real GDP has always risen lower than the nominal 

GDP due to inflation. However, the gap between the increases has decreased 

every year until 2010. This means that the rate of inflation until 2009 is generally 

decreasing every year compared to the previous year.  

3.5. The Relation Between Credit Growth and Economic Growth 

The relationship between credit growth and economic growth has been revealed 

many times in the literature by studies conducted by different economists on 

different countries. In the studies done, the severity of the relationship varies 

from country to country. In addition, researchers have not been able to reach a 

consensus on the direction of causation. While some researchers have argued 

that causality is from credit growth to economic growth, some researchers argue 

that causality is from economic growth to credit growth (Arslan & Küçükaksoy, 

2006).  

The relationship between financial institutions and economic growth has long 

been a subject of research. The first study in this area was carried out by Bagehot 

(1873). In this study, the development of the UK was linked to the development 

of the finance sector. The first study on the relationship between credit and 
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economic growth in the present sense was made by Gurley & Shaw (1967). In 

their work, Gurley & Shaw (1967) emphasized that the financial sector has 

provided a flow from fund holders to fund needers through credits. King & 

Levine (1993) investigated the relationship between financial development and 

economic growth in their work. One of the subparameters related to financial 

development was credit growth and they claimed that there was a strong 

relationship between economic growth and credit growth in their work. 

Jayanatre&Strahan (1996) found that there was a strong relationship between 

bank lending sensitivities and economic growth in America. Artan (2007) argued 

in study on 79 countries that, especially in developing countries, the credit 

growth has an important contribution to economic growth. Lu& Shen (2012) 

distinguished credit as domestic and foreign according to their sources, and 

concluded that there is a strong relationship between foreign-originated credit 

and economic growth. Qin&Ndiege (2013) showed that there is a strong 

relationship between loan growth and economic growth in study using 

Tanzania's economic data (Tunç, 2013).  

Backe&Zumer (2005) stated that credit growth has a positive influence on both 

growth of production and economic growth. In addition, they noted that the rapid 

increase in credit volume is a leading indicator of the economic crisis. From this 

study, it can be concluded that the increase in credit volume alone does not yield 

exactly the desired results, but that directing loans to the right areas would allow 

for an increase in production, that is, an increase in real GDP. 

Many studies have been conducted on the relationship between economic growth 

with credit growth in Turkey. Ceylan&Durkaya (2010) investigated the causality 

between credit growth in 1998-2008 and economic growth in Turkey and claim 

a causality from economic growth to credit growth. Yılmaz (2014) claimed that, 

in Turkey, the rapidly increasing volume of credits in recent years did not enough 

support economic growth because of use of these credits for the consumption of 
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imported goods instead of production. Mercan (2013) investigated the 

relationship between credit growth and economic growth between 1992 and 

2011, and found a meaningful relationship. However, as a result, he expressed 

that the credit should lead to production instead of consumption. Tutar& 

Ünlüleblebici (2014) emphasized that the credits given to medium-sized 

enterprises have significant influence on economic growth. It can be concluded 

from this work that the important thing is increasing credit volume in the 

beneficial sector, not increasing just credit volume.  

As can be seen from these studies, growth in credit volume is an important 

variable that triggers economic growth. In this sense, the increase in credit 

volume is becoming an important data for the economy. However, in almost all 

of the work being done in other countries and Turkey, the increase in the volume 

of credit supporting the production was also highlighted as important in 

economic growth. 

Economic growth can be defined as the proportional difference between the 

output obtained in the current period and the output obtained in the previous 

period. Using the quantity theory equation, the economic growth is shown in 

equation (2.19). The equations (2.12 - 2.15) were revised and the following sets 

of equations were obtained. 

 

∆𝑀 × 𝑉 = ∆(𝑃 × 𝑄)                                                     (2.19)  

∆𝑀𝑅 × 𝑉𝑅 = ∆(𝑃𝑅 × 𝑄𝑅) = ∆(𝑃𝑅 × 𝑌)                    (2.20) 

∆𝑀𝐹 × 𝑉𝐹 = ∆(𝑃𝐹 × 𝑄𝐹)                                             (2.21) 
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In these equations, C expressing the total credit volume is used instead of money 

supply M, and if the equations are revised, the following equations are obtained. 

 

∆𝐶 × 𝑉 = ∆(𝑃 × 𝑄)                                                     (2.19) 

∆𝐶𝑅 × 𝑉𝑅 = ∆(𝑃𝑅 × 𝑄𝑅) = ∆(𝑃𝑅 × 𝑌)                    (2.20) 

∆𝐶𝐹 × 𝑉𝐹 = ∆(𝑃𝐹 × 𝑄𝐹)                                             (2.21) 

 

In this study, the credits will be examined in two subdivisions as commercial 

credits and consumer credits. In the work to be done, the relationship between 

total credit volume and economic growth (Equation (2.20)) and causality will be 

investigated. Then the same examination will be performed for the customer and 

commercial credits. As a result,  effects of commercial and consumer credits on 

real growth and inflation will be analyzed. 

 

 



 

45 

 

 

CHAPTER IV 

 

4. METHODOLOGY AND NUMERIC STUDY 

 

The relationship between credit growth and economic growth which are 

theoretically set forth in the previous chapters will be analized in this chapter of 

the study. In this framework, firstly the data will be edited according to 

econometric analysis, econometric analyzes that show the relationship between 

the data will be applied. After data sets, used in this work, are introduced and the 

methodology is mentioned, brief information about the econometric analyzes to 

be applied will be give. Finally, the econometric analyzes described will be 

applied to the data and the results will be discussed. 

4.1. Data and Methodology 

In this study, some economic data in Turkey in the year from 2003 to 2017 has 

been studied. The data we are working on are real growth, inflation, total credit 

volume, commercial credit volume and credit card volume. The data are handled 

as quarterly periods. In the established models, to determine the effect of 

increase in credits volume on real growth and inflation have been worked.  

The credit data have been obtained from the website of the Banks Association 

of Turkey. Nominal gross domestic product (nGDP) and inflation data have been 

taken from the website of TURKSTAT. Since real GDP data have been not 

published on a quarterly basis, these data have been generated using nominal 

GDP data and inflation data. In the Q1/2003 - Q3/2017 period, there are 59 data 
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in each series. When the Q1 / 2003 data is accepted as index for each data, the 

series showing the data used are presented in Figure 4.1. 

 

Figure 4.1: Indexed Series (Q1/2003=100 for each series) 

In the Figure 4.1, I_nGDP represents that the form of nominal GDP series is 

indexed based on the year 2003 value and I_rGDP, I_Inflation, I_TC, I_Cus.C, 

I_Com.C and I_CC the represent indexed form of real GDP series, the indexed 

form of inflation series, the indexed form of total credit, the indexed form of 

customer credit, the indexed form of commercial credit and the indexed form of 

credit card, respectively. 
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The increase in consumer credits from 2003 to 2017 is noteworthy, when the 

graph is examined and consumer credits have increased by about 150 times. In 

addition, the increase in total credit volume and commercial credits is 

noteworthy even though it is as much as consumer credits. From 2003 to 2017, 

the volume of total credit volume and commercial credit increased by about 40 

times. Whereas in the same period, the real GDP increased by 1,5 times the 

nominal GDP by 7,5 times. 

As can be seen in Figure 4.1, all the series are on the increase, but the increment 

amounts are different. This gives us clues about the possible relationship 

between the data. However, in the time series analysis, the first process that 

needs to be done before starting the analysis is the preparation of data for an 

econometric analysis.  

The first thing to do at this stage is to check whether the data are stationary or 

not. Augmented Dickey-Fuller (ADF) and Phillips-Perron (PP) tests were used 

to test the stability of the data in this study. As will be presented later in the 

study, it is determined that the data except commercial loans are stationary when 

the logarithm is applied.  

After the stability of the data was determined, it was decided to establish the 

Vector Autoregressed Models (VAR). In the VAR models, each variables are 

evaluated with past values. Relations between variables and past values are 

analyzed simultaneously using the least squares method. In this study, real GDP 

and inflation data are handled in combination with all credit data. As a result, the 

effect of the loans on the real GDP and inflation have been tried to be determined. 

The relationship between the data does not mean that they are the cause of each 

other. In this framework, the relationships between all the data on which the 

VAR model was constructed were sought by the Granger Causality test. The 
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Granger Causality test investigates the existence of a time-dependent lagged 

relationship between two variables.  

4.2. Unit Root Test 

In econometric analyzes, the series studied must be stationary. The stationary 

series means that series have the same mean and the same variance over time. 

That is, if the series is moving around the same average and with constant 

variance over time, then that series is named as stationary. If the series is not 

stationary, the analysis is only valid for the current period and can not provide 

information about the future of series (Bozkurt, 2013). There is a high 

probability of obtaining false regression in analyzes made with non-stationary 

series. In this case, the t and F statistics will be invalid, so the resulting model 

will be invalid (Gujarati, 1999).  

The time charts of the series can give an idea of stationarity. For this reason, the 

analysis is started by examining the charts of the series first. 

 

Figure 4.2: Chart of rGDP Series 

The rGDP series is an increasing series, as shown in the graph, by drawing 

zigzags. As it can be understood from the chart, it can be foreseen that it is not a 

stationary series which moves around a fixed average. 
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Figure 4.3: Chart of Inflation Series 

The inflation series is also an increasing series over time. It is almost linear. As 

it can be understood from chart, it does not have a constant average. So it can be 

said that it is not stationary. 

  

Figure 4.4: Chart of Total Credit Series 

The total credit volume series is following an increasing course over time as in 

the previous series. However, unlike the inflation series, this course is moving 

exponentially. From the graph, it can be said that this series is not stationary 

either. 
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Figure 4.5: Chart of Customer Credit Series 

The volume of consumer credit volume has continuously increased in the 2003-

2017 period. Although there have been occasional fluctuations, the increase is 

continuous. Looking at the graph, it can not be said that this series is stationary.  

  

Figure 4.6: Chart of Commercial Credit Series 

The series of commercial credit is an exponential series as the total credit series. 

But, this series has followed a much faster trend than the total credit volume 

series. This situation can be interpreted as the fact that this series is farther away 

to be stationary series than the total credit volume series. 
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Figure 4.7: Chart of Credit Card Series 

The last series, the credit card series, it is possible to say that the series has risen 

in a certain trend frame. From time to time, even if the course of series is broken, 

the general trend of the series can be interpreted as a linear function. However, 

we can not say that it is stationary for this series. 

The most commonly used methods in literature to control the stationary of the 

series are unit root tests. In these tests, it is tested whether the series has a unit 

root. If the series has a root, it is not stationary, otherwise, it is stationary.  

One of the most commonly used unit root tests in the literature is the ADF test. 

This test was developed in 1979 by David A. DICKEY and Wayne A. FULLER. 

In this test, the null hypothesis is that the series has root and the series is not 

stable. The ADF test is implemented through three regression. First regression 

has no intercept and no trend. In Second regression, there is an intercept, 

however, no trend and, third regression includes both intercept and trend. 
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𝑁𝑜 𝑖𝑛𝑡𝑒𝑟𝑐𝑒𝑝𝑡 𝑎𝑛𝑑 𝑛𝑜 𝑡𝑟𝑒𝑛𝑑 ∶ 

 ∆𝑌𝑡 = 𝛼1 × 𝑌𝑡−1 + ∑ 𝛽𝑖∆𝑌𝑡−𝑖
𝑚
𝑖=1 + 𝑢𝑡                                                             (4.1)  

𝐼𝑛𝑡𝑒𝑟𝑐𝑒𝑝𝑡 𝑎𝑛𝑑 𝑛𝑜 𝑡𝑟𝑒𝑛𝑑 ∶  

∆𝑌𝑡 = 𝛼0 + 𝛼1 × 𝑌𝑡−1 + ∑ 𝛽𝑖∆𝑌𝑡−𝑖

𝑚

𝑖=1

+ 𝑢𝑡                                                     (4.2) 

𝐼𝑛𝑡𝑒𝑟𝑐𝑒𝑝𝑡 𝑎𝑛𝑑 𝑇𝑟𝑒𝑛𝑑 ∶ 

∆𝑌𝑡 = 𝛼0 +  𝛼1 × 𝑌𝑡−1  + 𝛼2 × 𝑡 + ∑ 𝛽𝑖∆𝑌𝑡−𝑖

𝑚

𝑖=1

 +  𝑢𝑡                                (4.3) 

The following hypothesis is tested in all three models 

𝐻0:    𝛼1 = 0   (𝑇ℎ𝑒𝑟𝑒 𝑖𝑠 𝑎 𝑟𝑜𝑜𝑡 / 𝑛𝑜𝑡 𝑠𝑡𝑎𝑡𝑖𝑜𝑛𝑎𝑟𝑦) 

𝐻1:    𝛼1 < 0   (𝑇ℎ𝑒𝑟𝑒 𝑖𝑠 𝑛𝑜𝑡 𝑎 𝑟𝑜𝑜𝑡 / 𝑠𝑡𝑎𝑡𝑖𝑜𝑛𝑎𝑟𝑦) 

In the above models, Y is the series subject to stationarity analysis, a and b are 

the coefficients of the model, z difference operation and u are random error 

terms. As seen in the hypothesis test, the relationship of data with the previous 

data is being tested. 

Another unit root test is the Phillips-Perron test. This test is claimed to be more 

successful than the ADF test in series with trend. The Phillips-Perron unit root 

test allows the error term to be weakly dependent and heterogeneously 

distributed. There is no autocorrelation problem in this respect (Torun, 2015). 

Both tests have been frequently used in the literature. Generally, the PP test can 

be considered as a verification test of the ADF test. 
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In this study, ADF and PP tests were applied to the series together.  The series 

were tested with both ADF and PP with according to all three models: no 

intercept and no trend, intercept and no trend, both intrecept and trend. The 

results of the first tests applied to the series are given in Table 4.1. As it can be 

seen, no series is stationary. 

 
Table 4.1: ADF and PP test results of series at Level (0) 

  No Intercept & No Trend Intercept & No Trend Intercept & Trend 

  ADF PP ADF PP ADF PP 

  
t-stat. Prob. t-stat. Prob. 

t-

stat. 
Prob. t-stat. Prob. 

t-

stat. 
Prob. 

t-

stat. 
Prob. 

rGDP 1.95 0.99 2.81 1.00 1.02 1.00 -0.65 0.85 -0.80 0.96 -3.92 0.20 

Inflation 7.89 1.00 33.83 1.00 5.15 1.00 10.83 1.00 2.43 1.00 1.76 1.00 

Total Credit 4.72 1.00 13.83 1.00 8.82 1.00 7.66 1.00 1.76 1.00 1.38 1.00 

Com. 

Credit 
14.79 1.00 14.57 1.00 8.86 1.00 10.00 1.00 2.20 1.00 2.56 1.00 

Cust. Credit 2.85 1.00 7.04 1.00 2.19 1.00 3.66 1.00 -0.88 0.95 -1.05 0.93 

Credit Card 2.56 1.00 3.67 1.00 0.99 1.00 0.62 0.99 -1.88 0.65 -1.96 0.61 

 

When Table 4.1 is examinated, no series appears to be stationary at either 1% or 

5% or 10% significance level. When the studies done are examined, it is seen 

that econometric analyzes are usually done by taking logarithms of the series.  

The logarithm of all series is taken according to applications in literature. The 

chart of the logarithm series have been presented in Figure 4.8. As can be seen 

clearly in Figure 4.8, the logarithm series are much more horizontal than their 

initial state. They all move almost parallel. It can be said that the logarithm series 

are stationary when we interpret them through the graph.  
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Figure 4.8: Charts of All Logarithm Series 

The stationarity test results of the logarithm series are given in Table 4.2. As 

seen in Table 4.2, all the series caught stationary in different models at 5% 

significance level. This indicates that the logarithms of the series are ready for 

econometric analysis. 

 

Table 4.2: ADF and PP test results of Logarithm Series Level (0) 

  
No Intercept & No Trend Intercept & No Trend Intercept & Trend 

  
ADF PP ADF PP ADF PP 

  
t-stat. Prob. t-stat. Prob. 

t-

stat. 
Prob. 

t-

stat. 
Prob. 

t-

stat. 
Prob. 

t-

stat. 
Prob. 

log(rGDP) 1.83 0.98 2.71 1.00 0.43 0.98 -1.51 0.52 -1.62 0.77 -4.79 0.00* 

log(Inflation) 6.81 1.00 20.65 1.00 -0.05 0.95 -0.06 0.95 -3.75 0.03* -3.73 0.03* 

log(Total 

Credit) 
4.20 1.00 6.98 1.00 -4.08 0.00* -3.50 0.01* -3.19 0.10 -1.82 0.68 

log(Com. 

Credit) 
10.68 1.00 8.73 1.00 -3.88 0.02* -1.89 0.34 -3.00 0.14 -1.68 0.75 

log(Cust. 

Credit) 
1.47 0.96 3.30 1.00 -5.09 0.00* -8.24 0.00* -5.84 0.00* -6.67 0.00* 

log(Credit 

Card) 
2.07 0.99 4.02 1.00 -2.20 0.21 -5.48 0.00* -1.55 0.80 -3.20 0.09 

* indicates significant p-values at 0.05 significance level 
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4.3. Vector Autoregressive Models (VAR) 

The series used in econometric analyzes are generally affected by multiple 

factors and at the same time affect many factors. This situation causes the loss 

of the capability of single equation models made up of one or more independent 

variables. In such cases, single equation models can not adequately explain the 

relationship between variables. In such cases, multi-equation models should be 

solved so that the analyzes can be performed more successfully. The structure of 

the relations system is determined by solving these equations. Equations are 

solved simultaneously in multi-equation models.  

VAR model was first put forward by Sims in 1980 to solve simultaneous 

equations (Sims 1980). In this model, the problems of determining the internal 

and external variables during the solution of the simultaneous equations were 

solved. Variables in the VAR model cannot be separated as an endogenous 

variable and an exogenous variable. For VAR model, the existence of economic 

theories does not mean anything. The model does not allow the model to be 

shaped according to these theories. Thus, VAR model prevents the assumptions 

made by economists and distancing the models from reality. VAR models are 

used primarily to examine the relationship between macroeconomic variables 

and to examine the dynamic effect of random shocks on the system.  

In the case of models, each variable is expressed as a regression of its past data 

and past data of other variables in the system. For this reason, it is very important 

how much delay time is chosen for VAR Models. Sample VAR models with two 

variables are presented in the following equations. 

The left sides of the equations are the same except the coefficients, as shown in 

equations 4.4 and 4.5. The only difference in the equations is that the endogen 

variable is changed and all the variables entering the model are assigned as 

endogen variables in order. 
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𝑌𝑡 = 𝛼 + ∑ 𝛽𝑖 × 𝑌𝑡−𝑖

𝑚

𝑖=1

+ ∑ 𝛿𝑖 × 𝑋𝑡−𝑖

𝑚

𝑖=1

+ 𝑢𝑖                      (4.4) 

𝑋𝑡 = 𝜃 + ∑ 𝛾𝑖 × 𝑌𝑡−𝑖

𝑚

𝑖=1

+ ∑ 𝜌𝑖 × 𝑋𝑡−𝑖

𝑚

𝑖=1

+ 𝑢𝑖                      (4.5) 

 

The steps to be used in implementing the VAR model are summarized briefly 

below. 

1. The data made suitable for VAR Models. (Series are made stationary.) 

2. The appropriate delay time for the VAR model is determined. 

3. The VAR model is established, 

4.  It is tested with shocks. 

The purpose of this study is to determine the effect of the credits on real growth 

and inflation. For this reason, VAR models with two variable which are rGDP 

& Total Credit, rGDP & Commercial Credit, rGDP & Customer Credit, rGDP 

& Credit Card, inflation & Total Credit, inflation & Commercial Credit, inflation 

& Customer Credit, inflation & Credit Card have been established.  

4.3.1. VAR Model 1: rGDP & Total Credit 

Before the VAR model is established, variables are checked whether variables 

are stationary or not. Looking at Table 4.1, it can be seen that both the real GDP 

and the total credit volume variables are stationary in the logarithms of the series.  

As a second step, the appropriate lag is determined for the variables to be used 

in the VAR model. There are various tests for this and the results of these tests 

are presented in Table 4.3.  
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Table 4.3: Lag order Selection Criteria for VAR Model 1 

 

 

There are two important issues in selecting the delay time. Selected Lag length 

must be small enough not to reduce the degree of freedom, but must be large 

enough to destroy the autocorrelation of the error terms. In this study, lag lengths 

were chosen among the results obtained from different tests.  

 

Table 4.4: Test results of the VAR (5) for rGDP & Total Credit 
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When examined in Table 4.3, the test results indicate that the lag length should 

be between 5 and 8. For this model, the lag length was assumed to be 5 in this 

study. The VAR (5) model based on lag length 5 is presented in Table 4.4 and 

Table 4.5 below.  

 

Table 4.5: VAR(5) Model for rGDP & Total Credit 
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Table 4.4 shows the model success criteria and test results. The model is shown 

in Table 4.5. When table 4.5 is examined, it is seen that the VAR model has two 

different equations, and in one of them log (rGDP) and in the other log (Total 

Credit) is dependent variable. Table 4.6 presents t test results and p-value values 

for the independent variables. 

 

Table 4.6: Test Results of Coefficienct of Independent Variables 

 

* indicates significant p-values at 0.05 significance level 

 

Coefficients C (1) – C(11) in Table 4.6 represent the coefficients of equation 1 

in which rGDP is the dependent variable. Other coefficients, C(12) – C(22), 

represents coefficients of equation 2, in which total credit is the dependent 

variable. When the significance level is assumed to be 0,05, some of the 

coefficients seem to be insignificant. In this case, a coefficient diagnostic test 
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which results are presented in Appendix C is require. Although the coefficients 

of rGDP are not significant individually in the VAR Model, it is seen that all 

coefficients of rGDP together are jointly significant on total loans. The two 

equations obtained are given in Equation (4.6) and Equation (4.7). 

Log(rGDP)=                                                                                              (4.6) 

0,708*Log (rGDP)(-1) + 0,748* Log (rGDP)(-4) -0,562 *Log (rGDP)(-5) + 

0,417*Log(Total)(-1) + 0,361*Log(Total)(-5)        

 

Log(Total)=                                                                                               (4.7) 

1,16*Log (Total)(-1) - 0,46*Log(Total)(-3) + 0,309*Log(Total)(-5) – 

0,043*Log(rGDP)(-1) + 0,051*Log(rGDP)(-2) + 0,149*Log(rGDP)(-3) – 

0,146*Log(rGDP)(-4) + 0,024*Log(rGDP)(-5) 

VAR(5) Model for rGDP & Total Credit has been established. Now let's test the 

model effect-response graphs. 

                                

Figure 4.9: Response Chart of Log(rGDP) 
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Figure 4.10: Response Graph of Log(Total Credit) 

 

Figure 4.9 and Figure 4.10 show the rGDP and total credit models' responses, 

repectively. In this test, the time course of the effect, which is caused by the 

shock to an independent variable at time 0, on dependent variable is shown.  As 

it can be seen in figures, both dependent variables approach the zero line over 

time. This means that the shock applied to the independent variable has 

temporary effect. 

 

Table 4.7: Variance Decomposition Results for VAR Model 1 of Log(rGDP) 
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Finally, the results of the variance decomposition analysis for rGDP are 

presented in Table 4.7. At the end of 10 periods, only 6,01% of the variance in 

the log (rGDP) appears to be from Log (Total). 

 

Table 4.8: Variance Decomposition Results for VAR Model 1 of Log(Total) 

 

Looking at Table 4.8, it can be seen that only 20,96% of the variance in Log 

(total) at the end of 10 periods is derived from Log (rGDP) 

4.3.2. VAR Model 2: rGDP & Commercial Credit 

As previously done, variables are checked whether variables are stationary or 

not. Looking at Table 4.1, it can be seen that both the real GDP and the 

commercial credit volume variables are stationary in the logarithms of the series.  

As a second step, the appropriate lag is determined for the variables to be used 

in the VAR model. There are various tests for this and the results of these tests 

are presented in Appendix B. Lag length was selected as 5 according to the tests. 

This means that we will model VAR (5) for rGDP & Commercial Credit. The 

coefficients of the VAR (5) models established and the test results are presented 

in Table 4.9. Some of the coefficients seem to be insignificant. In this case, a 

coefficient diagnostic test which results are presented in Appendix C is require. 

Although the some coefficients of Commercial Credit in first equation are not 
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significant individually in the VAR Model, it is seen that these coefficients 

together are jointly significant on rGDP. The same situation is valid for the 

second equation. 

 

Table 4.9: Coefficients and test results of VAR (5) for rGDP & Commercial Credit 

          

* indicates significant p-values at 0.05 significance level 

The equations obtained at %5 significance level are given below. 

Log(rGDP) =                                                                                                    (4.8) 

0,715*Log(rGDP)(-1) + 0,752*Log(rGDP)(-4) - 0,580*Log(rGDP)(-5) + 

0,363*Log(Com)(-1) – 0,218*Log(Com)(-2) – 0,166*Log(Com)(-3) -

0,311*Log(Com)(-4) + 0,364*Log(Com)(-5) 
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Log(Com) =                                                                                                    (4.9) 

1,113*Log (Com)(-1) + 0,077*Log(Com)(-2) – 0,334*Log(Com)(-3) – 

0,206*Log(Com)(-4) + 0,33*Log(Com)(-5) 

VAR(5) Model for rGDP & Commercial Credit has been established. Now let's 

test the model effect-response graphs. 

                                    

Figure 4.11: Response Graph of Log(rGDP) for VAR Model 2 

 

Figure 4.11 and Figure 4.12 show the rGDP and total credit models' responses, 

repectively. In this test, the time course of the effect, which is caused by the 

shock to an independent variable at time 0, on dependent variable is shown.  As 

it can be seen in Figure 4.11, Log(rGDP) approaches the zero line over time. 

This means that the shock applied to the Log(Com) has temporary effect. 
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Figure 4.12: Response Graph of Log(Commercial Credit) for VAR Model 2 

 

As it can be seen in Figure 4.12, Log(Com) approaches the zero line over time. 

This means that the shock applied to the Log(rGDP) has temporary effect. 

 

Table 4.10: Variance Decomposition Results for VAR Model 2 of Log(rGDP) 

 

 

Finally, the results of the variance decomposition analysis for rGDP are 

presented in Table 4.10. At the end of 10 periods, only 6,06% of the variance in 

the log (rGDP) appears to be from Log (Com). 
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Table 4.11: Variance Decomposition Results for VAR Model 2 of Log(Com) 

 

 

Looking at Table 4.11, it can be seen that only 17,54% of the variance in Log 

(Com) at the end of 10 periods is derived from Log (rGDP). 

4.3.3. VAR Model 3: rGDP & Customer Credit 

As previously done, variables are checked whether variables are stationary or 

not. Looking at Table 4.1, it can be seen that both the real GDP and the customer 

credit volume variables are stationary in the logarithms of the series.  

As a second step, the appropriate lag is determined for the variables to be used 

in the VAR model. There are various tests for this and the results of these tests 

are presented in Appendix B. Lag length was selected as 5 according to the tests. 

This means that we will model VAR (5) for rGDP & Customer Credit. Some of 

the coefficients seem to be insignificant. In this case, a coefficient diagnostic test 

which results are presented in Appendix C is require. Although the some 

coefficients of Customer Credits are not significant individually for second 

equation, it is seen that all coefficients of Customer Credit together are jointly 

significant on itself. The coefficients of the VAR (5) models established and the 

test results are presented in Table 4.12.  
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The equations obtained are given below. 

Log(rGDP) =                                                                                                    (4.10) 

0,725*Log(rGDP)(-1) + 0,782*Log(rGDP)(-4) - 0,540*Log(rGDP)(-5) 

Log(Customer) =                                                                                                    (4.11) 

1,272*Log (Customer)(-1) – 0,285*Log (Customer)(-2) – 0,166*Log 

(Customer)(-3) – 0,044*Log (Customer)(-4) + 0,164*Log (Customer)(-5) 

It can be said that there is no relation between Log(rGDP) and Log (Customer) 

when Equation (4.10) and Equation (4.11) are examined. 

 

Table 4.12: Coefficients and test results of VAR (5) for rGDP & Customer Credit 

 

* indicates significant p-values at 0.05 significance level 
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Figure 4.13: Response Graph of Log(rGDP) for VAR Model 3 

 

Figure 4.13 and Figure 4.14 show the rGDP and customer credit models' 

responses, repectively. In this test, the time course of the effect, which is caused 

by the shock to an independent variable at time 0, on dependent variable is 

shown.  As it can be seen in Figure 4.13, Log(rGDP) approaches the zero line 

over time. This means that the shock applied to the Log(Customer) has 

temporary effect. 

 

 

Figure 4.14: Response Graph of Log(Customer) for VAR Model 3 
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As it can be seen in Figure 4.14, Log(Customer) approaches the zero line over 

time. This means that the shock applied to the Log(rGDP) has temporary effect. 

 

Table 4.13: Variance Decomposition Results for VAR Model 3 of Log(rGDP) 

 

 

Finally, the results of the variance decomposition analysis for rGDP are 

presented in Table 4.13. At the end of 10 periods, only 8,85% of the variance in 

the Log (rGDP) appears to be from Log (Customer). 

 

Table 4.14: Variance Decomposition Results for VAR Model 3 of Log(Customer) 

 

Looking at Table 4.14, it can be seen that only 27,96% of the variance in Log 

(Customer) at the end of 10 periods is derived from Log (rGDP). 
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4.3.4. VAR Model 4: rGDP & Credit Card 

As previously done, variables are checked whether variables are stationary or 

not. Looking at Table 4.1, it can be seen that both the real GDP and the credit 

card volume variables are stationary in the logarithms of the series.  

As a second step, the appropriate lag is determined for the variables to be used 

in the VAR model. There are various tests for this and the results of these tests 

are presented in Appendix B. Lag length was selected as 6 according to the tests. 

This means that we will model VAR (6) for rGDP & Credit Card.  

 

Table 4.15: Coefficients and test results of VAR (6) for rGDP & Credit Card 

 

* indicates significant p-values at 0.05 significance level 
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The coefficients of the VAR (6) models established and the test results are 

presented in Table 4.15. Some of the coefficients seem to be insignificant. In this 

case, a coefficient diagnostic test which results are presented in Appendix C is 

require. Although the some coefficients of Credit Card are not significant 

individually for second equation, it is seen that all coefficients of credit card 

together are jointly significant on credit card. The equations obtained are given 

below.  

Log(rGDP) =                                                                                                    (4.12) 

0,792*Log(rGDP)(-1) + 0,834*Log(rGDP)(-4) - 0,659*Log(rGDP)(-5) 

Log(Card) =                                                                                                    (4.13) 

0,241*Log(rGDP)(-4) + 1,413*Log (Card)(-1) + 0,005*Log(Card)(-2)  – 

0,842*Log(Card)(-3) + 0,493*Log (Card)(-4) – 0,177*Log(Card)(-5) + 

0,093*Log(Card)(-6)  

VAR(5) Model for rGDP & Credit Card has been established. Now let's test the 

model effect-response graphs.  

 

Figure 4.15: Response Graph of Log(rGDP) for VAR Model 4 
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Figure 4.15 and Figure 4.16 show the rGDP and credit card models' responses, 

repectively. In this test, the time course of the effect, which is caused by the 

shock to an independent variable at time 0, on dependent variable is shown.  As 

it can be seen in Figure 4.15, Log(rGDP) approaches the zero line over time. 

This means that the shock applied to the Log(card) has temporary effect.  

 

 

Figure 4.16: Response Graph of Log(Card) for VAR Model 4 

As it can be seen in Figure 4.16, Log(Card) approaches the zero line over time. 

This means that the shock applied to the Log(rGDP) has temporary effect. 

 

Table 4.16: Variance Decomposition Results for VAR Model 4 of Log(rGDP) 
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Finally, the results of the variance decomposition analysis for rGDP are 

presented in Table 4.16. At the end of 10 periods, only 4,79% of the variance in 

the log (rGDP) appears to be from Log (Card). 

 

Table 4.17: Variance Decomposition Results for VAR Model 4 of Log(Card) 

 

 

Looking at Table 4.17, it can be seen that only 5,94% of the variance in Log 

(Card) at the end of 10 periods is derived from Log (rGDP). 

4.3.5. VAR Model 5: Inflation & Total Credit 

As previously done, variables are checked whether variables are stationary or 

not. Looking at Table 4.1, it can be seen that both the inflation and the credit 

card volume variables are stationary in the logarithms of the series.  

As a second step, the appropriate lag is determined for the variables to be used 

in the VAR model. There are various tests for this and the results of these tests 

are presented in Appendix B. Lag length was selected as 4 according to the tests. 

This means that we will model VAR (4) for Inflation & Total Credit. The 

coefficients of the VAR (4) models established and the test results are presented 

in Table 4.18. Some of the coefficients seem to be insignificant. In this case, a 

coefficient diagnostic test which results are presented in Appendix C is require. 

There are no jointly significant coefficients according to the test results.  
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Table 4.18: Coefficients and test results of VAR (4) for Inflation & Total Credit 

 

* indicates significant p-values at 0.05 significance level 

 

The equations obtained at %5 significance level are given below. 

Log(inf)=                                                                                                     (4.14) 

0,695*Log(inf)(-1) + 0,367*Log(inf)(-4) 

Log(Total)=                                                                                                (4.15) 

0,6614 - 1,196*Log(inf)(-3) + 1,034*Log(inf)(-4) + 1,056*Log(Total)(-1) 

VAR(4) Model for Inflation & Total Credit has been established. Now let's test 

the model effect-response graphs. 



 

75 

 

 

Figure 4.17: Response Graph of Log(inf) for VAR Model 5 

 

Figure 4.17 and Figure 4.18 show the inflation and total credit models' responses, 

repectively. In this test, the time course of the effect, which is caused by the 

shock to an independent variable at time 0, on dependent variable is shown.  As 

it can be seen in Figure 4.17 and 4.18, dependent variables approaches the zero 

line over time. This means that the shock applied to the independent variables 

has temporary effect.  

  

Figure 4.18: Response Graph of Log(Total) for VAR Model 5 
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Table 4.19: Variance Decomposition Results for VAR Model 5 of Log(inf) 

 

 

Finally, the results of the variance decomposition analysis for inflation are 

presented in Table 4.19. At the end of 10 periods, only 16,78% of the variance 

in the Log (inf) appears to be from Log (Total). 

 

Table 4.20: Variance Decomposition Results for VAR Model 5 of Log(Total) 

 

 

Looking at Table 4.20, it can be seen that only 1,75% of the variance in Log 

(Total) at the end of 10 periods is derived from Log (inf). 



 

77 

 

4.3.6. VAR Model 6: Inflation & Commercial Credit 

As previously done, variables are checked whether variables are stationary or 

not. Looking at Table 4.1, it can be seen that both the inflation and the credit 

card volume variables are stationary in the logarithms of the series.  

As a second step, the appropriate lag is determined for the variables to be used 

in the VAR model. There are various tests for this and the results of these tests 

are presented in Appendix B. Lag length was selected as 7 according to the tests. 

This means that we will model VAR (7) for Inflation & Commercial Credit. The 

coefficients of the VAR (7) models established and the test results are presented 

in Table 4.21. Some of the coefficients seem to be insignificant. In this case, a 

coefficient diagnostic test which results are presented in Appendix C is require. 

There are no jointly significant coefficients according to the test results.  

The equations obtained at %5 significance level are given below. 

Log(inf)=                                                                                                  (4.16) 

0,719*Log(inf)(-1) + 0,341*Log(inf)(-4)  

Log(Com)=                                                                                             (4.17) 

0,918 + 1,114*Log(inf)(-4) + 1,327* Log(inf)(-6) + 1,168*Log(Com)(-1) 

VAR(7) Model for Inflation & Commercial Credit has been established. Now 

let's test the model effect-response graphs. 
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Table 4.21: Coefficients and test results of VAR (7) for Inflation & Commercial Credit 

 

* indicates significant p-values at 0.05 significance level 

 

Figure 4.19: Response Graph of Log(inf) for VAR Model 6 
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Figure 4.19 and Figure 4.20 show the inflation and total credit models' responses, 

repectively. In this test, the time course of the effect, which is caused by the 

shock to an independent variable at time 0, on dependent variable is shown.  As 

it can be seen in Figure 4.19 and 4.20, dependent variables approaches the zero 

line over time. This means that the shock applied to the independent variables 

has temporary effect. 

 

 

Figure 4.20: Response Graph of Log(Com) for VAR Model 6 

 

Finally, the results of the variance decomposition analysis for inflation are 

presented in Table 4.22. At the end of 10 periods, only 9,38% of the variance in 

the Log (inf) appears to be from Log (Com). 
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Table 4.22: Variance Decomposition Results for VAR Model 6 of Log(inf) 

 

 

Table 4.23: Variance Decomposition Results for VAR Model 6 of Log(Com) 

 

Looking at Table 4.23, it can be seen that only 16,93% of the variance in Log 

(Com) at the end of 10 periods is derived from Log (inf). 

4.3.7. VAR Model 7: Inflation & Customer Credit 

As previously done, variables are checked whether variables are stationary or 

not. Looking at Table 4.1, it can be seen that both the inflation and the credit 

card volume variables are stationary in the logarithms of the series.  

As a second step, the appropriate lag is determined for the variables to be used 

in the VAR model. There are various tests for this and the results of these tests 
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are presented in Appendix B. Lag length was selected as 4 according to the tests. 

This means that we will model VAR (4) for Inflation & Customer Credit. The 

coefficients of the VAR (4) models established and the test results are presented 

in Table 4.24. Some of the coefficients seem to be insignificant. In this case, a 

coefficient diagnostic test which results are presented in Appendix C is require. 

Although the some coefficients of Customer Credit are not significant 

individually for second equation, it is seen that all coefficients of credit card 

together are jointly significant on credit card.  

 

Table 4.24: Coefficients and test results of VAR (4) for Inflation & Customer Credit 

 

* indicates significant p-values at 0.05 significance level 
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The equations obtained are given below. 

Log(inf)=                                                                                              (4.18) 

0,713*Log(inf)(-1) + 0,334*Log(inf)(-4)  

Log(Cust) =                                                                                          (4.19) 

0,861 -1,459*Log(inf)(-3) + 1,091*Log(inf)(-4) + 1,234*Log(Cust)(-1) – 

0,325*Log(Cust)(-2) – 0,150*Log(Cust)(-3)  + 0,159*Log(Cust)(-4) 

VAR(4) Model for Inflation & Customer Credit has been established. Now let's 

test the model effect-response graphs. 

 

 

Figure 4.21: Response Graph of Log(inf) for VAR Model 7 

 

Figure 4.21 and Figure 4.22 show the inflation and customer credit models' 

responses, repectively. In this test, the time course of the effect, which is caused 

by the shock to an independent variable at time 0, on dependent variable is 

shown.  As it can be seen in Figure 4.21, Log(inf) approaches the zero line over 
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time. This means that the shock applied to the Log(Customer) has temporary 

effect.  

 

 

Figure 4.22: Response Graph of Log(Customer) for VAR Model 7 

 

As it can be seen in Figure 4.22, Log(Customer) approaches the zero line over 

time. This means that the shock applied to the Log(inf) has temporary effect. 

Table 4.25: Variance Decomposition Results for VAR Model 7 of Log(inf) 
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Finally, the results of the variance decomposition analysis for inflation are 

presented in Table 4.25. At the end of 10 periods, only 4,68% of the variance in 

the log (inf) appears to be from Log (Customer). 

 

Table 4.26: Variance Decomposition Results for VAR Model 7 of Log(Customer) 

 

 

Looking at Table 4.26, it can be seen that only 2,81% of the variance in Log 

(Customer) at the end of 10 periods is derived from Log (inf). 

4.3.8. VAR Model 8: Inflation & Credit Card 

As previously done, variables are checked whether variables are stationary or 

not. Looking at Table 4.1, it can be seen that both the inflation and the credit 

card volume variables are stationary in the logarithms of the series.  

As a second step, the appropriate lag is determined for the variables to be used 

in the VAR model. There are various tests for this and the results of these tests 

are presented in Appendix B. Lag length was selected as 5 according to the tests. 

This means that we will model VAR (5) for Inflation & Credit Card. The 

coefficients of the VAR (5) models established and the test results are presented 

in Table 4.27. Some of the coefficients seem to be insignificant. In this case, a 

coefficient diagnostic test which results are presented in Appendix C is require. 

Although the some coefficients of Credit Card are not significant individually 
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for first equation, it is seen that all coefficients of credit card together are jointly 

significant on inflation. 

The equations obtained are given below. 

Log(inf)=                                                                                                 (4.20) 

0,887*Log(inf)(-1) – 0,053*Log(Card)(-1) + 0,214*Log(Card)(-2) – 

0,233*Log(Card)(-3) + 0,14*Log(Card)(-4) + 0,057*Log(Card)(-5) 

Log(Card)=                                                                                              (4.21) 

0,689 + 0,99*Log(inf)(-4) + 1,268*Log(Card)(-1) – 0,742*Log(Card)(-3) + 

0,715*Log(Card)(-4) - 0,309 Log(Card)(-5) 

 

Table 4.27: Coefficients and test results of VAR (4) for Inflation & Credit Card 

 

* indicates significant p-values at 0.05 significance level 
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VAR(5) Model for Inflation & Credit Card has been established. Now let's test 

the model effect-response graphs. 

 

 

Figure 4.23: Response Graph of Log(inf) for VAR Model 8 

 

Figure 4.23 and Figure 4.24 show the inflation and total credit models' responses, 

repectively. In this test, the time course of the effect, which is caused by the 

shock to an independent variable at time 0, on dependent variable is shown.  As 

it can be seen in Figure 4.23 and 4.24, dependent variables approaches the zero 

line over time. This means that the shock applied to the independent variables 

has temporary effect. 

 

Figure 4.24: Response Graph of Log(Card) for VAR Model 8 



 

87 

 

Table 4.28: Variance Decomposition Results for VAR Model 8 of Log(inf) 

 

 

Finally, the results of the variance decomposition analysis for inflation are 

presented in Table 4.28. At the end of 10 periods, only 5,97% of the variance in 

the log (inf) appears to be from Log (Card). 

Looking at Table 4.29, it can be seen that only 4,39% of the variance in Log 

(Card) at the end of 10 periods is derived from Log (inf). 

 

Table 4.29: Variance Decomposition Results for VAR Model 8 of Log(Card) 
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4.4. Granger Causality Test 

The fact that there is a strong relationship between the two variables does not 

mean that there is causality between those variables. For this reason, the relations 

we find with regression analysis do not mean causality. According to 

Granger(1969), if past period values of a variable such as X contribute to the 

prediction of a different variable such as Y, X is the Granger cause of the Y 

variable. According to Granger, if Y's forecast is more successful using the past 

values of X than not using the past values of X (other terms do not change), X is 

the cause of Granger of Y. Granger causality analysis is based on two equations, 

given Equation (4.22) and (4.23), that are based on the VAR model. 

𝑌𝑡 = 𝛼 + ∑ 𝛽𝑖 × 𝑌𝑡−𝑖

𝑚

𝑖=1

+ ∑ 𝛿𝑖 × 𝑋𝑡−𝑖

𝑚

𝑖=1

+ 𝑢𝑖                      (4.22) 

𝑋𝑡 = 𝜃 + ∑ 𝛾𝑖 × 𝑌𝑡−𝑖

𝑚

𝑖=1

+ ∑ 𝜌𝑖 × 𝑋𝑡−𝑖

𝑚

𝑖=1

+ 𝑢𝑖                      (4.23) 

There are 4 possible outcomes from these equations. 

1. If the coefficients of X in Eq. (4.22) are not zero and the coefficients of 

Y in Eq. (4.23) are not different from zero, there is causality from X to 

Y. 

2. If the coefficients of X in Eq. (4.22) are not different from zero and the 

coefficients of Y in Eq. (4.23) are not zero, there is causality from Y to 

X. 

3. If the coefficients of X in Eq. (4.22) are not zero and the coefficients of 

Y in Eq. (4.23) are not zero, there is mutual causality between X and Y. 

4. If the coefficients of X in Eq. (4.22) are not different from zero and the 

coefficients of Y in Eq. (4.23) are not different from zero, there is no 

causality between X and Y. 
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For the Granger causality test, the number of delays in the models must first be 

determined. Since the Granger causality test is based on the VAR model, the 

number of delays must be determined according to the VAR model. 

4.4.1. Granger Causality Test Between rGDP and Total Credit 

We have set the number of delays to 5 when we first set up the VAR model 

between these two variables. Accordingly, Granger Causality Analysis Results 

are presented in Table 4.30. 

When the Table 4.30 is examined; 

𝐻0 = 𝑇ℎ𝑒𝑟𝑒 𝑖𝑠 𝑛𝑜 𝑐𝑎𝑢𝑠𝑎𝑙𝑖𝑡𝑦 𝑏𝑒𝑡𝑤𝑒𝑒𝑛 𝑣𝑎𝑟𝑖𝑎𝑏𝑙𝑒𝑠 

The 𝐻0 is rejected for both direction at the level of 5% significance. This means 

that there is mutually causality between Log(rGDP) and Log(Total Credit). 

 

Table 4.30: Granger Causality Between rGDP and Total Credit 
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4.4.2. Granger Causality Test Between rGDP and Commercial Credit 

We have set the number of delays to 5 when we first set up the VAR model 

between these two variables. Accordingly, Granger Causality Analysis Results 

are presented in Table 4.31. 

 

Table 4.31: Granger Causality Between rGDP and Commercial Credit 

 

 

When the Table 4.31 is examined; 

𝐻0 = 𝑇ℎ𝑒𝑟𝑒 𝑖𝑠 𝑛𝑜 𝑐𝑎𝑢𝑠𝑎𝑙𝑖𝑡𝑦 𝑏𝑒𝑡𝑤𝑒𝑒𝑛 𝑣𝑎𝑟𝑖𝑎𝑏𝑙𝑒𝑠 

The 𝐻0 is rejected for first equation at the level of 5% significance. This means 

that there is causality from Log(Total Credit) to Log(rGDP) just one direction.  

4.4.3. Granger Causality Test Between rGDP and Customer Credit 

We have set the number of delays to 5 when we first set up the VAR model 

between these two variables. Accordingly, Granger Causality Analysis Results 

are presented in Table 4.32. 
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Table 4.32: Granger Causality Between rGDP and Customer Credit 

 

 

When the Table 4.32 is examined; 

𝐻0 = 𝑇ℎ𝑒𝑟𝑒 𝑖𝑠 𝑛𝑜 𝑐𝑎𝑢𝑠𝑎𝑙𝑖𝑡𝑦 𝑏𝑒𝑡𝑤𝑒𝑒𝑛 𝑣𝑎𝑟𝑖𝑎𝑏𝑙𝑒𝑠 

The 𝐻0 is rejected for first equation at the level of 5% significance. This means 

that there is causality from Log(Customer) to Log(rGDP) just one direction.  

4.4.4. Granger Causality Test Between rGDP and Credit Card 

We have set the number of delays to 6 when we first set up the VAR model 

between these two variables. Accordingly, Granger Causality Analysis Results 

are presented in Table 4.33. 
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Table 4.33: Granger Causality Between rGDP and Credit Card 

 

When the Table 4.33 is examined; 

𝐻0 = 𝑇ℎ𝑒𝑟𝑒 𝑖𝑠 𝑛𝑜 𝑐𝑎𝑢𝑠𝑎𝑙𝑖𝑡𝑦 𝑏𝑒𝑡𝑤𝑒𝑒𝑛 𝑣𝑎𝑟𝑖𝑎𝑏𝑙𝑒𝑠 

The 𝐻0 is rejected for second equation at the level of 5% significance. This 

means that there is causality from Log(rGDp) to Log(Card) just one direction.  

4.4.5. Granger Causality Test Between Inflation and Total Credit 

We have set the number of delays to 4 when we first set up the VAR model 

between these two variables. Accordingly, Granger Causality Analysis Results 

are presented in Table 4.34. 

When the Table 4.34 is examined; 

𝐻0 = 𝑇ℎ𝑒𝑟𝑒 𝑖𝑠 𝑛𝑜 𝑐𝑎𝑢𝑠𝑎𝑙𝑖𝑡𝑦 𝑏𝑒𝑡𝑤𝑒𝑒𝑛 𝑣𝑎𝑟𝑖𝑎𝑏𝑙𝑒𝑠 

The 𝐻0 is rejected for second equation at the level of 5% significance. This 

means that there is causality from Log(inf) to Log(Total) just one direction.  

 



 

93 

 

Table 4.34: Granger Causality Between Inflastion and Total Credit 

 

4.4.6. Granger Causality Test Between Inflation and Commercial Credit 

We have set the number of delays to 7 when we first set up the VAR model 

between these two variables. Accordingly, Granger Causality Analysis Results 

are presented in Table 4.35. 

When the Table 4.35 is examined; 

𝐻0 = 𝑇ℎ𝑒𝑟𝑒 𝑖𝑠 𝑛𝑜 𝑐𝑎𝑢𝑠𝑎𝑙𝑖𝑡𝑦 𝑏𝑒𝑡𝑤𝑒𝑒𝑛 𝑣𝑎𝑟𝑖𝑎𝑏𝑙𝑒𝑠 

The 𝐻0 is rejected for second equation at the level of 5% significance. This 

means that there is causality from Log(inf) to Log(Commercial) just one 

direction.  
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Table 4.35: Granger Causality Between Inflation and Commercial Credit 

 

 

4.4.7. Granger Causality Test Between Inflation and Customer Credit 

We have set the number of delays to 4 when we first set up the VAR model 

between these two variables. Accordingly, Granger Causality Analysis Results 

are presented in Table 4.36. 

 

Table 4.36: Granger Causality Between Inflation and Customer Credit 
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When the Table 4.36 is examined; 

𝐻0 = 𝑇ℎ𝑒𝑟𝑒 𝑖𝑠 𝑛𝑜 𝑐𝑎𝑢𝑠𝑎𝑙𝑖𝑡𝑦 𝑏𝑒𝑡𝑤𝑒𝑒𝑛 𝑣𝑎𝑟𝑖𝑎𝑏𝑙𝑒𝑠 

The 𝐻0 is rejected for second equation at the level of 5% significance. This 

means that there is causality from Log(inf) to Log(Customer) just one direction.  

4.4.8. Granger Causality Test Between Inflation and Credit Card 

We have set the number of delays to 7 when we first set up the VAR model 

between these two variables. Accordingly, Granger Causality Analysis Results 

are presented in Table 4.37. 

 

Table 4.37: Granger Causality Between Inflation and Credit Card 

 

When the Table 4.37 is examined; 

𝐻0 = 𝑇ℎ𝑒𝑟𝑒 𝑖𝑠 𝑛𝑜 𝑐𝑎𝑢𝑠𝑎𝑙𝑖𝑡𝑦 𝑏𝑒𝑡𝑤𝑒𝑒𝑛 𝑣𝑎𝑟𝑖𝑎𝑏𝑙𝑒𝑠 

The 𝐻0 is rejected for both direction at the level of 5% significance. This means 

that there is mutually causality between Log(inf) and Log(Credit Card). 
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4.4.9. The Summary of Granger Causality Results 

In Table 4.38,  the results of all granger causality analysis are presented. 

 

Table 4.38: The results of all granger causality analysis  

Series Causality Result 

rGDP & Total Credit  Mutual Causality 

rGDP & Commercial Credit  From Com. to rGDP 

rGDP & Customer Credit  From Cust. to rGDP 

rGDP & Credit Card  From rGDP to Card 

Inflation & Total Credit  From inf. to Total Credit 

Inflation & Commercial Credit  From inf. to Commercial Credit 

Inflation & Customer Credit  From inf. to Customer Credit 

Inflation & Credit Card  Mutual Causality 

 

When the results are analyzed, it is seen that the change in total credit volume is 

effective on real GDP. This means that it can contribute to the desired real 

growth if the credit volume is adjusted to the goals of the country. This can also 

be interpreted as demand-driven growth at the same time. On the other side, the 

changes in real GDP has an effect on the total credit volume. Even if the source 

is credit / debt, this can be interpreted as the products have been purchased.  

When the sub-fracture of the total credit are examined, consumer and 

commercial loans have an impact on real GDP while credit cards are not 
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effective. In this case, targeted growth on real GDP can be achieved through 

consumer and commercial credits. On the other hand, credit cards are generally 

used for consumption, so they are not causal on real GDP.  

Inflation is a cause of the total credit volume when we look at the analysis of 

causality between inflation and loans. Besides, it is also the cause of all the sub-

fractures of the credit. When inflation is considered as a decrease in the 

purchasing power of the money, it can be said that the economic units set credit 

demands according to inflation in order to maintain the current consumption 

level.  

The causality relation is graphically presented in Figure 4.25. 

 

 

 

 

 

 

 

 

 

 

 

Figure 4.25: Graphical Representation of Causality Relations 

The model parameters that can be analyzed for the effects of all credit types on 

real growth and inflation are given in Appendix D and E, respectively. 
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Credit 

Total Credit 
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CHAPTER V 

 

5. CONLUSIONS 

 

Economic growth is one of the most important items of world economic agenda. 

Especially after the global financial crisis of 2008, slowed down in economic 

growth has caused some questions about the validity of the current economic 

system. For this reason, economic growth, which was previously the focus of the 

world of economics, has become a subject that has been studied even more. In 

this context, many studies have been carried out on the relationship between 

credits and economic growth. 

The credits have a basic mission in meeting the financing needs of the economies 

for growth. Therefore, especially in developing economies, serious works are 

being done and measures are taken in order to increase credit volume. because 

financing of both the consumption and the production can be achieved through 

credits and whatever growth model is applied, credits have great importance. 

In this study, the effects of total credit volume and credit types on real growth 

and inflation were investigated. Before making an econometric analysis, the 

stationarity of the series was checked and the series made stationary. After 

ensuring the stability of the series, VAR models had been preferred for analysis. 

This is why VAR models can simultaneously solve multiple equation spaces. 

Because while economic data affect many factors at the same time, they can also 

be affected by many factors. This reduces the usefulness of single equation 

models in the analyzes made. The simultaneous equations are used to investigate 
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the relationship between series rather than to predict the future of the series. So 

the structure of the system is analyzed. VAR models are also a proposed method 

for solving simultaneous equations. VAR Models are not built on economic 

assumptions, exogen and endogen variables are not determined. The model 

behaves as both endogenous and exogenous to all variables and analyzes the 

relationship system between them. In this sense, the VAR model is separated 

from the simultaneous equations.  

After establishing and analyzing VAR Models on real GDP, inflation and loans, 

a Granger Causality analysis was conducted to determine the directions of the 

relations. As a result of this analysis, real GDP and inflation-causing credit types 

have been identified. The results show that real growth can be achieved without 

causing inflation by using loans. It is also possible that the credits lead to 

inflation without any real growth. This depends entirely on which channel the 

credits are transferred to. 

The relationship between credit and economic growth in the literature is often a 

matter of concern. According to King & Levine (1993), one of the subparameters 

related to financial development was credit growth and they claimed that there 

was a strong relationship between economic growth and credit growth in their 

work. From the same perspectives, Jayanatre&Strahan P(1996) found that there 

was a strong relationship between bank lending sensitivities and economic 

growth in America. Qin& Ndiege(2013) showed that there is a strong 

relationship between credit growth and economic growth in  study using 

Tanzania's economic data. Just as in King & Levine (1993) and , Jayanatre& 

Strahan(1996) studies, in this study, the existence of the relation between the 

economic growth and the credit growth is once more revealed. It is seen that 

there is a mutual causality relationship between collective credit volume and real 

growth in this study. In addition, inflation is seen as a reason for the total credit 

volume. 
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From Backe & Zumer (2005) study, it can be concluded that the increase in credit 

volume alone does not yield exactly the desired results, but that directing loans 

to the right areas would allow for an increase in production, that is, an increase 

in real GDP. The results we achieve in our work support the From Backe & 

Zumer (2005) study. When we examine the causality relationships that we have 

achieved as a result of this study, some credit types, customer and commercial 

credits,  have causality on real GDP, whereas some credit types, credit card, have 

no such causality.  

Many studies have been conducted on the relationship between economic growth 

with credit growth in Turkey. Durkaya (2010) investigated the causality between 

credit growth in 1998-2008 and economic growth in Turkey and claim a 

causality from economic growth to credit growth.  The results we have achieved 

support Durkaya (2010). In addition, it also revealed that there is causality from 

credit growth to economic growth at the same time. That is, the causality 

relationship between total credit and economic growth is mutual. 

Yılmaz (2014) claimed that, in Turkey, the rapidly increasing volume of credits 

in recent years did not enough support economic growth because of use of these 

credits for the consumption of imported goods instead of production. We can say 

that this result is relatively supported by the work we do. especially because the 

type of credit mentioned by Yılmaz (2014) includes mainly credit cards. 

According to our work, credit cards are not a cause of real GDP, however 

inflation.  

Mercan (2013) investigated the relationship between credit growth and 

economic growth between 1992 and 2011, and found a meaningful relationship. 

However, as a result, he expressed that the credit should lead to production 

instead of consumption. It is necessary to clearly examine the types of loans that 

are expressed by the consumption word in this study. If the credit card spending 
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meant by the consumption word is the result that we find supports this. However, 

if we mean consumer loans, according to our results, consumer loans are a cause 

of real GDP. In fact, it is not the right approach to give loans only to increase 

production. Credits should be directed both to increase supply and increase 

demand. 

This relationship between credit and economic growth makes banks a strong 

component of economic governance. If we evaluate the results we achieve, it is 

necessary to improve the credit composition of the banks, which will increase 

real GDP, for the sake of Turkey's economy. In this framework, it may be 

advisable for banks to support commercial credits that will turn into investment 

and consumer credits that people will use for long-term needs or the investment 

rather than credit cards that trigger rapid consumption. It should not be forgotten 

that banks' attempts to maximize their daily profits, like any commercial 

enterprise, could be a destruction for the country's economy and therefore the 

banking sector in the future. 

In this study, the main purpose of investigating the relationship between credit 

growth and real growth and inflation is to show how critical the credit is for 

economies. In the current economic system, money is given to the banks by the 

central bank as dept. The banks inject the money they have received into the 

economic system by providing credit to economic units. In simpler terms, the 

banks give credit which they receive from the central bank to the economic units. 

That is, the banks borrow from the central bank and lend to the economic units. 

In this way the banks initially finance the economy. The other and main task of 

banks is to collect surplus funds and give them to those who need funds. The 

banks will increase the credit volume in the economy. There is a fundamental 

misunderstanding at this point. The banks actually give only the collected funds 

to the economy as credit. The answer of this question is "no". In the current 

economic system, banks give credits according to fractional reserve system. 
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According to this system, banks hold a certain amount of deposits, collected 

from economic units, as reserves and give the rest to the system as credits. Banks 

record the credit, they have given, as deposit and they lend this deposit as credit 

again (Gündogan, 2016). 

It is expressed that the credit volume in the current system is adjusted by the 

central bank through various instruments. However, some empirical work 

suggests that this is not exactly the case, and they claim that banks do not need 

to collect deposits to give credit. For this reason, they claim that the banks set 

the amount of credit in the economy. Ideas of economists advocating this view 

have been presented in Chapter 2. 

As a result of our analyzes, it is proved how important the credits are for the 

economy. Through loans, the economy can reach the desired level of growth, or 

it can be embroiled in a completely inflationary manner. This is a very serious 

force. Even if we make a very optimistic assumption that the amount of credits 

in the economy is entirely controlled by the central bank, it should not be 

forgotten that the central bank is an autonomous institution which a aimed price 

stability. It should not be forgotten that price stability does not mean economic 

prosperity.  

As a result, it is emphasized once again how important the credits are for the 

economy. In addition, the fact that the loans in the economy have been controlled 

by the banks is also revealed through the literature. In summary, it is essential 

for our country to make an economic model that can increase the credit volume 

in line with the economic objectives of the state. The power to set the credit 

volume and to steer the credit as desired has important enough to be 

indispensable. 
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Table C10: Results of Coefficient Diagnostic Test for Coefficients of Customer Credit on rGDP in VAR 
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Model 3 

 

Table C12: Results of Coefficient Diagnostic Test for Coefficients of Customer Credit on Customer Credit 

in VAR Model 3 

 

 

 



 

129 

 

Table C13: Results of Coefficient Diagnostic Test for Coefficients of rGDP on rGDP in VAR Model 4 
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