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EARLY DETECTION OF LUNG CANCER 

ABSTRACT 

The clinical diagnostics for lung cancer are mostly depended on physical and 

biochemical techniques. Imaging processes in computed tomography (CT) screening 

(low-dose computed tomography - LDCT) is convenient for discovering lung cancer 

in the early stages. CT scan images for this study were obtained from Ankara Atatürk 

Training and Research Hospital and also from the online international database of 

"The Lung Image Database Consortium (LIDC)". 

Correct decision for diagnosis of lung cancer using CT scanning requires some 

processes to remove noise from image in enhancement stage. The noise removing 

process in this thesis have been proposed using a gradient magnitude in sobel filter. 

Finding edges on the images is a first step to detect nodule in the tissues. As well as 

following morphology operations to isolate background from the foreground is very 

important because background image represents the tissue of lung to locate a tumor 

on it, therefore foreground is unnecessary. 

Second part in the thesis includes usage of watershed algorithm for segmentation of 

tumor from the tissue. Labeling nodular irregular area inside the tissue leads to over-

segmentation on image by connected components and markers which have different 

values as intensity values and regional minimum represented in the foreground. 

Markers classify tumor area by labeling high intensity values, locating the region of 

interest in normal image for cutting random area from the tissue. Distinguishing the 

normal and abnormal images that needs to use statistical methods is depended on the 

cancer type. To get feature extraction of nodule shape provides certain parameters 

which is an essential step for classification processes. 

Last part in this thesis focuses on classification processes on a dataset which includes 

values belong to five parameters that were taken from statistical method results. This 

dataset involves 306 images consisting of 153 normal images and 153 abnormal 

images. This database is implemented in nine classification algorithms and different 

results of accuracy performance were taken according to the theory of these 
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algorithms. This study aims detecting tumor area and getting high performance 

accuracy after classification were done to find out the best algorithm to help the 

doctor for the diagnosis.  

Keywords: Lung cancer, early detection, sobel filter, morphology operations, 

watershed algorithm 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



 
 
 

vi 
 

 AKCİĞER KANSERİ ERKEN TANI bu yazılım sis 

ÖZET 

Akciğer kanserinin klinik teşhis yöntemleri çoğunlukla fiziksel ve biyokimyasal 

tekniklere dayanır. Bilgisayarlı tomografi (BT) taramasındaki görüntüleme süreçleri 

(Düşük doz bilgisayarlı tomografi-DDBT), akciğer kanserinin erken evrelerde teşhisi 

için uygundur. Bu çalışma için BT tarama görüntüleri, Ankara Atatürk Eğitim ve 

Araştırma Hastanesi ve ayrıca "Akciğer Görüntüleri Veritabanı Konsorsiyumu 

(AGVK)" isimli uluslararası veritabanından elde edilmiştir. 

BT taraması kullanılarak akciğer kanserinin teşhisinde doğru karar verilmesi için, 

doğruluğu artırma aşamasında görüntüdeki gürültünün giderilmesi gerekmektedir. 

Bu tezdeki gürültü giderme süreci için sobel filtrelemede gradyan büyüklüğünün 

kullanılması önerilmiştir. Ayrıca görüntüdeki arka planı ön plandan ayırmak üzere, 

önceki aşamaları izleyen morfoloji işlemlerinin kullanımı da çok önemlidir çünkü 

arka plan görüntüsü üzerinde tümör bulunan akciğer dokusunu temsil etmektedir, bu 

nedenle ön plan görüntüsü gerekli değildir. 

Tezin ikinci bölümü tümörün dokudan bölütlenmesi için watershed algoritmasının 

kullanımını içermektedir. Doku içinde bulunan düzensiz nodüler alanın belirlenmesi 

farklı yoğunluk değerleri ve arka planda temsil edilen bölgesel minimum değerine 

sahip işaretleyicilerle ve bağlı bileşenlerle görüntünün aşırı bölütlenmesine neden 

olur. İşaretleyiciler, tümör alanını yüksek yoğunluk değerlerini belirleyerek ve 

dokudaki alanı kesmek üzere normal görüntüdeki ilgilenilen alanın yerini saptayarak 

tümörü sınıflandırır. İstatistiksel metotları kullanarak normal ve anormal görüntülerin 

ayrılması, kanser türüne bağlıdır. Nodül şeklinin özelliğinin çıkarılması, 

sınıflandırma süreçleri için önemli bir adım olan kesin parametreleri ortaya çıkarır. 

Bu tezdeki son bölüm, istatistiksel metotların sonuçlarından alınan beş parametreye 

ait değerleri içeren veri seti üzerindeki sınıflandırma süreçlerine odaklanmaktadır. 

Bu veri seti, 153 adet normal ve 153 adet anormal görüntüyü içeren toplam 306 

görüntüden oluşmaktadır. Bu veritabanı dokuz farklı sınıflandırma algoritmasına tabi 

tutulmuş ve bu algoritmaların çalışma teorilerine bağlı olarak farklı doğruluk 
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değerleri elde edilmiştir. Bu çalışma, tümörün belirlenmesi ve doktorun teşhisine 

yardımcı olmak üzere sınıflandırma yapılmasında en yüksek doğruluk performansını 

gösteren algoritmayı tespit etmeyi amaçlamaktadır. 

Anahtar Kelimeler: Akciğer kanseri, erken teşhis, sobel filtre, morfoloji işlemleri, 

watershed algoritması 
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 CHAPTER ONE 

INTRODUCTION 

1.1. Thesis Outline  

In recent years, lung cancer is considered as a serious problem in the world as it 

causes death most commonly among other types of the cancer. Therefore large 

numbers of studies are mentioned to increase the survival rate by using different 

methods when tumor is detected in the lung tissues before spreading in the human 

body. Currently the application of low dose computed tomography (LDCT) is used 

for early stage lung cancer and this technique is proved to reduce the numbers of 

lung cancer based mortality [1]. 

Detection of tumor in small or large areas of tissues are generally performed in two 

phases: detection and analysis. 

 In detection phase, discovering and labeling the abnormal nodule (tumor) 

from lung tissue is done. 

 Enhancement method to remove the noise from image to get good texture. 

 Segmentation of the tumor area from lung tissue. 

 

 In analysis phase, segmenting the nodule (tumor) individually, then 

producing the specific feature information to reduce mistakes to diagnose. 

 Feature extraction of image for classification. 

 Classification methods to classify images in groups of normal and abnormal. 

1.2. Related Works 

At the beginning of this thesis presents a brief overview of advantages of the tumor 

detection in early stages. Review of cancer causes in general, types of lung cancer, 

how to be treated and how the tumors spread through the tissues. also explains the 

stages of the cancer and  methods for lung screening is mentioned on CT scanning 

screens and why it is commonly used for diagnosing lung cancer in early stages is 
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also mentioned. The methods that were used in this thesis on the enhancement of the 

images for removing noise, morphology methods to prepare images for segmentation 

and detecting nodules on tissue of lung to get feature extraction of tumor and 

classifier. Demonstrates the steps of preprocessing, filtering images in sobel filter 

using gradient magnitude to remove noise from the images, processing, marking 

background and foreground of the images by morphology operations (dilation, 

erosion, opening, closing) to segment the images in threshold method and finally 

detecting tumor area on the image by watershed segmentation method. Detection 

processes of the tumor area using statistical methods to differentiate tumor feature 

from abnormal images, to cut area manually from the normal image for the purpose 

of classifying images to distinguish the normal and abnormal images. 

1.3. Aim of the Work 

The proposed system can be used to distinguish the normal and abnormal images by 

detecting nodules in the lung tissues. Therefore the main objective of this thesis is to 

help the doctor for diagnosing tumor area especially in early stages. In this study, a 

user interface is designed using MATLAB including filtering, segmentation, feature 

extraction and classification processes. This user interface provides the following 

main features as follows:  

1.3.1. Filtering Process 

Introduces enhancement method to remove noise from image which includes: sobel 

filter with gradient magnitude to focus on the edge detection of the image (normal 

and abnormal). 

1.3.2. Segmentation Process 

Labels foreground objects, computes opening operation (reconstruction) applying 

erosion method to reduce holes on image to get structured element. Also removes 

dark spots on image by combining regular closing operation and opening operation 

(reconstruction) to find the target area (tumor area) on CT image. The previous 

methods will be used to compute markers of background on CT images using 

threshold values to find the maximum value on the image that represents high 
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intensity values on the image (tumor). Implements watershed algorithm to segment 

tumor area from CT image and removes the background. 

1.3.3. Feature Extraction Process 

Uses statistics-based feature extraction methods to find the region of interest on 

image by using five parameters (area, perimeter, irregular, ediameter and 

eccentricity) to get results from random images (normal or abnormal). 

1.3.4. Classification Process  

Uses  classification algorithms to classify the tumor area as normal and abnormal. At 

the end of the classification process, we've decided which classification algorithm 

gives better performance for this study. 
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 CHAPTER TWO 

MEDICAL BACKGROUND OF CANCER 

The human body is composed of trillions of living cells. Normal body cells grow, 

divide into new cells and die in an orderly manner. During the early years of a 

person’s life, normal cells divide faster to allow the person to grow. After the person 

becomes an adult, most cells divide only to replace worn-out or dying cells or to 

repair injuries. There are many kinds of cancer but all kinds of cancer begin when 

cells in a part of the body start to grow out of control [2].    

Cells become cancer cells because of DNA damaging. DNA is in every cell and 

directs all its actions. In a normal cell when DNA gets damaged, the cell either 

repairs the damage or the cell dies. In cancer cells, the damaged DNA is not repaired 

but the cell doesn’t die as it should. Instead, this cell goes on making new cells that 

the body does not need. These new cells all have the same damaged DNA as the first 

cell does. People can inherit damaged DNA, but most DNA damages are caused by 

mistakes that happen while the normal cell is reproducing or by something in our 

environment. Sometimes the cause of the DNA damage is something obvious like 

smoking but often no clear cause is found [3].   

In most cases, the cancer cells form a tumor except for a few cancer types. Not all 

tumors are cancerous (malignant) [4]. Tumors that aren’t cancer are called as benign. 

Benign tumors may also cause problems – they may grow in very large area and 

press on healthy organs and tissues. But they cannot grow into (invade) other tissues 

because they cannot invade, they also cannot spread to other parts of the body 

(metastasize). These tumors are almost never life threatening. Different types of 

cancer can behave very differently. For example, lung cancer and breast cancer are 

very different diseases. They grow at different rates and respond to different 

treatments that is why people with cancer need treatment that is aimed at their 

particular kind of cancer [5].   



 
 

5 
 

Some cancers, like leukemia, rarely form tumors. Instead, these cancer cells involve 

the blood and blood-forming organs and circulate through other tissues where they 

grow. Cancer cells often spread to other parts of the body, where they begin to grow 

and form new tumors that replace normal tissue. This process is called metastasis, it 

happens when the cancer cells get into the bloodstream or lymph vessels of the body. 

No matter where a cancer may spread, it is always named (and treated) based on the 

place where it started. For example, breast cancer that has spread to the liver is still 

breast cancer, not liver cancer. Likewise, prostate cancer that has spread to the bone 

is still prostate cancer, not bone cancer [6].  

2.1. Types of lung cancer 

There are several different types of lung cancer .In general; lung cancer is divided 

into two types:  

 Small cell lung cancer (SCLC): approximately 10% to 15% of all lung 

cancers are small cell lung cancer (SCLC), named for the size of the cancer 

cells when examined under a microscope. SCLC often starts in the bronchi 

near the center of the chest. It tends to grow and spread quickly and it always 

spread to distant parts of the body before it is found. 

 Non-small cell lung cancer (NSCLC): approximately 85% to 90% of lung 

cancers are non-small cell lung cancer (NSCLC). There are 3 main subtypes of 

NSCLC:  

The cells in these subtypes differ in size, shape and chemical make-up when looked 

at under a microscope. But they are grouped together because the approach to 

treatment and prognosis (outlook) are similar [7]. They are discussed further in our 

document. 

2.1.1 Lung Cancer - Non-Small Cell: Stages 

Staging is a way of describing where the cancer is located, if or where it has spread, 

and whether it is affecting other parts of the body. Doctors use diagnostic tests to 

find out the cancer’s stage, so staging may not be completed until all of the tests are 

finished. Knowing the stage helps the doctor to decide what kind of treatment is 
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fitted best and can help to predict a patient’s prognosis, which has the chance of 

recovery. There are different stage descriptions for different types of cancer. 

2.1.2 TNM (Tumor, Node, Metastases) staging system 

The TNM system is mostly used cancer staging systems. This system has been 

accepted by the Union for International Cancer Control (UICC) and the American 

Joint Committee on Cancer (AJCC). In medical facilities are use the(TNM system). (T) it 

means the size and position of the tumor.(N) it means the cancer cells have spread 

into the lymph nodes. Finally (M) whether the tumor has spread anywhere else in the 

body – secondarily cancer or metastases[8]. 

2.1.3 Cancer stage grouping 

The stage of NSCLC is described by a number, zero (0) through four (Roman 

numerals I through IV) and one extra stage called the hidden stage. One way to 

determine the staging of NSCLC is to find out whether the cancer can be completely 

removed by a surgeon. To completely remove the lung cancer, the surgeon must 

remove the cancer, along with the surrounding, healthy lung tissue.  

 Hidden stage 

It means cancer cannot be seen by imaging or bronchoscopy. Cancer cells are 

found in sputum (coughed up from the lungs) or bronchial washing. 

 Stage 0 

It means the cancer is “in place” and has not grown into nearby tissues and 

spread outside the lung. 

 Stage I 

In stage one (I), lung cancer is a small tumor that has not spread to any lymph 

nodes, making it possible for a surgeon to completely remove it. Stage I is 

d i v i d e d  i n t o  t w o  s u b s t ag e s  b a s e d  o n  t h e  s i z e  o f  t h e  t u m o r : 

 Stage IA tumors are less than 3 centimeters (cm) wide. 

 Stage IB tumors are more than 3 cm but less than 5 cm wide. 

http://www.cancer.gov/Common/PopUps/popDefinition.aspx?id=45333&version=Patient&language=English
http://www.cancer.gov/Common/PopUps/popDefinition.aspx?id=46361&version=Patient&language=English
http://www.cancer.gov/Common/PopUps/popDefinition.aspx?id=45628&version=Patient&language=English
http://www.cancer.gov/Common/PopUps/popDefinition.aspx?id=46476&version=Patient&language=English
http://www.cancer.gov/Common/PopUps/popDefinition.aspx?id=45883&version=Patient&language=English
http://www.cancer.gov/Common/PopUps/popDefinition.aspx?id=270740&version=Patient&language=English
http://www.cancer.gov/Common/PopUps/popDefinition.aspx?id=661172&version=Patient&language=English
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 Stage II 

Stage two (II) lung cancer is divided into two substages: 

 Stage IIA lung cancer describes a tumor larger than 5 cm but less than 7 cm 

wide that has not spread to the nearby lymph nodes or a small tumor less than 5 

cm wide that has spread to the nearby lymph nodes. 

 Stage IIB lung cancer describes a tumor larger than 5 cm but less than 7 cm 

wide that has spread to the lymph nodes or a tumor more than 7 cm wide that 

may or may not have grown into nearby structures in the lung but has not 

spread to the lymph nodes.  

 Stage III 

Stage three (III) lung cancers are classified as either stage IIIA or IIIB. For many 

stage IIIA cancers and nearly all stage IIIB cancers, the surgeon on the tumor is 

difficult, and sometimes it is impossible to remove. For example, the lung cancer 

may have spread to the lymph nodes located in the center of the chest, which is 

outside the lung. Or, the tumor may have grown into nearby structures in the 

lung. In either situation, it is less likely that the surgeon can completely remove 

the cancer because removal of the cancer must be performed bit by bit.  

    Stage IV 

Stage four (IV) means the lung cancer has spread to more than one area in the 

other lung, the fluid surrounding the lung or the heart, or distant parts of the 

body through the bloodstream. Once released in the blood, cancer can spread 

anywhere in the body, but it is more likely to spread to the brain, bones, liver, 

and adrenal glands. It is divided into two substages: 

 Stage IVA cancer has spread within the chest. 

 Stage IVB has spread outside of the chest. 

In general, surgery is not successful for most stage III or IV lung cancers. Lung 

cancer can also be impossible to remove if it has spread to the lymph nodes above 

the collarbone, or if the cancer has grown into vital structures within the chest, such 

as the heart, large blood vessels, or the main breathing tubes leading to the lungs. 
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The doctor will recommend other treatment options [9]. Figure 2.1 shows the lung 

cancer types and stages. 

 

 

 

 

 

 

 

 

 

 

   

 

Figure 2.1 Structure of lung cancer from hidden stage to stage 4 

Figure 2.1 Structure of lung cancer from hidden stage to stage 4 

2.2. Methods of diagnosis  

2.2.1. Laboratory tests 

 DNA  

The diversity between transcript sequence in genes and their final product 

protein level and function. Translational and post-translational modifications 

regulate the protein expression in tumor cells in particular. Changing levels and 

functions of various proteins add another level of complexity in the regulation of 

cancer cells biology for sustaining proliferative signaling [10]. 

 

http://www.cancer.net/node/19155
http://www.cancer.gov/Common/PopUps/popDefinition.aspx?id=46590&version=Patient&language=English
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 RNA  

It can serve as potential biomarkers for NSCLC with high accuracy, as its 

expression levels between NSCLC patients and healthy controls show significant 

differences [11]. 

 Blood 

 Blood  proteomic analysis  have a great advantage over proteomics conducted 

in lung cancer tissue because blood samples are more readily accessible. 

 Blood based tests for screening purposes or disease monitoring would be more 

suitable as they are minimally invasive, relatively have low cost and can be 

repeated as well. 

 Blood should be examined as plasma rather than as serum and established 

standardized sample collection protocols [12]. 

    Serum 

 Serum based markers suitable for tumor detection are limited. 

 Almost all of the serum markers currently in use are proteins and 

comprehensive approaches on proteomics have been applied [13]. 

 Saliva 

Human saliva is a biofluid especially useful for early detection of various oral 

and systemic pathological condition .Used as discriminatory biomarkers to 

differentiate patients with early NSCLC from healthy control subjects. Figure 

2.2 shows two surface enhanced Raman spectrum of the saliva samples [14].  

  

(a) (b) 

Figure 2.2 Saliva examination images (a) microscope image of the saliva sample from a healthy 

individual (b) microscope image of the saliva sample from a lung cancer patient. 
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 Bronchoscope  

Bronchoalveolar is a diagnostic method that is suitable for the detection of 

asymptomatic lung cancer in patients that present suspicious masses in chest X-

Ray or CT scan. Figure 2.3 shows cell in Bronchoalveolar test [15]. 

 

  

(a) (b) 

Figure 2.3 Illustration of the image analysis workflow (a) Color composite of the three acquired 

channels (scale bar (b) Result of the immunopheno typing step.  

 Sputum cytology 

 Sputum Cytology is an economical, non-invasive and practical method for early 

lung cancer detection, which addresses some of the issues encountered in other 

modalities, such as cost, complexity, and radiation exposure. Figure2.4 shows 

sample of sputum cell and converted to gray cell [16]. 

  

(a) (b) 

Figure 2.4 Sputum examination images (a) Sputum cells (b) Conversion to gray level. 
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2.2.2 Physical test  

An examination of the body to check general signs of health, including checking for 

signs of disease, such as lumps or anything else that seems unusual. A history of the 

patient’s health habits, including smoking and past jobs, illnesses and treatments will 

also be taken. 

 

 Imaging tests 

Imaging tests use x-rays, magnetic fields, sound waves, or radioactive 

substances to create pictures of the inside of body. Imaging tests have been done 

for a number of reasons before and after a diagnosis of lung cancer: 

 Find a suspicious area, it may be cancerous. 

 It gives hint how cancer can be spread. 

 It helps doctor to determine if treatment has been effective. 

 It gives information for possible signs of cancer coming back after treatment. 

 

 X-ray  Chest 

It is considered as the first test of doctor. In a black and white x-ray image, a 

mass tissue looks like a gray shadow and sometimes becomes very hard to 

detect. If something suspicious is seen, the doctor may order more tests. 

Figure2.5 shows x-ray image and grey level of it [17]. 

 

  

(a) (b) 

Figure 2.5  X-ray imaging  (a) x-ray image  (b) Conversion to gray level. 
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 PET scan 

It is very important test if tumor appears to have early stage lung cancer. Doctor 

can use this test to see if the cancer has spread to nearby lymph nodes or other 

areas, it has high contrast and reveals increased metabolism in structures with 

rapidly growing cancer cells, but their localization is limited by the low spatial 

resolution in PET images. It is helpful in getting a better idea whether an 

abnormal area on a chest x-ray or CT scan might be cancer. Figure 2.6 shows 

PET image and gray level of it [18]. 

  

(a) (b) 

Figure 2.6  PET imaging  (a) PET image (b) Conversion to gray level. 

 MRI scans 

 Scanning methods such as MRI scans and CT scans provide detailed images of 

soft tissues in the body. But MRI scans use radio waves and strong magnets 

instead of x-rays. The energy from the radio waves is absorbed and then released 

in a pattern formed by the type of body tissue and by certain diseases. A 

computer translates the pattern into a very detailed image of parts of the body. 

Figure 2.7 shows MRI image and gray level of it [19]. 

  

(a) (b) 

Figure 2.7  MRI scanning images  (a) MRI image  (b) Conversion to gray level.. 
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 CT scan 

CT scan is more likely to show lung tumors than routine chest x-rays. It provides 

anatomical information about the size, shape and position of any lung tumors 

and can help to find enlarged lymph nodes that might contain cancer that has 

spread from the lung, it has relatively low soft tissue contrast causing difficulties 

in separating abnormalities from the surrounding tissues. CT scanner takes many 

pictures as it rotates around human body. A computer then combines these 

pictures into images of slices of the part of human body being studied. Unlike a 

regular x-ray, a CT scan creates detailed images of the soft tissues in the body. 

Figure 2.8 shows CT image and gray level of it [20]. 

  

(a) (b) 

Figure 2.8  CT scanning images (a) CT image (b) Conversion to gray level. 

2.2.3 Why CT scan is common for detecting lung cancer  

Most of the CAD system are implemented on CT scan images because CT images 

are quickly obtained and do not damage the bones of the patient [21]. These kinds of 

images have very less noise effect so working on CT scan images is more preferred 

[22]. The CT scan images give 3D analysis of the internal body parts and organ 

analysis is easy because it is taken at different angles. The CT (computed 

tomography) devices are able to identify lung cancer at an earlier stage than other 

kinds [23]. For detection of lung cancer, CT has been widely used. In CT image, 

pulmonary nodule denotes lung cancer. So, to detect pulmonary nodule earlier from 

CT images contributes to improve survival rate. It provides ability to detect very 

small nodules improves with each new generation of CT scanner. The morphology, 
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biologic characteristics, and growth rates of small lung cancers has become available 

from CT lung cancer screening [24]. People who have been treated for lung cancer 

often have follow-up tests, including CT scans to see if the cancer has come back or 

spread. In recently years the National Lung Screening Trial (NLST) is American 

National Cancer Institute recommendation people have lung cancer to test 

themselves by chest CT exams could reduce death rates from lung cancer among 

those at high risk for the disease [25]. 

  

http://www.cancer.gov/newscenter/qa/2002/nlstqaQA
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 CHAPTER THREE 

FUNDAMENTALS OF BIOMEDICAL IMAGE 

PROCESSING 

In recent years, medical diagnostics depended on direct digital image processing 

systems become mostly important for health care issues. In addition to originally 

digital methods, such as Computed Tomography (CT) or Magnetic Resonance 

Imaging (MRI), initially analogue imaging modalities such as endoscopy or 

radiography are nowadays equipped with digital sensors [26]. 

Digital images consist of individual pixels which are separated as brightness or color 

values. They can be processed as target evaluated. They are founded at many places 

at the same time by means of convenient communication networks and protocols, 

such as Picture Archiving and Communication Systems (PACS) and the Digital 

Imaging and Communications in Medicine (DICOM) protocol, respectively. Based 

on digital imaging techniques, the entire spectrum of digital image processing is now 

applicable in medicine. Image processing covers four main areas [27]. Figure 3.1 

shows modules of image processing.  
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Figure 3.1 Modules of image processing 

3.1. Steps of Image Processing 

The popular term “biomedical image processing” means provided digital image 

processing for biomedical sciences. In general, digital image processing covers four 

major areas shown in Figure 3.1: 

 Image Formation: It obtains the steps that are starting from capturing the 

image to forming a digital image matrix.  

 Image Enhancement: Extraction of interested features in an image such as 

changing brightness. 

Acquisition 
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 Image Visualization: It means all kinds of doctrinaire of this matrix resulting 

in an optimized output of the image. 

 Image Analysis: It means all stages of processes are used for quantitative 

measurements, abstract interpretations of biomedical images. These stages 

need priority of knowledge on the nature and content of the images mostly 

combined into the algorithms on a high level of abstraction. 

  Image Management: It consists all techniques that provides the efficient 

storage, communication, transmission, archiving and access (retrieval) of 

image data. 

The contrast of image analysis assigning to high-level image processing, low-level 

processing denotes manual or automatic techniques. It can be realized without a 

priority knowledge on the specific content of images [27][28]. 

3.2. Biomedical Image Processing 

The main problem of biomedical images represented by high-level processing have 

complex nature, it is difficult to formulate medical as a priori knowledge, it can be 

easily processed into automatic algorithms of image processing. It refers to semantic 

gap that means difference between diagnostic image by the physician (high level) 

and the simple structure of discrete pixels, which is used in the program. In the 

medical domain, there are three main aspects bridging this gap: 

 Heterogeneity of images: Medical images show living tissue, organs, or 

body parts. 

 Unknown delineation of objects: Biological structures that are important 

parts for diagnoses therapeutically relative object is represented by the entire 

image, however cannot be discreted from the background. If the objects are 

notes in biomedical images, the segmentation is a problem because the border 

or shape itself is represented fuzzily or only partly, therefore in biomedical 

images depended mostly  the texture level to extract the result of diagnoses.  

 Robustness of algorithms: the properties of medical images depended of 

high-level processing, special requirements of reliability and robustness of 

medical procedures. If images do not processed correctly, classification 
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processes should be rejected. Then all images that have not been rejected 

must be evaluated correctly[29].  

 

3.2.1 Image Enhancement methods  

The procedures and algorithms are performed without a priori knowledge in Low-

level methods of process. The specific content of an image, are widely  applied to 

pre- or post-processing of medical images. There are some methods of histogram 

transforms, convolution and (morphological) filtering. Figure 3.2 shows 

enhancement in (Laplacian, Sobel, Sharpened, Power-low and Bone Scan filter). 

Figure 3.3 shows enhancement in morphology operations (dilation, erosion, opening, 

closing) [30]. 

 
  

Original image  Laplacian image Sobel image 

 
  

Sharpened image Power -low image Bone Scan image 

Figure 3.2 Different enhancement methods 
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Dilation image Erosion image Opening image Closing image  

Figure 3.3 Morphology operations 

3.2.2   Histogram Transforms and histogram equalization  

Point operations are based on the histogram of the image. The pixel values have been 

modified depended on their positions in the image and their immediate 

neighborhood. However the types of transform refer to point operation. The 

histogram applies the frequency of pixel values is distributed on image. Grayscale 

image disregarding the certain positions where the gray scales occur in the image. 

Simple pixel transforms can be defined by using a histogram. Upper and lower 

bounds are located, after determining the histogram (lower bound to zero and the 

upper bound to 255 (maximal gray scale for 8 bit image). Enhanced contrast means 

distance between neighbored pixels of image is increased more than histogram of the 

initial image does not contain all possible gray scales. In enhancement contrast image 

becomes clear. Figure3.4 shows histogram transformation and histogram 

equalization [31]. 

    

(a) Original image (b) Histogram of original image (c) Equalization image (d) Histogram of equalization image 

Figure 3.4 Types of histogram images (a) Original image (b) Histogram of original image (c) 

Equalization image (d) Histogram of equalization image. 
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3.2.3   Convolution  

The pixels in histogram transforms are combined with the values of their 

neighborhood during applied separate filter. The underlying mathematical operation, 

convolution that can be characterized is called templates. A template is a small, 

squared mask generally has odd lateral length [32]. The template is a reflect  along 

two axes the name “convolution” is commonly used and position of one corner of the 

input image. The pixels' image under the mask are named kernel. Each pair of 

corresponding pixel values of template and kernel are multiplied and then summed 

up. The result has been registered at the position of the mask’s center pixel in the 

output image. Then, the template duty is shifted row by row and column by column 

to the next positions on the input image, until all the positions have been visited, and 

thus, the output image has been calculated completely. 

The effect's filter determines the pixel values of the template. If template uses only 

positive value, it is weighted average is calculated in the local neighborhood of each 

pixel. As a result, the image appears with low noise (smoothing) also sharpness of 

edges is reduced [29]. 

3.2.4   Image Data Visualization 

In medicine, the realistic visualization is performed on three dimensional images. 

These techniques have found some applications in medical research like diagnostics, 

treatment planning and therapy. In contrast to problems from the general area of 

computer graphics, the object is displayed in medical implementation are not 

included by format, mathematical expressions, but as an explicit set of voxel, 

therefore specific methods have been established for medical visualization [33].  

3.3. Segmentation 

Segmentation mostly means dividing an image into united area. It means 

emphasizing the pre-stage of classification. The main point in medical image 

processing for diagnosis is to distinguish healthy anatomical structures from 

pathological tissue.  By definition, the result of segmentation is always on the 

regional level of abstraction. It is depended on level of feature extraction as an input 
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to the segmentation, the classification methods such as pixel, edge, texture and 

region based procedures [34]. 

3.3.1   Pixel-Based Segmentation 

It has procedures of segmentation depended on two kinds of images, grayscale image 

and color image. The value of current pixel is regardless of its surroundings. Each 

pixel is considered only isolated from its neighborhood, uncertain that only 

connected segments are obtained. For this reason, it is necessary to apply post-

processing stage [35]. 

3.3.2   Post-Processing 

Segments obtained from pixel based analysis usually are discontinuous and highly 

noisy. However, post-processing is necessary. In mathematical morphology methods, 

effect of noisy structures can be reduced. Morphological opening removes spread 

parts from the segments, holes are closed by morphological closing. The connected 

components algorithm provides each separated segment with a unique reference 

number. After morphological post-processing and connected components analysis, 

cells are separated and colored (labeled) differently according to their segment 

numbers [36]. 

3.3.3   Edge-Based Segmentation 

This type of segmentation is depended on finding the object that is closed outline in 

the image.  Edge segmentation process is only used for such problems, if object that 

is clearly in image can find the boundaries easily in the biological tissue. 

Generally, the image processing chain for edge-based segmentation consists of edge 

extraction and edge completion [37]. Edge extraction is getting edge feature 

extraction, for example creating with the Sobel filter. The next step is binarization 

process that obtains only edge pixels and non-edge pixels. Morphological filtering 

decreases noise and artifacts, finally a skeleton of the edge is computed. The main 

tasks of the edge segmentation are tracing and closing of binary contours.Figure3.5 

shows edge of tumor area [38].M 
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Figure 3.5  Edge detection for segmentation 

3.3.4 Region-Based Segmentation 

The idea of region-based segmentation is to represent only connected segments so 

the morphology methods are avoided. All approaches are based on a certain distance 

or similarity measure to guide the assignment of neighbored pixels or regions. Large 

numbers of methods are used like in grayscale image compare to calculate the mean 

parameter for gray value on image. For example, pixel clustering, which has been 

already introduced for segmentation, is an unsupervised classification process. The 

aim of isolating target is divided into similar groups. If classification is used for 

identical the target, the model reference should be available from which the ground 

truth of classification can be created. The features of these samples are then used for 

parameterization and optimization of the classifier. Figure3.6 shows tumor area 

segmentation [39].  

 

 

Figure 3.6 Region segmentation 

 

 

 
Tumor region  

Tumor edge 
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3.4. Feature Extraction 

Feature extraction is the first stage of image analysis depended on intensity value of 

image applied after segmentation and classification. Therefore, the task of feature 

extraction is to describe properties to emphasize image information on the particular 

level by algorithm. Then, information provided on other levels must be suppressed. 

Data reduction is important stage to determinate properties. Segmentation and feature 

extraction have been done at various levels of abstractions gradually, before 

classification is eventually performed at a high level of abstraction. Before 

classification, the feature extraction is a base on the region level to performance well 

[40]. 

3.4.1 Data Level 

Collective information of all pixels are based on feature extraction. Therefore, all 

transforms manipulating the whole matrix of an image at once can be regarded for 

data feature extraction. Fourier transform is a most famous example of a data feature 

transform is describing two dimensional images in terms of frequencies, according to 

their amplitude and phase [41]. 

3.4.2 Edge Level 

Edge-based features are defined as local contrast, a big difference between grayscale 

image and color image values of adjacent pixels. 

3.4.3 Texture Level 

Texture analysis attempts to quantify objectively the homogeneity in a heterogeneous 

but at least subjectively periodic structure. 

 Structural approaches that are based on texture primitives (textone, texture 

element) and their rules of combinations, 

 Statistical approaches that describe texture by a set of empirical parameters. 

3.4.4 Region Level 

Regional features are used primarily for object classification and identification. They 

are normally calculated for each segment after the segmentation process. 
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 Localization-descriptive measurements such as size, position, and orientation 

of the major axis. 

 Delineation-descriptive measures such as shape, convexity and length of the 

border[42]. 

 

3.5. Classification  

The classification process refers to all connected regions, which are getting from the 

segmentation step to particularly specified classes of targets. Region features are 

important steps before the classification processes. In addition, another feature 

extraction step is executing segmentation between the classification processes. There 

are lots of algorithms that have been used for classification of the data after feature 

extraction like neural network, Weka,…etc. [43] [44].  
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 CHAPTER FOUR 

FILTERING AN ENHANCEMENT AND 

SEGMENTATION 

Preprocessing  

4.1. Sobel Filter: 

The sobel operator or sometimes called as sobel filter, is used in image processing to 

compute the edge detection algorithm for creating some images to be emphasized 

and translated. The idea of sobel filter is technically to describe a gradient operator to 

compute approximation on the gradient of image using intensity function at each 

point of the image. The result of the sobel operator is corresponding gradient vector 

or the norm of the vector. The sobel operator is the base to compute the image in 

small separable integer values filtering it in the vertical and horizontal direction [46]. 

Sobel filter is used in our study in order to make the small size tumors more visible 

because Sobel filter is a suitable method to find a small size tumor in CT scan which 

is not clear [47]. 

There are lots of edge detection methods that suppose the edge occurrence as a 

discontinuity in the intensity function or a very steep intensity gradient in the image. 

By using the assumption, if one takes the derivative of the intensity value across the 

image and finds points where the derivative is maximum, then the edge could be 

located. The gradient is a vector, it used for measuring the rapid pixel value that is 

changing with distance in the x and y direction. Thus, the components of the gradient 

may be found using the following approximation: 

  (   )
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where    and   represent the distance along  and   directions respectively. In 

discrete images, one can consider    and    in numbers of pixels between two 

points.         (pixel spacing) is the point at which pixel coordinates are (   ) , 

thus, 

      (     )     (     )                                                                                    ( ) 

      (     )     (     )                                                                                     ( ) 

In order to detect the presence of a gradient discontinuity, one could calculate the 

change in the gradient at (   )[47]. This can be done by finding the following 

magnitude measure: 

   

 √                                                                                                                         ( ) 

and the gradient direction   is given by 

         
  

  
                                                                                                                    ( ) 

 An example: how to calculate gradient and magnitude in an image 

We can demonstrate the idea of this example by supposing we have an   image 

3×3 mask and in the center of this image we have   pixel representing the rows 

and   pixel representing the columns. We can calculate the neighborhood 

surrounding the center of image's pixel in horizontal     and vertical   direction. 
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 Center of pixel 

  (     )neighborhood of image by gradient, (north pixel of the center pixel) 

  (     )neighborhood of image by gradient, (south pixel of the center pixel) 

  (     )neighborhood of image by gradient,(east pixel of the center pixel) 

  (     )neighborhood of image by gradient,(west pixel of the center pixel) 

We need these values to compute the intensity changes of the image. 

    (     )      (     ), the change between the north pixel and  the south 

pixel, 

    (     )      (     )  the change between east pixel and  west pixel and 

then  (   ) can be calculated by using the equation (   )   
  

  
 . 

 How to calculate the gradient orientation and the gradient magnitude can be 

explained as follows; 

 

Figure 4.1 Calculate the gradient orientation and the gradient magnitude 

 

These steps can be explained as follows, 

1. Read 3D (original image) CT scan grayscale, 

2. Convert 3D (original image) to 2D grayscale, 

3. Find the center pixel value of the image, calculate sobel mask for x-direction 

and y- direction, sum the value of pixels (   ) and its neighbours, Figure 4.1 

shows implementation of sobel filter on the image: 

                        (     )     (     )                                                                      ( ) 

                 (     )     (     )                                                                       (  
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(b) (a) 

Figure 4.2 Representation filtering process (a) Original image (b) Sobel image.  

4.1.1  Area edge detection gradient 

Gradient is one of the multiplying definitions conceptually to find a direct changes in 

image intensity or color. The gradient method in sobel filtering detects the edges of 

image by looking for the maximum and minimum values in the first derivative 

(dy/dx) [48]. 

To find a small size tumor which is not clear in the original image, the gradient 

method in sobel filter detects the edges of image by looking for the maximum and 

minimum values in the second derivative. 

              √                                                                                                  ( ) 

In this study, we used CT scan image (grayscale), however we focused about 

intensity of this image. Figure 4.2 shows the gradient magnitude of CT scan image. 
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Figure 4.3 Implementation of gradient magnitude 

4.2. Processes 

Segmentation plays an important role in medical imaging as it helps extracting the 

organ of interest. For the diagnosis of the lung cancer, it is very necessary to segment 

the chest images and extract the lungs in the preprocessing step, especially in early 

stages and further the nodules are segmented with the different methods when tumor 

does not appear in image [50]. 

4.2.1 Morphology 

Morphology is a branch in biology which is studied about the size, shape and 

structure of animals, plants, microorganisms and the relationships between the parts 

comprising them [51]. 

Mathematical Morphology is a tool for extracting image components that are useful 

in the representation and description of region shape. This morphology method that 

was started to develop in the late 1960s, stands as a relatively separate part of image 

analysis. Mathematical morphology uses the concept of mathematical set theory for 

extracting meaning from the image. This method that is based on Set theory is a 

unified and powerful approach to numerous image processing problems. In binary 

images, the set elements are members of the 2-D integer space – Z
2
 where each 

element (x,y) is a coordinate of a black (or white) pixel in the image [52]. 

 

 

 

http://global.britannica.com/science/zoology
http://global.britannica.com/science/botany
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4.2.2 Binary dilation and erosion 

The description of a binary image is a set of black and white pixels format. Assume 

that white pixel is a background; black pixel is the aim of the process. The dilation 

and erosion are primary morphological operations. Opening, closing is more 

complex than the dilation and erosion. 

 Dilation 

Dilation is an extended image that is in the same shape as the original, but has a 

different size. It makes figure bigger than the original by stretching or shrinking 

it [53]. Dilation increases the holes and enlarges the width of maximum regions, 

so it can remove negative impulsive noises but does little on positive ones [54].   

  is an image,   is a structuring element inside the image  . It checks across the 

image in a way such as convolution, this process is defined as dilation operation. 

It consists of two main inputs for the dilation operator [55], one is the image 

which is dilated and the other is a set of regulate points that is recognized as a 

structuring element and also known as a kernel. The effect of the dilation 

execution on the input image is fixed by this structuring element [56]. 

                  ( )     }                                                                            ( ) 

 Erosion 

The execution shrinking or thinning of the object is defined as erosion. The 

structuring element which is decided to extend this operation [52] is used for 

decreasing the objects in the image peaks while expanding the width of 

minimum regions, so it take out positive noise but affecting negative impulsive 

noises little [53]. 

The erosion process is similar to dilation but the pixels are converted to 'white', 

not 'black'. It consists of two main inputs for the erosion operator [57] one is the 

image which is eroded and the other is a set of regulate points that are 

recognized as a structuring element and known also as a kernel. Erosion 

execution on  the input image is fixed by this structuring element [58]. 

                ( )     }                                                                                   ( ) 
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Erosion enlarges holes, break thin parts and shrink the object. Figure 4.6 shows 

structure element in erosion operation implementation [59]. 

 

 

 

 

 

 

 

Figure 4.4 Structure element in erosion operation 

4.3. Clustering  

4.3.1  Opening and Closing Operations 

 The opening operator 

Dilation and erosion are the two main operations, producing more complex 

sequences. Opening and closing are the most important methods for 

morphological filtering [60]. An opening operation is known  as  erosion 

followed by a dilation. The same structuring element is used  for both operations 

.The base of the two main inputs for opening operator are an image (open and a 

structuring element) . 

 

Using the structure element    to do the open operation on the set  , expressed 

as       definite as in (7); 

 

                 (   )                                                                                      ( )              

 

 The closing operator 

Closing operator performs like opening operator, but reverse of it. It means 

dilation then erosion is applied and the same structuring element is used for both 

operations. The base of two main inputs for closing operator are an image (close 

and a structuring element). 
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In binary image, at opening operation,  is used to erode   plainly first, then on 

the results obtained,   is used to do dilation operation. Also, using   to do 

closing operation on  , expressed as     , is definite as in (8) [61]; 

 

         (   )                                                                                                      (  )  

 

4.4. Morphological Reconstruction 

Distance transformation can transform each target of tumor area into a peak shape 

and the whole image of the target is expressed as a seat towering peaks. The process 

of CT scan has multiple peaks at the top of the first order peak. As much as possible 

to remove a peak is unnecessary to avoid a problem of follow-up image over-

segmentation. This procedure needs morphology-based reconstruction 

transformation. It can consider two-dimensional image as a signal to level the peak 

of the image. Peaks in the image represented the high-frequency part, it helps to 

detect the tumor region, otherwise low-frequency part remove points that are 

undesirable. 

The advantages of morphological reconstruction are that morphological 

reconstruction only needs to select a contrast parameter, the running speed of 

morphological reconstruction is almost constant and morphological reconstruction 

can maintain the shape of the border of the target (tumor) better [62]. Figure3 shows 

implementation the opening, closing operations in morphology and also 

reconstruction in of them.  

     

Opening 

 

Opening-by-

reconstruction 

 

Opening-closing 

 

Opening-closing 

by reconstruction  

 

maxima of 

opening-closing 

by reconstruction 

Figure 4.5 Implementation of o morphology operation  
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4.5. Threshold 

Threshold is one of the methods that is widely used for image segmentation. It is 

suitable for isolated foreground from the background by selecting a threshold 

value,gray image can be converted to binary image. The binary image contains vital 

data  about the position and shape of the objects of interested foreground. It is used to 

reduce complexity data to make it simple for recognition and classification. The most 

common method has been used by converting a gray-level image to a binary image 

by selecting a single threshold value.Then in all the gray level values below to 

threshold will be classified as black (0 pixel), and those above threshold will be 

white (1 pixel).The segmentation problem is how to select the suitable value for the 

threshold. A frequent method used threshold by analyzing the histograms is 

depended the type of images required to be segmented. Threshold technique is 

important techniques in image segmentation. This technique can be expressed as in 

(1): 

 

               (   (   )  (   )                                                                    (  ) 

 

where    is the threshold value and     are the coordinates of the threshold value 

point.  (   )  (   )are points  the gray level image pixels. Threshold image (   ) 

can be defined as in (9) [63]: 

 

     (   )           (   )                                                                        (  )            

  (   )           (   )                                                                                              

4.5.1   Marker threshold 

The target in gray scale image has different regions of the noise in thetarget nodule 

that is inside the area of the tissue. Tag region number related directly to the gray 

level of threshold. The maximum gray image's value is from the peak of the goal of 

the decision. Tumor area is represented by high intensity values  in grayscale of CT 
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scan. Low gray value will be removed from the tag part of the region tissue. Through 

extracting the maximum gray performance, the target region of the markers is 

combined.  The gray level of threshold experiment to find an empirical threshold 

selection, the result of selection of tumor area threshold have importance to take a 

decision that it is selected as the target particle size.If the gray threshold is high that 

means the threshold mark of small target areas markers have been removed and gray 

threshold is very low [64]. Figure 4.5 shows threshold method in opening, closing 

reconstruction operation. 

 

 

Figure 4.6 Thresholded opening-closing by reconstruction 

4.6.  Watershed algorithm 

The watershed algorithm consists of three basic segmentation approaches like 

threshold, edge detection and region based segmentation [65][66]. It provides more 

stable results than used  gradient magnitude, morphological operations individually. 

The watershed algorithm steps following by three points [67] that detecting points 

belong to regional minimum value, pointing the catchment basin / watershed lines 

and points at which water drop can more likely to pick than other points are specific 

to watershed. 

The watershed lines or catchment basin are represented by the single minimum 

values which a drop of water falls with certainty. The gradient of the image is 

founded before watershed is applied.The feature that a pixel will be compared with 

the neighboring pixel, if it is similar, the pixels are added to shape a region. The 

exclusion pixel that is still edge of the region is found or the neighboring regions are 

over merged. At this step, a dam should be builded to avoid integration between two 
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different regions. After testing the result of all pixels only the top's dam is visible and 

resultant of the several regions segmentation in the test image. 

Let            sets denoting the coordinates in the regional minima of an 

image  (   ), where  (   ), is the pixel value of coordinate (   ). Let  (  ), be 

the coordinates in the catchment basin associated with regional minimum    and let 

(     be the set of coordinates (   ) for which  (   )    and is given by (1): 

              (   )  (   )   }                                                                                     (  )  

Step1: The boundary value of the pixels is to be found and the minimum value is to 

be noted. The boundary of the pixels' values of  (   ) is founded. The minimum 

value is assigned to     . Flooding is done by initializing        . Let   (  ) as 

the coordinates in the catchment basin associated with minimum (  ) that are 

flooded at stage   . 

Step2: Compute catchment basins. Compute   (  )   (  )         

  (  )=[ 1         for (   )   and also (   )               } 

  (  )=[ 0        otherwise } 

 

Step3: Derive the set of connected components. Derive the set of connected 

components in                     For each connected component         , 

there are three conditions. 

a. If connected component is empty, it represents a new minimum is encountered. 

If             is empty, connected component    is incorporated into        to 

form        because it represents a new minimum is encountered.   

b. If connected components contain at least one connected component it means 

connected  components lay within the catchment basin of some regional minimum. 

 If            contains one connected component of      ,connected 

component q is incorporated into        to form      because it means   lies 

within the catchment basin of some regional minimum. 
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c. If connected components contains more than one connected component it 

represents all or  part of a ridge separating two or more catchment basins and set 

them  as “dam”.   

If            contains more than one connected component of       , it 

represents all or part of a ridge separating two or more catchment basins are 

encountered so that we have to find the points of ridge(s) and set them as “dam”. 

Step4: Construct dam for all possible catchment basins. Construct      using the 

values obtained for   (  ) and      Set      . 

Step5: Repeat Step 3 and 4 until   reaches max + 1[68]. 

The main idea of watershed algorithm comes from geography that means the gray 

value of each point  on image is equal to the altitude. Implementation processes are 

depended of simulated immersion process, simulation of precipitation, but 

precipitation during the simulation is difficult to convert to digital, simulated 

immersion process is better than it to performance. The gray pixel's value on image 

corresponding to the point that means the terrain altitude. In terrain, there are some 

basins (local minima value in the area of image),ridge is the watershed. The model of 

terrain at the beginning is immersed vertically in this lake, then the minimum portion 

basin opens holes, each hole water of basin is slowly immersed in uniform, when the 

basin has been filled by water, that is two or more basins water will be melt and the 

dam will be built between the two intersecting dykes, as the water level increasing by 

degrees [69]. The final step basin was fully flooded, not only dam was flooded, but 

all the basin is fully surrounded by dams, each dam can represent the watershed and 

the basin is the target discrete by the dam, so to achieve the purpose of the object 

segmentation. Figure 4.7 shows the schematic diagram of simulated [62]: 
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Figure 4.7 Schematic diagram of simulated drowning 

 

4.6.1   The Over-Segmentation  

The use of the single watershed algorithm does not really allow good segmentation 

because far too many regions are detected. There are two main methods to limit this 

over- segmentation that are hierarchical watershed segmentation: It does not use in 

our work and Watershed by markers [70]. 

4.6.2   Marker Control Method  

The application of this algorithm is widely affect the noisy and other local 

irregularities in the image [71]. This method leads to over-segmentation of regions as 

well as an extent in the segmented image itself, like a noisy image does not make 

doctor to diagnose the abnormal image. This is the major drawback of watershed 

algorithm [72] [73]. This problem can be avoided by using markers for segmentation. 

A marker is a connected component belonging to an image. The connected 

components by markers do not have same intensity values, treated as regional 

minima. Markers can be classified as internal (foreground) or external (background) 

depending on its location from region of interest [71]. Distance transform is a 

transformation for binary images. For some pixel connected components, the 

minimum distance from the background to each pixel is called distance transform 

processing [74]. 
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 After marking process on the reconstructed binary image, the marker watershed is 

segmented image, depended of maximum value of morphology method changes 

image marking standardization algorithm by extracting the local maximum mark to 

mask the images of non-local maximum region. Figure 4.8 shows the marker-based 

watershed segmentation. 

   

(a) (b) (c) 

Figure 4.8 Implementation watershed algorithm (a) Watershed ridge lines (b) Markers and object 

boundaries superimposed on original image (c) Colored watershed. 

The results and analysis about the marker-based watershed segmentation algorithm, 

the CT scan of lung needs to achieve accurately target marker, after that process of 

marking, distance image processing have serious implications about extraction for 

tumor area and finally segmentation results.   

4.6.3  Implementation of Marker Controlled Watershed Segmentation 

 Input CT image that is converted from three dimensions to two dimensions 

(grayscale image). 

 Compute the segmentation function in the image by using the Gradient 

Magnitude (sobel operator) for marking the dark regions of objects trying to 

segment. 

 Morphological techniques called opening–by-reconstruction and closing-by-

reconstruction to mark the foreground objects for cleaning up the image to get 

a suitable foreground marks by creating structure element (object). 

 Threshold operation is used to compute the background marks of the image 

and remove dark pixels which are not available in object. 
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 After computing the background marks, the distance watershed transform 

calculate the boundary of object. Combining foreground, background markers 

and segmented object boundary on the original image.  

 Label marks obtained in previous step to get computing the watershed-based                 

segmentation to obtain color watershed on image. 

 Visualize the locations of the foreground and background markers and label 

matrix on top of the original intensity image. 
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CHAPTER FIVE 

FEATURE EXTRACTION FOR CLASSIFICATION 

Image feature extraction is a very important stage of computer based systems. It uses 

some algorithm techniques to detect and isolate various desired portions or shapes 

(features) of an image. In this study, it has been performed after segmentation 

performance on lung tissue labeled as tumor region, or as a statistical method to 

provide certain parameters which is necessary for next step classification process to 

distinguish between normal (lung tissue)and abnormal (tumor or cancer) tissues in 

CT scan image.  There are some statistical parameters used to diagnose the normal 

and abnormal tissues [75]. 

 Area 

It is the scalar value that gives actual number of overall nodule pixels in the 

extracted ROI. Transformation function creates an array of ROI that contains 

pixels with 255 values. 

 

                                                                                     ( ) 

 

Where,     are the pixels within the shape.    is the region of interest. 

         is a vector contain         position,           is a vector 

contains          position [76].  

 

 Perimeter   

It is a scalar value that gives actual number of the nodule pixels. It is the length 

of extracted     boundary. Transformation function creates an array of edges 

that contains pixels with 255 values that have at least one pixel which 

contains   values [76]. 

 

                                                                                          ( ) 
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 Irregularity Index 

Lung cancer is characterized partially by the irregularity in the tumor 

boundaries. For this  analysis, the irregularities in the tumor are computed by an 

index: 

                                 
        

(         ) 
                                                            ( ) 

The metric value or roundness or circularity index or irregularity index (I) is 

equal to 1 only for circle and it is < 1 for any other shape. Here it has been 

assumed that more circularity of the object leads to the highness in the 

probability of being a nodule [77].  

 Equivalent Diameter 

Scalar that specifies the diameter of a circle with the same area as the region 

[78], [79] is computed by the formula in (4):  

                         √
         

 
                                                                               ( )  

 Eccentricity 

This metric value is also called as roundness or circularity. The major axis is the 

longest diameter and the minor axis is the shortest if the              is equal to 

onethat means shape is circular, otherwise the shape is irregular [80].    

             
                     

                    
                                                       ( ) 

5.1. Statistical Parameters For Classification 

The classification pre-process involves following steps:   

 Creating dataset(training dataset) by building table in Microsoft Excel . 

 Identifying class attribute and classes by using parameters from feature 

extraction. 

 Choosing a suitable attributes for classification between normal cell and 

abnormal tumor. 

 Using the model or algorithm to classify the dataset. 
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 Data processing 

The lung cancer dataset which consists of 306 examples in each of two types of 

images: 153 normal and 153 abnormal. This data set is shown in Table (5.1). 

There are five attributes: area, perimeter, eccentricity, irregularity and equivalent 

diameter. The following set of rules might be learned from this dataset: 

Results of Feature extraction 

Table 5.1 Sample of feature extraction for classification 

 

 

 

 

 

 

 

 

 

Discussions  

In this part, some specific explanations about details of twenty images(ten abnormal 

and ten normal) will be done by choosing sample values from the whole dataset.  

A. Abnormal images quality  

Area parameter of the tumor region is calculated with white pixel values, 

perimeter is calculated by the boundaries of tumor area, if boundary of tumor is 

irregular, the perimeter provided high values as the result. Irregularity 

parameters will give low values (shown in image4,image6, image2), also area 

parameters give low values, otherwise if boundary of tumor area is near to 

circular shape, the irregularity parameter gives high values like the area 

parameter, but  the perimeter provided low values   other images have irregular 

shapes (shown in image10, image1). 

Consequently, ediameter depended on area value if it has high ediameter 

provided high value. The changeability of eccentricity value is affected by shape 

No Image-name area perimeter Irregularity EDiameter Eccentricity tumor.type 

1 Image 1 2229 203.727 0.6749 53.2734 1.0588 abnormal 

2 Image 2 492 160.756 0.2392 25.0287 3.1703 abnormal 

3 Image 3 157 64.285 0.4774 14.1386 4.3298 abnormal 

4 Image 4 319 145.051 0.1905 20.1535 4.9903 abnormal 

5 Image 5 263 73.8440 0.6061 18.2992 2.8710 abnormal 

6 Image 6 231 134.655 0.1601 17.1499 3.4703 abnormal 

7 Image 7 884 166.663 0.3999 33.5491 1.7842 abnormal 

8 Image 8 382 104.486 0.4397 22.054 1.9174 abnormal 

9 Image 9 164 60.711 0.5591 14.4503 3.603 abnormal 

10 Image 10 2053 172.888 0.8631 51.1269 1.123 abnormal 
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of tumor, if like longitudinal the eccentricity gives high value as shown in 

image5, image6,image9, image2, image3, image4,otherwise if tumor shape as a 

circular shape gives an approximate value near to one shown in 

image1,image10or slightly higher as shown in image7, image8. Figure 5.1 

shows sample of our data set related to abnormal images.   

 

 

    

  
   

     

Image 1 Image 2 Image 3 Image 4 Image 5 

Figure 5.1Sample of abnormal images 
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Image 6 Image 7 Image 8 Image 9 Image 10 

Figure 5.1 Cont. 

 

Results of Feature extraction 

Table5.2 sample of feature extraction for classification 

 

 

 

 

 

 

 

 

In this part, specific explanations are done about normal images (healthy 

images) by cutting random regions mainly from tissues by the developed 

software in Matlab.   

B. Normal images quality  

In normal images, we can see area, parameter and ediameter are increasing or 

decreasing sequence because area shapes are approximately regular, there fore 

irregular parameters give high values. Area parameter region is calculated by the 

white pixel values. If area parameter has high values, the perimeter and 

ediameter give high values also, if we compare with abnormal tumor. Finally, 

eccentricity parameter gives low value because the shape is nearly rounded. 

Figure 5.2 sample of our dataset related to normal images. 

No Image-name area perimeter Irregularity EDiameter Eccentricity  tumor.type 

1 image1 297 60.058 1.0347 19.4461 1.1731  normal 

2 image2 842 111.623 0.8492 32.7424 1.8726  normal 

3 image3 384 68.99 1.0138 22.1116 1.2516  normal 

4 image4 417 76.442 0.8968 23.0422 1.6566  normal 

5 image5 491 88.086 0.7952 25.0032 2.0893  normal 

6 image6 162 44.932 1.0084 14.3619 1.5048  normal 

7 image7 558 83.016 1.0175 26.6546 1.0978  normal 

8 image8 705 105.164 0.8011 29.9605 2.0292  normal 

9 image9 374 69.618 0.9697 21.8218 1.4137  normal 

10  image10 750 96.207 1.0183 30.9019 1.1489  normal 
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Image1 Image2 Image3 Image4 Image5 

 

 

   

 

 

     

Image6 Image7 Image8 Image9 Image10 

Figure 5.2 Samples of normal images 

5.2. Steps Of Preparing Data For Classification  

5.2.1  Data mining 

 

Data mining is used to solve the problems by analyzing data already presented in the 

databases. It uses machine learning, statistical and visualization techniques, also 

defined as the application of algorithms to search the patterns and relationship found 

in the data (internal factors, external factors) or training data and testing data. 

Finding patterns in data can be done on semi_ automatic or automatic methods[81]. 

Data mining is used for extraction of hidden information from large databases, to 

help user to focus on the important information from database. Data mining is a way 

of technical implementation of the existing software and hardware platforms which is 

useful for enhancing the values of existing information resources. Figure 5.3 shows 
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the relation between machine learning, database, visualization and statistical methods 

[82]. 

Related Fields 

 

 

Data mining steps in the knowledge discovery process are as follows: 

 Data cleaning: Removing the noise and inconsistent data (improve data 

quality).  

 Data integration: Collection of multiple data sources, reducing and avoiding 

redundancies in resulting dataset. This step is improving speed of data mining 

process.    

 Data selection: Data relevant for analysis task or character from database for 

pre-processing. 

 Data transformation: Unification and transformation of the data into 

appropriate forms for mining.  

 Data mining: Using intelligent methods to extract patterns from data (the 

application of algorithms).  

 Pattern evaluation: Identification of patterns that are interesting (data mining 

generates interesting patterns or evaluates patterns for desired results. 

 Knowledge presentation: Visualization and knowledge representation 

techniques are used to present the extracted or mined knowledge to the end 

user. 

The actual data mining task is the automatic or semi-automatic analysis of large 

quantities of data to extract previously unknown interesting patterns such as groups 

Machine 

Learning 

Statistics 

Visualization  

Database 

Data Mining and 

knowledge Discovery 

Figure 5.3 Relations  between  fields 
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of data records (cluster analysis), unusual records (anomaly detection) and 

dependencies (association rule mining) 

 [83]. Figure 5.4 shows the relation: 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

  

5.2.2. Machine learning  

It is  a method of teaching computers to make a prediction based on some data. It is 

the branch of artificial intelligence which improves programs by using the data[83]. 

 

Selection  

Cleaning 

 

----------

----------

------- 

Transformation Data 

Patterns 

Knowledge 

 

Interruption 

Evaluation  

Transformation 

 

Data Mining 

 

Data cleaning 

 

Data 

Data Target 

Figure 5.4 Relations  between  data mining steps  
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 What is machine learning   

Machine learning is the semi_automated extraction of knowledge from data. 

Machine learning is an algorithm that is a part of the data mining process. It 

consists of three component parts:  

 Knowledge from data: It is started with a question that might be answerable 

using data. 

 Automated extraction: It provides data manually and run some processes or 

algorithms. 

 Semi_automated: It is practically machine learning required many smart 

decisions provided by a human [84]. 

Machine learning is divided into two types: 

1. Supervised is a process on making prediction by using data, function is 

labeled as training data. It has a set of training examples. For instance, 

dataset of serious email messages, supervised  learning task whether each 

email message is "spam" or not go to "inbox" because this specification turns 

to production. 

 

2. Unsupervised is extracting structure from data or how to represent it. 

Function is describing hidden structure from unlabeled data. It means 

examples given by user to the learner are not labeled by the system, user is 

providing information and system will process without any error or reward 

signal to evaluate a potential solution [85]. 

5.3. Classification Algorithms 

 Adaboost 

It is Adaptive Boosting, a machine learning algorithm can be used itself as well 

with other learning algorithms to improve their performance. The main idea of 

Adaboost is taking many weak classifiers (each of which can be trained to detect 

a specific feature, with a success rate of only slightly over 50%). Adaboost duty 

distributes weights over all the classifiers depending on their performances [86]. 

The Adaboost algorithm extends to multiclass classification problems also 

suitable for recognition purposes and provides a strong result classifier for large 

https://en.wikipedia.org/wiki/Boosting_(meta-algorithm)
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data sets. A disadvantage of this algorithm is that it's weak for a single classifier 

[87]. 

Input: Suppose of    examples    (     )     (     )  with labels        

        } 

weak linear algorithm Weak Learn 

integer  specifyof iteration 

Initialize   (i)=    for all  . 

Do for           . 

1. Call Weak Learn providing it with the distribution    

2. Get back a hypothesis         . 

3. Calculate the error of       =∑   ( )  
 
    (  )         

 

 
              

 and abort loop. 

4. Set       (     ) 

5. Update distributed   :    ( )  
  

  
 {

        (  )    

                     
 

where   is a normalization constant (chosen so that      will be  distribution) 

Output the final hypothesis:     ( )            ∑    ( )    log 
   

 
 ,[88]. 

  Bagging 

It belongs to ensemble learning algorithms create individuals for its ensemble by 

training each classifier on a random as well redistribution of the training set, 

each classifier's training set is generated by randomly drawing with replacement 

[89]. Bagging is an unsuitable learning algorithm that can be used for small data 

set if small changes happened in the training data set, in this way it generates 

various classifiers. Generally, single classifier creates high test error. The series 

of classifiers make a lower test error than the individual classifier because the 

difference of classifiers usually compensates for errors of any individual 

classifier. A learning algorithm is grouping small changes in the training set 

leads to relatively large changes in accuracy[90]. 

Bagging = Bootstrap AGGregatING 

 is the number of “bags” or base hypotheses 

 is the base learning algorithm 

Bagging(examples,  ,  )  

1. for   ← 1 to   

2. example   ← a bootstrap sample of examples 

3.    ← apply   to example    
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4. return  ,  ,...,   [91] 

 

 Random SubSpace 

It is ensemble learning algorithm composed of several classifiers. RSS is used 

for random decision forestswhich is generated from decision trees. Random 

SubSpace may be formatted from any classifier according to the structure of 

problem. Sometimes it may be applied in classification problems with single 

class[92].  

1. Repeat for            

(a) Select an r-dimensional random subspace     from 

the original p-dimensional feature space  . 

(b) Construct a classifier   ( ) (with a decision boundary   ( )            

2. Combine classifiers   ( )            by simple majority voting to a 

final decision rule. 

   ( )                }    (  ( ))         

  Random Forest 

Also it is an ensemble learning algorithm that utilizes structure for a multitude of 

decision tree sets training time that is suitable for a number of decision tree 

classifiers in diverse sub-samples of data set and use averaging to increase the 

predictive accuracy classifiers and also to control over-fitting [94]. Method 

creates a lot of decision trees and use them for classification as follows; 

 

 

Create Random Subset 

 

 

 

    ⌈                  ⌉ 

           |                   | 

                                                         

                       ⌊                      ⌋ 

    ⌈                  ⌉ 

             |                  | 

                                                                    

                         ⌊                ⌋ 

https://en.wikipedia.org/wiki/Decision_tree_learning
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    ⌈                  ⌉ 

                        |                  | 

                                                       

                                ⌊                ⌋ 

 

 

  

 

 

  Naive Bayes 

It is a supervised learning method as well as a statistical method, prior 

knowledge and observed data can be combined for classification. It calculates 

explicit probabilities for hypothesis and it is robust to noise in input data. Naive 

Bayes requires linear data to work correctly.As a result it provides a useful 

perspective outputs for understanding probabilistic model. It captures 

uncertainty model by determining probabilities of the outputs and evaluating 

many learning algorithms[96]. 

  Bayesian classifiers use Bayes theorem, which says 

 (  \  ) =  ( \   ) 
 (     )  (  )

 ( )
 

  (  \  )= probability of instance   being in class   , 

  (     )= probability of generating instance   given class   , 

  (  ) = probability of occurrence of class   , 

  ( )= probability of instance   occurring [97]. 

 

   SVM 

Support vector machines are supervised learning models related to learning 

algorithms for analyzing data and also recognizing patterns will be used for 

classification process. The main idea of SVM takes a set of input data and for 

each given input, predicts which of two classes forms the input, making it a non-

probabilistic binary linear classifier. Kernel function which maps the given data 

into a different space; the separations can be made even with very complex 

boundaries [98]. 

   (Decision Tree 1) 

   (Decision Tree 2) 

   (Decision Tree m) [95]. 
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Binary Classification 

Given training data (     ) for        with        and          }  learn a 

classifier  ( ) 

such that f(  ) {
         
         

 

A linear classifier 

 ( )        [99] 

 

  ANN 

Neural networks is a branch of artificial neural networks. The architecture of it 

consists of three layers of input layer, hidden layer and the result display in 

output layer. It works as well for non-linear data because it is simulated on the 

observation of biological neurons and network of neurons. Wide range of input 

data for training makes neural network to work with higher accuracy, otherwise 

large set of similar data also small data set make system to be unfair of output 

results. However neural networks need large difference input data set for 

training and also long time to train system to give suitable results [100]. 

     [∑      

    

   

] 

Calculate output 

   (    )     ( )         

        (     ) ∑         

hidden units 

        (     ) (       ) 

output units 

       (   )=    ( )               ( )     (   )  [101]. 

 

  ThresholdSelector 

It is a branch of meta-classifier algorithm works by selecting a mid-point 

threshold on the probability output by a distribution classifier. The threshold is 

represented as a set that gives performance measure that is optimized. It 

measures the performance either on training data set, a hold-out set or using 

cross-validation. Furthermore, the probabilities returned by the base learner can 
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have their range expanded so that the output probabilities will reside between 0 

and 1 [102]. 

 

  Vote 

It provides weak classifiers that could be improved to achieve arbitrarily high 

accuracy, but that never means implementation of vote could always do the 

trick. It works by comparing the asymptotic misclassification error of the 

majority-vote classifier with the average individual error also can be implied  

binary classification with equal prior probabilities. The collection of weak 

classifiers must meet the minimum requirements of having an average true 

positive rate of at least 50% and an average false positive rate of at most 50% 

[103]. The result classification is shown in Table 5.3. 

 

Results of classification 

 

Table 5.3 Results of classification algorithms 

No Method Correctly-

Classified 

Incorrectly- 

Classified 

Time 

1 AdaBoostM1 99.6732 % 0.3268 % 0.5 seconds 

2 Bagging 99.6732 % 0.3268 % 0.03 seconds 

3 RandomForest 99.6732 % 0.3268 % 0.16 seconds 

4 SMO 98.0392 % 1.9608 % 0.09 seconds 

5 MultilayerPerceptron 97.7124 % 2.2876 % 31.87 

seconds 

6 NaiveBayes 97.0588 % 2.9412 % 0.10 seconds 

7 RandomSubSpace 96.0784 % 3.9216 % 0.05 seconds 

8 ThresholdSelector 94.1176 % 5.8824 % 0.14 seconds 

9 Vote 49.0196 % 50.9804 % 0.15 seconds 
 

 

Discussions 

Our data set consists of 306 images combining 153 abnormal images and 153 normal 

images. Learning algorithm (Adaboost, , Naive Bayes, SVM), ensemble learning 
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algorithms (Bagging, Random SubSpace, Random Forest), artificial intelligent 

(ANN) by using cross-validation were used. 

All these algorithms need a huge data set to get good results, it increases 

performance of them because these algorithms belonged to artificial intelligent when 

user provides large data to the system, makes it to distinguish and recognize the 

difference among the value of data. 

 

Adaboost, Bagging, Random Forest algorithms provide high accuracy classifier 

reach to (99.6732 %) for adaboost fixed on features of parameters that used between 

normal and abnormal images. It takes the hard part from data by increasing the 

probability of those data that means it is sensitive to noisy data. It works  by taking 

high value over than 50%,otherwise the value less than 50% will be regarded then 

the adaboost algorithm will distribute the high value(weights) over all classifier, then 

gets good results and fast classifier in 5 seconds. In this way it decreases the mistakes 

made by the weak classifier. 

 

Bagging is using multiple ensemble learning algorithms in statistics and also 

machine learning. The minimization of test error by creating single classifier for each 

training data set, reduce the errors of whole data set and achieve high predict 

performance in short time (3 second) because the algorithm collects the errors from 

each classifier in training data set lead to rise implementation, therefore it provides 

outliers data in small data set.  

 

Random Forest uses iterative classifier from diverse values of parameters in data set  

built from plenty of decision trees, then gets average of high performance of 

classifier. 

  

Those three algorithms are using multiple classifiers of data set at the same time lead 

to giving more opportunity to achieve reliable results. 

 

SVM provides accuracy classifier reaches to 98.0392 %, analyses dataset and 

recognition for classifier divided into two categories positive data and negative 

https://en.wikipedia.org/wiki/Statistics
https://en.wikipedia.org/wiki/Machine_learning
https://en.wikipedia.org/wiki/Outlier
https://en.wikipedia.org/wiki/Decision_tree_learning
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separation by a clear gap in training dataset depended to the values of parameters in 

dataset. In SVM algorithm, build on one category represents positive data 

implementation in 0.09 seconds. 

 

ANN provides accuracy classifier reaches to 97.7124%.  Neural network is sensitive 

to numbers of input data set, a huge data for training makes ANN to achieve high 

accuracy performance, otherwise the accuracy performance has been decreased in 

31.87 seconds, it takes a longest time rather than other algorithms. 

Naive Bayes provides accuracy classifier reaches to 97.0588 %, it uses many 

learning algorithms, then it gets results classifier of their represented in Naive Bayes 

algorithm in 10 seconds.  

Random SubSpace provides accuracy classifier reaches to 96.0784 %less than 

Adaboost, Bagging, Random Forest, SVM and Naive Bayes because it uses several 

methods of classifiers like SVM, linear classifiers, nearest neighbours etc. also used 

other types of classifiers represented in Random SubSpace algorithm. All of these 

algorithms provide various accuracy of results in 0.05 seconds. 

Threshold Selector provides accuracy classifier reaches to 94.1176 % depended on 

one type of classifier mid-point threshold set by considering the optimal performance 

in  0.14 seconds.  

Vote provides accuracy classifier reaches to 49.0196 %. It works in weak classifier 

because it compares misclassification error of Vote classifier with single average. In 

this way, algorithm could not recognize the optimal performance without collective 

classifier results in 15 seconds. 
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 CHAPTER SIX 

 CONCLUSIONS AND FUTURE WORKS 

This chapter introduces conclusions and future works of this thesis with entitled early 

detection of lung cancer by using MATLAB platform that deals with following 

points are: 

 Removing noise from abnormal images. 

 Detecting edges of tumor areas using gradient magnitude. 

 Marking the foreground objects on image in morphology operations 

(opening, closing, dilation and erosion). 

 Computing background markers on image to observe the tumor area by 

thresholded opening-closing. 

 Computing watershed transformation for segmentation (for detecting tumor 

area and removing background of the image. 

 Isolating various desired portionsoftumor shape (feature extraction) of 

abnormal image and cutting area from normal image by usingstatistical 

methods. 

 Evaluating the accuracy performance of the classification algorithms on the 

image. 

6.1. Conclusion 

This thesis presents sequences of methods to detect the tumor inside the tissue in 

medical images in the early stages. Early detection is a very important issue to 

improve the survival rate in lung cancer. By using  some technical operations for 

edge detection of tumor in gradient magnitude of sobel filter and morphology 

operations for tumor segmentation steps. Feature extraction is necessary for 

preparing images to the classifier by using watershed algorithm. Therefore, this 

system package contains five sections. 
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The first section mentions briefly about types of lung cancer, also which type is 

common; explain kinds of tumors, stages of lung cancers from early to advance 

stages. This section also explains the methods of  diagnosis and types of the scanning 

systems and discusses which is the better for diagnosing the lung cancer. 

 

In the second section, the methods of biomedical imaging has been used in this thesis 

are explained.  

 

In the third part, steps of removing the noise from images by using sobel filter in 

gradient magnitude (second derivative) to detect the edges of the tumor in small 

areas. Morphology operations (opening, closing, dilation and erosion) is important to 

mark the background and remove it from the image because background is 

unnecessary in this kind of studies. Computing background markers is important to 

label the tumor area by using thresholded (opening-closing), segmentation method to 

detect tumor area by using watershed transformation and removing the background 

image to focus on tumor area region. 

 

In the fourth part, isolating various desired portions of tumor shape, also cutting 

randomly from tissue of lung on normal image by using statistical methods after 

segmentation has been done to get specific parameters to difference at the normal 

and the abnormal images. In this thesis, five parameters were used (Area, perimeter, 

eccentricity, irregularity and equivalent diameter) by using Matlab code and the 

results were saved on a table in Microsoft Excel to prepare the dataset (analysis data 

in data mining)  for classification processes. Finally, classification algorithms were 

used in this step to distinguish the normal and the abnormal images, it is a very 

important stage in medicine to support the doctor for diagnosing the disease and 

getting correct decisions. For classification, nine algorithms were used (cross- 

validation) that provided different accuracy performance results which include: 

 

 Adaboost: It is a machine learning algorithm, also its performance can be 

increased if it is used with learning algorithms, provided accuracy rate of 

99.6732%, because it collects week classifier and distributes high value. 
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 Bagging: It is an ensemble learning algorithm, provided accuracy rate of 

99.6732% in this study.This algorithm combines errors from dataset as  a 

result share high value.    

 Random Forest: It is an ensemble learning algorithm, provided accuracy rate 

of 99.6732% in this study. This algorithm takes average in multitude decision 

trees from each classifier. 

 

Three previous algorithms get performances depend on ensemble learning 

algorithms. 

 

 SVM: It is a supervised learning model related with learning algorithms, 

provided accuracy rate of 98.0392% in this study. It divided input data in two 

classes (positive, negative) by gab, results were given in the positive part.  

 ANN: It is a branch of artificial neural networks, provided accuracy rate of 

97.7124%. It works on three layers and results are displayed in the output 

layer. 

 Naive Bayes: It is a learning method that can provide higher performances 

when they are used with statistical methods. This method provided accuracy 

rate of 97.0588%. It collects results from many learning methods represented 

on it . 

 Random SubSpace: It is an ensemble learning algorithm and provided 

accuracy rate of 96.0784%. This method uses difference classifiers such as svm 

or others. Therefore, its performance accuracy was lower than previous 

algorithms. 

 Threshold Selector: It is a branch of meta-classifier algorithm that works by 

selecting a mid-point threshold. This method provided accuracy rate of 

94.1176%. It uses one classifier, therefore it provided lower performance 

accuracy than previous algorithms. 

 Vote: This method was a weak classifier that provided accuracy rate of 

49.0196%. It compares misclassification error with single average. 

https://en.wikipedia.org/wiki/Decision_tree_learning
https://en.wikipedia.org/wiki/Decision_tree_learning
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6.2. Future Work 

Nowadays the early detection of lung cancer is a critical problem because it causes 

death through men in a high rate and secondly critical for women after breast cancer. 

Therefore, it is necessary to find a good method for diagnosis so there are lots of 

issues to be developed for this thesis are as follows: 

 DNA sequence alignment contains all kind of gene in human body, therefore 

to discover lung cancer before it hits human body. So DNA parts that causes 

the lung cancer should be detected.   

 Data mining methods are necessary because DNA is so vast and complex, it 

needs filleting data to remove noise from it to focus on gene which causes the 

lung cancer. 

 Getting (AFM)microscope images to show the details of DNA sequence 

alignment. 

 Improving segmentation method to differentiate different gene. 

 Improving classification algorithms in artificial intelligence. 
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