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ABSTRACT

ENVIRONMENTAL PREFERENCE FOR DIFFERENT SETTING TYPES

Asli ipek Cebi
M.F.A. in Interior Architecture and Environmental Design
Supervisor: Assoc. Prof. Dr. Feyzan Erkip

May, 2007

This study focuses on the attributes affecting environmental preference for
different settings. In everyday life, all setting types have alternatives and
each individual make preferences within those alternatives. The main
question of this research is how individuals make their preferences. In this
study, settings are grouped under two main categories. The first category is
obligatory settings that involve the settings that people need or have to use
due to the necessities of daily routine. The second category is leisure
settings and involves all the settings that people use for leisure activities.
The aim of this study is to identify and prioritize attributes affecting
environmental preference according to the setting types and for each
particular setting. The attributes are grouped under three main headings;
aesthetic, physical and behavioral. The respondents are design and non-
design students from the university of Bilkent and Gazi University. The
results indicate that attributes affecting the preferences of individuals vary
according to the setting type (leisure/obligatory) and each particular setting.
In addition, individuals’ gender and educational background affect the
attributes considered while making preference.

Keywords: Environmental preference, leisure and obligatory settings,
aesthetic, physical and behavioral attributes, design and non-design

students.



OZET

FARKLI MEKANLARA GORE MEKAN TERCIHLERINI ETKILEYEN
OZELLIKLER
Asli ipek Cebi
ic Mimarlik ve Cevre Tasarimi Bélimdi, Yiksek Lisans
Danigman: Dog. Dr. Feyzan Erkip
Mayis, 2007

Bu ¢alisma, mekan tercihlerini etkileyen 6zellikleri ele almaktadir. Gunlik
yasamda, her mekan tipinin alternatifi bulunmaktadir ve bireyler bu
alternatifler icerisinden secgimlerini yapmaktadir. Bu ¢alismanin dncelikli
sorusu bireylerin bu tercihleri nasil yaptigidir. Bu ¢alismada, farkh mekanlar
genel olarak iki kategoride gruplanmistir. ilk kategori zorunlu olarak
kullanilan mekanlardir ve gunlik yasamda is ya da ihtiyac dolayisiyla
kullanilan mekanlari kapsamaktadir. ikinci kategori bog zaman mekanlaridir
ve bos zaman etkinlikleri sirasinda vakit gecirilen mekanlari kapsamaktadir.
Calismanin hedefi farkli mekanlara ve mekan tiplerine gére bireylerin mekan
secimlerini etkileyen 6zellikleri tespit etmektir. Bu 6zellikler estetik, fiziksel ve
davranissal olmak Gzere U¢ ana baslik altinda toplanmigtir. Calismaya
katilan 6grenciler Bilkent Universitesi ve Gazi Universitesi'nde tasarim
egitimi alan ve tasarim digi bélimlerde egitim alan 6grencilerdir.
Arastirmanin bulgularina gére, kisilerin mekan secimlerini etkileyen 6zellikler
mekanin tipine (bos vakit/zorunlu) ve her mekanin kendi ézelligine goére
degismektedir. Ayrica, bireylerin cinsiyetleri ve egitim aldiklar bélimler
(tasarim/tasarim digi) tercihlerini yaparken g6z dntne aldiklar 6zellikleri

etkilemektedir.

Anahtar Kelimeler: Cevresel tercih, bos zaman mekanlar ve zorunlu
mekanlar, estetik, fiziksel ve davranigsal faktérler, tasarim ve tasarim digi

egitim alan 6grenciler.
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1. INTRODUCTION

Individuals live in an interaction with their environments. Environment, as a
concept, is an extensive one but in this context, it only covers physical
environments. The related processes are motivation, perception, cognition
and affect (Lang, 1987). Thus, environmental preference should be analyzed
as a spatial behavior that concerns individuals’ interaction with their physical

environments.

Physical environments are also categorized as natural and built
environments. Built environments are man made environments involving
some design variables contrary to natural environments (Lang, 1987). So,
built environments contain more complex constituents that have impacts on
individuals. Environmental preference is one of the responses of individuals

towards built environment.

Built environments involve various settings according to the activities they
enclose. Those settings may have similar characteristics in terms of function,
size, openness to public, user needs and requirements and so on (Ornstein,
1999). Even if they do not have any obvious similarity they are all designed
environments. As a result, they imply variables that interact with individuals.
Some of those variables are material (pigmentation and/or texture), light,

color, acoustic, and furnishing (Lang, 1987).
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Preference is defined as choosing among alternatives according to Kaplan
(1982) and it implies a rapid interpretation before preferring. In other words,
alternatives are compared and contrasted in terms of some attributes and
the one being superior is preferred. Thus, this research is shaped around the
question of ‘what are the attributes affecting individuals while they are

making their environmental preferences?’

1.1. Aim of the Study

The main purpose of this study is to identify and prioritize the attributes that
affect individuals’ environmental preferences for different settings. Thus, the
settings’ list is exhaustive in order to collect extensive data. However, the
settings are grouped as obligatory and leisure settings because it is
expected that an individual will prioritize different attributes for those different

setting types.

Environmental preference is taken as an interaction with the built
environment where the individuals’ characteristics may affect the behavior.
When dealing with built environment as a designed environment, the
evaluation of lay people and designers appears to be important (Gifford,
2002). Gender is also taken into consideration in this research because
gender may affect the processes that result in environmental preference

(Nasar, 1992).

The settings listed in this research are all built environments because the

previous research on environmental preference mostly excludes that issue.
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In the literature, environmental preference has focused on natural settings.

So, this research aims to cover the mostly neglected physical environment.

This study also expects that the data on various settings would be of help

and be an additional support for design professionals.

1.2. Structure of the Thesis

The study focuses on the attributes affecting environmental preferences for
different settings. The first chapter is the introduction. In order to understand
the related attributes, the second chapter covers the attributes affecting
environmental preference. The researches and theoretical studies in the
literature are grouped under three main headings: aesthetic, physical and

behavioral attributes.

Aesthetic attributes involve individuals’ appreciation of the external
appearance and design of the environment. The aesthetic attributes are
examined with theoretical approaches to environmental aesthetic and

appraisal and assessment of the aesthetic quality.

Physical attributes as a part of the built environment cover the effects of
design variables (space configuration, material, light, color, and furnishing)
on individuals. The physical attributes are examined through spatial
organization and functionality, visual stimulation, sensory stimulation and

comfort.
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Behavioral attributes cover the effects of social, cultural and individual
characteristics on environmental preferences. Environmental preference is

also elaborated with spatial behavior.

The third chapter explores environmental preference according to the setting
types. In this study the settings are grouped under two main categories. The
first category is obligatory settings that consist of work places and other
public services. The second category is the leisure settings that cover

outdoor and indoor places.

Chapter four explains the empirical research and it begins with the objectives
of the study involving the variables, research questions and hypotheses.
Then, the method of the study is described covering the explanations on the
sample group and procedure. Next, the results are given. Discussion of the

findings is driven in a separate section.

In the last chapter, major conclusions about environmental preference and

related attributes are presented. The limitations of the study are discussed.

Lastly, suggestions for further studies are generated.
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2. ATTRIBUTES AFFECTING ENVIRONMENTAL PREFERENCE

In the literature, different issues of the physical environment are related to
aesthetic evaluation. According to Vitruvius, “a building must fulfill three
basic purposes: utilitas (commodity), veustas (delight), firmitas (firmness)”
(Lang, 1998, p. 618). Commodity refers to the task of the building that
satisfies its functional goal, delight is its aesthetic goal and firmness is the
buildings necessity to endure for the needed period. Malinowsky & Thurber
(1996) classify the environmental preferences of individuals under four
categories: land use, social, commercial and aesthetic/cognitive. According
to them, environmental preference should be examined in a developmental
context. Relevant researches and theories in the literature can be grouped

under three main headings, as aesthetic, physical, and behavioral attributes.

2.1. Aesthetic Attributes

Aesthetic attributes are particularly related to individuals’ appreciation of the
external appearance and design of the environment. Aesthetic attributes are
examined under two subheadings in the following sections; theoretical
approaches to environmental aesthetics and appraisal and assessment of

the aesthetic quality.

2.1.1. Theoretical Approaches to Environmental Aesthetics
The fundamental concerns of the researches on environmental aesthetics
are to explain “people’s affective responses to both natural and built settings,
particularly the way in which appreciation is linked to the external

appearance and design of the environment” (Hubbard, 1996, p. 75). The
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environmental aesthetics attracts the attention of researchers from various
disciplines, such as, environmental psychology, geography, architecture, and
planning. Such an inter-disciplinary interest on this issue results in various

competing theories.

Berlyne (1971) noted that aesthetic appeal of a pattern seems to depend on
the arousing and de-arousing influence of its collative or structural
properties, and an increase in arousal or a decrease in an uncomfortably
high level of arousal brings pleasure and reward. Imamoglu (2000)
mentioned that attributes like color, texture, direction of dominant elements

should be medium for greater aesthetic appeal.

Hubbard also (1996) claims that “physical forms are stressed at the expense
of the symbolism, meanings and associations ascribed to these forms by
virtue of people’s histories and experiences [...]" (p. 76). Researches on
environmental aesthetics are then replaced by theories that focus on both
symbolic and nonsensory aspects of design and its sensory and physical
attributes. According to Lang (1988) symbolic aesthetics has an important

role in preference because it communicates messages.

2.1.2. Appraisal and Assessment of the Aesthetic Quality
Appraisal and assessment are two different points of views of aesthetic
evaluation. According to Cold (2005), aesthetic evaluation has two
dimensions related with the knowledge of ‘living in” and ‘looking at’. The term
‘looking at’ is described as a part of experiencing the environment (Berleant,

1997). In addition, according to Isaacs (2000), aesthetic experience is
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related to human interaction with environment. Also, Canter (1983) derives
that “the definition of space evaluation is the degree to which a person sees
a place helping to achieve the person’s goals at various levels of interaction
with that place” (p. 659). Thus, the attitudes of designers and users towards
environment and the way that they differ from each other become important.
Additionally, evaluation can provide feedback to users and designers
(Galindo & Rodriguez, 2000). The environment can be evaluated from the
designers’ point of view and users’ point of view that are respectively called

assessment and appraisal (Kaplan, 1982).

Assessments are done by experts, who are professionally trained relevant to
the setting or especially interested in settings (Gifford, 2002). These experts
make analyses of the built environment and correlate the individuals’
perception and the present environment (Fenton & Reser, 1992; Isaacs,
2000). Even if assessments are expert based, personal, situational or
cultural factors may affect the assessment of a built environment (Crilly,
Moultire & Clarkson, 2004). Designers’ assessments become important
because they assess the effectiveness of the designed environments for
their users (Sanoff, 1992; Carslon, 2002). In this context, it is essential to
analyze how the users interpret the built environment (Somerville, Miller &

Mair, 2003).

Appraisal is the other environmental evaluation component that is related
with users’ interpretation of an environment (Russell, 1992). Appraisals are
individual based and focus on individuals’ feelings and thoughts about

places. Therefore, emotional and aesthetic considerations that depend on
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individuals’ perception affect appraisal of built environments (Galindo &
Rodriguez, 2000). Nasar (1994) defines physical features as one of the
influences on appraisal that also includes spatial ability, familiarity and

experience.

2.2. Physical Attributes

The built environment involves certain design variables. There are space
configuration, material (pigmentation and/or texture), light, color, and
furnishing. These variables and the way that they are integrated affect
individuals. The physical attributes are examined under the headings of
spatial organization and functionality, visual stimulations and sensory

stimulations and comfort.

2.2.1. Spatial Organization and Functionality
The preferred landscapes are the ones that are rated as the most beautiful
ones (Berg, Vlek & Coeterier, 1998) and “beauty ratings were positively
related to perceived complexity, coherence, mystery and biodiversity” (Berg,
et al., 1988, p. 141). The human processing can be divided into two as
“coherence and legibility in the case of making sense of the environment”
and “mystery and complexity in the context of being involved in the
environment” (Kaplan, 1982, p.185). Abstract evaluation of physical
elements may form the preference framework. According to Kaplan (1982),
the preference framework lays on the amount of four general qualities in the
environment: coherence referring “to the ease with which a scene can be
cognitively organized”; complexity referring “to scene’s capacity to keep an

individual busy”; legibility meaning “that the environment appears to be one
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that could be explored without getting lost” in other words, an environment
that is arranged in a clear manner; mystery meaning “that the environment
suggests one could learn more, interact more, or be further occupied” (p.

73).

According to Kaplan (1982), when these four qualities increase the
preference increases accordingly within certain limits. Kaplan (1982) stated
that if legibility is too much then the setting would be clear but it would
become boring due to lack of interest. In contrast, if mystery of a setting is
too much it becomes dangerous, so mystery should also be limited.
According to Kaplan (1987), a certain level of complexity is attractive for
users as long as they feel safe. In addition, studies of Berlyne (1971) show
that individuals prefer moderate level of visual complexity. The complexity
affects the arousing quality linearly. Stimulation describes the amount of
information in a setting or object that impinges upon the human user.
“Intensity, variety, complexity, mystery and novelty are specific design
qualities pertinent to stimulation” (Evans & McCoy, 1998, p. 85). Boredom
may occur in case of lack of stimulation where sensory deprivation is the

result of extreme stimulations.

Scott (1993a) claims that mystery and complexity are the predictors of
interior preferences. Mystery as an environmental characteristic refers to
places that are difficult to perceive at first sight and need vantage points to

view or a further exploration.
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Architectural legibility has been evaluated positively by users because it
provides an aid for wayfinding performance (Werner & Schindler, 2004).
Moreover, “a moderate incongruity level is more likely to trigger a favorable
evaluation of the situation, object or the person” (Chebat, Michon & Turley,
2003, p. 576). Importance of legibility has been claimed by different
researchers. “The legibility of key architectural elements, such as entrances,
horizontal and vertical circulation and major landmarks is a prerequisite to
understand the spatial organization of a building” (Dogu & Erkip, 2000, p.
732). In other words, legibility eases the perception of environment and

helps to understand the spatial organization (Arthur & Passini, 1992).

Coherence refers to clarity or comprehensibility of building elements and
form. “Ambiguity, disorganization, and disorientation are major impediments
to coherence” (Evans & McCoy, 1998, p. 87). McMullen (2001) claims that “a
space with coherence enhances the impression that wayfinding is possible”
(p. 17). Other design attributes that McMullen (2001) mentions for the
environmental preference research are spaciousness, multi-level vantage
points, coherence, levels of complexity and refuge. According to Passini
(1984), wayfinding is consisting of a cognitive mapping ability, a decision-
making ability, and a decision execution resulting in behavior. The cognition
process deals with “the acquisition, organization, and storage of knowledge”
(Nasar, 1992, p. 93). According to Lynch (1960), individuals use certain
elements of a city in order to identify physical features and organize them for
wayfinding in their mental map. Five elements that are landmarks, paths,

nodes, edges, and districts are named by Lynch (1960). These elements are
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found in the interiors of buildings as well and they help individuals to

navigate.

2.2.2. Visual Stimulations

Most of the elements present in the buildings stimulate individuals visually.
“The visual experience typically is the most important to humans and is more
central to design attention than our other sensory experiences” (Nasar,
1983, p. 78). Obvious visual distractions in a setting may lead individuals to
dislike the settings, but when a setting is less attractive or unattractive, the
impact of physical elements associated with visual preference that lead
individuals to prefer one setting over another is not obvious (Gifford, 2002).
Additionally, Hagerhall (2001) found that preference judgments depend on
the quality of the scene and how well the visual stimulus matched to
individuals’ idealized image. According to Nasar (1983) preference is related
to visual diversity. The findings of Nasar (1983) showed that upkeep,
ornateness, openness, and clarity are associated separately with preference
for the visual environment. McMullen (2001) formulates that “people respond
to interior space in all its configurations, i.e. enclosure, exposure, verticality

and horizontality, mass, volume, interior spaciousness, and light” (p. 16).

Affordance refers to the fact that “we utilize interior spaces according to our
understanding of the functions that they provide us” (Evans & McCoy, 1998,
p. 87). Rapid changes in visual access, presence of ambiguous or conflicting
information, vague or missing cues can result as ambiguity and
misaffordance. Stamps (1999) questioned “how well preference judgments

can be predicted from geometrical properties of architectural facades” (p.
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723). The surface complexity, silhouette complexity and fagcade articulation
are defined as three factors that can affect fagade preference. The urban
design principals are mentioned in Stamps (1999) as “the richness of older
buildings [that] should be conserved, the appearance of mass [that] should
be reduced by facade articulation and the silhouettes [that] should be neither
monotonous nor excessively complex” (p. 724). The findings of Stamps
(1999) indicated that “surface complexity was much greater than the
preference effects of either silhouette complexity or fagade articulation” (p.
745). Complexity is parallel to texture and ornament for the fagades.
Horizontal or vertical symmetry and the reduction in number of turns reduce
the judged complexity (Stamps, 1999). In addition, Imamoglu (2000)
questioned the relationship between complexity, liking and familiarity in
preference of two-storey traditional and modern houses. “The intermediate
level of complexity was favored over the most and least complex ones”
(Imamoglu, 2000, p.5). Furthermore, houses with maximum complexity

decreased the respondents’ familiarity.

Studies of Nasar (1992) show that individuals prefer rooms with windows
rather than rooms without windows, square rooms over rectangular ones and
higher ceilings over usual ceilings. The presence of window or other visual
elements such as posters, pictures, paintings in a room are thought to affect
the mood, perception and performance of individuals (Stone, 1998b).
According to Stone (1998b), individuals prefer offices with windows and try
to compensate for the lack of windows when they are in windowless

environment.
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The style of a building may be another criterion for preference even if stylistic
preferences may change over time as fashion changes (Nasar, 1992).
Canter (1972) considered that most of the buildings are designed with little
reference to culture and investigated whether culture affect building
preference. The sample in his research consisted of Australian and Scottish
students, and the results showed that for some buildings individuals might

have different perception and understanding.

According to Wilson (1996), it is clear that aesthetic evaluation of buildings is
based on architectural style. In his research the buildings are selected from
four main architectural movements: modernism, post modernism, high-tech,
and neo-vernacular. The results show that individuals make their
preferences according to style of the buildings. In addition, when the four
styles are visually illustrated as stylistic regions, it is seen that individuals
may prefer buildings from adjacent region but it is most unlikely that they
make a preference from opposite regions. Such results show that people

tend to be coherent in their stylistic choices.

2.2.3. Sensory Stimulations and Comfort
Controlling the physical environmental factors, such as heat, light, and sound
in order to satisfy the comfort conditions for users is one of the important
functions of the building envelope (the totality of building elements).
Accordingly, the built envelope should ensure “thermal comfort by controlling
the influence of climatic elements; visual comfort by controlling the natural
and artificial light; and acoustic comfort by reducing the noise to an
acceptable level” (Oral, Yener & Bayazit, 2004, p. 13). The following factors

increase the stimulation level; loud noise, bright light, unusual or strong
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smells, bright colors (especially red), crowding and close interpersonal
distances. Knez (1995) investigated the effect of indoor lighting on cognitive
performance via mood and found that gender differences cause different
reactions to the indoor lighting. The layout, circulation systems and the
individual’s location in space influence the level of visual and acoustic
stimulation (Evans & McCoy, 1998). When there is too much information in
the signage built environment seems to be incoherent (Evans & McCoy,

1998).

Veitch & Gifford claimed that “psychologists have embraced the idea that
providing choices gives personal control to the individuals, and that personal
control is necessary to well-being” (1996, p. 269). In other words, individuals
feel that they have control when they are in environments that are designed
according to their preference. In Veitch and Gifford (1996) one group of
individuals are given control over the lighting of the task lights; they may alter
the amount, position and type of lighting and other group is allowed to prefer
their tasks at the starting of the experiment. According to their results,
subjects in preference-given conditions reported more perceived control than
those under no-choice and preference denied condition. “Control is defined
herein as mastery or the ability to either alter the physical environment or
regulate exposure to one’s surroundings. “Physical constraints, flexibility,
responsiveness, privacy, special syntax, defensible space, and certain
symbolic elements are key design concepts salient to control” (Evans &
McCoy, 1998, p. 88). Individual’s interaction with the space can be
threatened by insufficient spatial resources, inflexible spatial arrangements,

and lack of climatic or lighting control. Density and volume provides spatial
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resources. Responsiveness may also influence control as it “refers to the
clarity and speed of feedback one receives when acting upon a setting or

object” (Evans & McCoy, 1998, p. 89).

The attention restoration theory is in the basis of the research of Staats &
Hartig (2004) and “it provides a basis for investigating the relationship
between restoration and environmental preference” (p.199). “Restorative
qualities define the potential of design elements to function therapeutically,
reducing cognitive fatigue and other sources of stress” (Evans & McCoy,
1998, p. 90). Design can help people to heal. Retreat, fascination and
exposure of natural elements are elements that increase restorative quality
of environment. Accordingly, it is claimed that “one may expect to obtain a
positive relation between the preference for a particular environment and
that environment’s potential to provide restoration from stress or mental
fatigue” (Berg, Koole & Wulp, 2003, p.136). When there is an imbalance
between environmental demands and human resources stress may occur
(Evans & McCoy, 1998). According to Evans & McCoy (1998) five interior
design elements may influence stress: stimulation, coherence, control,
affordances, and restorative quality. Staats & Hartig (2004) claim that
“people have a number of reasons for going to outdoor environments during
their leisure time” (p. 199). The most important reasons are reducing the

stress and being in the company of one’s close relatives or friends.

2.3. Behavioral Attributes
The literature shows that environmental preference should be investigated

according to the attitudes, perceptions, expectations and needs of
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individuals which result in behavior. The behavioral attributes are examined
under social and cultural characteristics, individual characteristics and spatial

behavior.

2.3.1. Social and Cultural Characteristics
The environmental preferences are not constructed solely by the
characteristics of individuals but also by social interpretations (Hubbard,
1996). Both individual and social factors affect environmental psychology.
Peron, Purcell, Staats, Falchero & Lamb (1998, p. 286) also discuss “making
sense of and involvement” model. According to this model, “there are two
evolutionary constraints on human information processing”, the first one is to
“be able to understand the world by being able to classify objects, events,
and environments”, the second is “to adapt to potentially changes in the
world” (Peron et al., 1998, p. 286). According to Rapoport (1976) “the
physical environment can be seen as a record of culture, beliefs, and
behavior” (p. 486). Meanings can be attached to environments as the
reflection of power and ideological views of the society but such approaches
disregard the individualistic interpretations that are necessary for the

understanding of environmental aesthetics (Hubbard, 1996).

Sometimes social and personal images may collide. Even if the personal
characteristics are different social image may be the reason of individuals’
commune thoughts. Berg, et al. (1988) found that farmers and visitors
beauty ratings differ in landscapes. Farmers gave higher ratings for the
present agrarian landscape (farm-land scenes) than visitors and residents.

However, both of the groups favored to develop forests. Hagerhall (2001)
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dealing with the explanation of why specific landscape characteristics are
important to humans found that individuals may first prefer a landscape
because it refers to an idealized image existing in a society, second, due to
special meaning to individuals. Hubbard (1996) defines the social
representation as “a shared, common-sense view of a particular social or
environmental phenomenon” (p. 78). Accordingly, “The social representation
may be seen as the product of the interplay of individual cognitive structures
and social structures; although they are constructed by social interactions,
they are conveyed and articulated by individuals” (Hubbard, 1996, p. 79).
Social interaction depends also on the functional distance between spaces,
focal points, furniture arrangements (Evans & McCoy, 1998). “Well designed
focal points include activity generators, are centrally located, function as
neutral territories and provide prospective visual access” (Evans & McCoy,
1998, p. 89). Sociofugal furniture arrangements are inflexible and limit eye
contact and socialization, whereas sociopetal arrangements encourage

interaction by moveable components.

According to Hubbard (1996), the environmental preference should be
investigated according to the divergence of attitudes and perceptions of the
environment between different social and cultural groups. Differences
between groups involve age, gender, class, and lifestyle. According to
Bourdieu (1984), education is a significant factor in determining the cultural
taste. He (1984) argues that the good taste is defined and refined by more
educated members of the society. So the educated group shows superiority
over the other social groups. Furthermore, within the educated group, the

designers, planners and architects are the ones who are dominant to
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determine the architectural taste (Hubbard, 1996). However, the
professionals’ taste can be distant from the tastes of mass population. Class
differences affect environmental aesthetics and preferences more than

ideological views (Hubbard, 1996).

Although individuals should be considered uniquely, “the impacts of societal
forces on individuals’ perceptions and evaluations” could not be neglected
(Hubbard, 1996, p. 78). The theories differ according to different focal points.
One such point is whether they “focus on objective or subjective
characteristics of the environment” (Hubbard, 1996, p. 76). The objective
characteristics involve group decisions, in other words these are the social
characteristics. The subjective characteristics are the individual
characteristics. The distinction can also be named as “micro-level” or
“macro-level”, the former for individualistic and the later for social-cultural

theories of preference (Hubbard, 1996).

2.3.2. Individual Characteristics
The positive or negative evaluation of an environment depends partly on the
individuals’ background. Depending on social class, age, mood, and
educational level differences, the same everyday building can be judged
differently. According to Nasar (1992), previous studies showed that wilder
landscapes are preferred more by younger adults than children or older
adults and compared to males, females prefer more richly vegetated and

warmer scenes.
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Familiarity is one of the attributes that determine preferred scenes, but
according to Nasar (1992) the effect of familiarity is conflicting. Individuals
may prefer scenes with which they are familiar, or on the contrary, unfamiliar
because that causes an interest. Peron, et al. (1998) named preference
model as “preference for prototypes or preference for differences” which
bases the preference on the judgment differences between
novelty/unfamiliarity and typicality. Accordingly, “preference was found to be
positively correlated with typicality and negatively correlated with novelty and
unfamiliarity” (Peron et al., 1998, p.283). However, some atypical scenes are
positively rated because they are found more interesting. “Familiarity with the
scenes may influence both their perceptions of complexity and liking for the
scenes” (Imamoglu, 2000, p.6). According to the findings, familiar houses of
intermediate complexity seem to be liked more. Thus, Imamoglu (2000)
suggests that “avoiding designs of very complex facades or those with
excessive un-familiar elements or materials may contribute to the creation of
housing more positively regarded by the public” (p. 15). According to
Saldeco (2003), functional necessity may explain some of the uniformity of

buildings.

Being a design expert or a lay person differs the way that the environment is
evaluated. In the studies of Nasar (1992), “designers favored designs that
promoted social interaction” whereas users “favored designs that enhanced
their privacy” (p. 69). In addition, “architects prefer more unusual house
forms and that non-architects prefer more typical forms” (Gifford, 2002, p.
69). According to Wilson (1996) “if architects truly have different standards

of appreciation from non-architects, it is then most likely that these standards
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of judgments are acquired within the schools of architecture during the
period of architectural education” (p. 33). In addition, he (1996) claims that
architects design to satisfy their colleagues rather than the users. When the
approach to design is more humanistic than the gap between public and
architectural opinion will become narrow but still continue to appear.
According to Wilson (1996), architecture students from different schools
have similar evaluation system because they socialize and develop an

appreciation in an environment full of architecture professionals.

Lang (1988) formulating the normative theory that “is concerned primarily
with the descriptions and explanation of the positions that architects and
others have taken on what good architecture is” (p. 602). He claims that
“architects’ attitudes toward architecture are closely allied to their attitudes
toward people” (p. 618). Also, there are slogans through which architects
reflect their positions, such as, “form follows function”, “a building should be
true to materials”, it “should be honest” or it “should contribute to the
architecture itself”. According to Lang (1988), those statements are

reflections of the architectural schools of particular periods.

According to the findings of Hubbard (1996), there are “important inter-group
and inter-individual differences in architectural interpretation” (p. 75).
Imamoglu (2000) found that there is a significant difference between
architecture and non-architecture students in terms of manipulated

complexity in the preference of residential fagades.
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According to Staats & Hartig (2004), “environmental preference measures do
not differentiate with respect to people’s behavior in the environment being
evaluated” (p.200). Accordingly, “preference for an environment may well
imply preference for some behavior in that environment, and not only how
much a person likes” (Staats & Hartig, 2004, p. 200). They also claim that
“different behaviors may have different effects on preference ratings
because of the different requirements that those behaviors make on

environment” (p. 200).

Kyle, Mowen & Tarrant (2005) claims that “the affective component is most
often reflected in emotional attachments to place, whereas the cognitive
component concerns thoughts, knowledge, and beliefs related to place” (p.
439). In addition Malinowsky & Thurber (1996) results show that “younger
boys tended to choose places valued for a particular land use, while older
boys tended to choose places for their aesthetic or cognitive qualities” (p.
45). Kyle et al. (2005) support that individuals tend to be in natural
environments in order to function effectively and contribute to the

socialization process.

2.3.3. Spatial Behavior
Both natural and built environments present alternatives to individuals.
Individuals have the opportunity to choose among those alternatives.
According to Kaplan (1982), “choosing among alternatives” defines
preference which is “driven by rapid and automatic affective responses”
(Berg, et al., 2003, p. 144). Environmental preference is a spatial behavior

that proceeds a series of human behavior. Motivation, perception, cognition
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and affect are the processes of the spatial behavior that affect environmental

preference (Lang, 1987).

Motivation is the guiding force behind behavior and the satisfaction of needs
directs behavior. According to Maslow’s hierarchy of needs mentioned in

Lang (1987), the needs are classified from strongest to weakest as follows:

Physiological needs, such as hunger and thirst; safety needs, such as
security and protection from physical harm; belonging and love needs,
such as membership in a group and the receiving of affection; esteem
needs, those desires of an individual to be held in high value by himself
or herself and others; actualization needs, representing the desires to
fulfill one’s capacity; and cognitive and aesthetic needs, such as the
thirst for knowledge and the desire for beauty for its own sake (Lang,

1987, p. 85).

Motivation of individuals may vary from one individual to another in different
levels of the hierarchy of needs. Individuals’ gender, family, ethnic group,
social and economic class, education, cultural and national backgrounds,

and lifestyles determine their motivations.

The motivation of the individual affects his/her perception of the
environment. The perception is defined as “the process of obtaining
information from and about once surrounding” actively and purposefully
(Lang, 1987, p. 85). The motivation of individuals forms individuals’
expectations and affects directly how they perceive their environment and
their satisfaction level. Once individuals perceive, the environmental clues

enter to the cognition and affect processes that result with a spatial behavior.
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Cognition is the acquisition, organization and storage of knowledge which
“focuses on issues of thinking, learning, remembering, and mental
development” (Lang, 1987, p. 93). According to Scott (1993b), the cognitive
models of preference, that are studied in natural settings, are usable for
explaining preference for interior environments. According to Peron et al.
(1998) preference is strongly related with the content of the scene.
Representation of different environments may be related in different
degrees. In other words “the experience associated with an instance of a
particular type of environment, [...], will be formed through matching the
abstract, generic, or old knowledge in the existing mental representations
with the particular attributes and the characteristics of the perceived

instance” (Peron et al., 1998, p. 288).

Affect is related to individuals’ likes and dislikes and “it involves an
understanding of values and attitude formation” (Lang, 1987, p. 93). As a
whole, cognition and affect have a major role in the choices that people

make in the use of their environment.

Spatial behavior varies according to the types of settings. Differences in

attitudes toward and behavior in different settings are analyzed in the

following chapter 3.
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3. ENVIRONMENTAL PREFERENCE ACCORDING TO THE TYPES OF

SETTINGS

In this research the settings are classified into two groups. The first one is
obligatory settings. These settings involve all the settings that one must or
have to be due to necessities of daily routines. The second group is leisure
settings. These settings involve all the settings that people use in their
leisure time for leisure activities. This classification is used to be in the

analyses of environments and individuals’ attitudes toward environment.

3.1. Attitudes towards Environment

Individuals are surrounded with environments that have different
characteristics. Those characteristics can be distinguished as physical,
social, psychological and behavioral. This research concerns mostly the
physical environments. Physical environments are also distinguished as
natural and built environments. The natural environments refer to “the nature

of the earth and its processes at any point on it” (Lang, 1987, p. 78).

As stated earlier, researches indicate that natural environments are
preferred over built environments (Kaplan, 1987). Berg, et al. (2003)
question whether or not this is a result of the restorative quality of the natural
environments. Their study enhanced preferences for natural over built
environments and stressed that individuals’ mood states improve after
staying in the natural environment. According to Kaplan (1987), individuals
prefer natural settings because they are attracted by elements of

evolutionary significance such as presence of water and vegetation. In
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addition, built environments with natural elements are generally preferred

over environments without natural elements (Herzog, 1989).

The results of Staats & Hartig (2004) show that “natural environment is
preferred over the urban environment, and this difference is about twice as
larger for those people imagining themselves as attentional fatigue

compared to imagining themselves as mentally alert” (p. 208).

However, in the contemporary urban life, individuals have to use built
environments more than natural environments. The built environments are
“the set of adaptations people have made to their natural environment”
(Lang, 1987, p. 81). They are man-made as opposed to natural
environments and they involve basic design variables as an artificial
arrangement. Material (pigmentation and/or texture), light, color, acoustic,
furnishing are some of these variables. The preference for these variables
affects the interaction of individuals with each other and with built

environments.

According to Barker (1968) “a behavioral setting has both structural and
dynamic attributes” (p. 18). Geographical locus, temporal locus, population,
occupancy time, functional position of inhabitants, action patterns, behavior
mechanisms, pressure, autonomy and welfare are the variables that Barker
(1968) defines as other properties or behavioral settings. Spaces
constructed for different activities are experienced in different contexts
(Purcell, Peron & Berto, 2001). Ornstein (1999) makes a categorization for

the buildings “situated in a mixed-use urban area: residential, commercial,
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business, services and leisure” (p. 439). Leisure or obligatory purposes can
define these contexts. This classification is limited with the basic functions of
the settings and does not necessarily reflect individual evaluations. Thus,
even one space can contradictorily be leisure for one person but not for
another. Banks, governmental buildings, schools, offices, hospitals, markets,
and shops are the examples of obligatory spaces that are used by almost
everybody in daily life. Parks, shopping malls, streets, cafes, patisseries,
restaurants, bars, discos, sport centers, clubs, movie theatres, theatres, and
museums are the examples of leisure spaces. As Nasar (1983) stated
“people may respond differently to an industrial and a residential scene even
though the scenes have similar visual characteristics” (p.592). In urban
areas, each space type has certain alternatives. Individuals make choices
and prefer one space among these alternatives. The reasons of these
preferences are the main question of this research. Differences between

individuals and settings types should also be investigated.

3.2. Obligatory Settings
These obligatory settings involve all the settings that we must or have to be
due to necessities in our daily routines. The subcategories can be grouped

under work places and other public services.

3.2.1. Work Places
Work environments can be arranged as personal offices or as open offices
where individuals work together. Solitary workers have the chance to
arrange their workplaces according to their needs and do not have to

concern the needs of other workers. The physical adaptation to the
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workplace reduces stress and frustration on the job (Lasswell, 1990).
“Privacy, or the ability to regulate social interaction, is a major contributor to
a sense of control in environmental settings” (Evans & McCoy, 1998, p. 89).
The way that a work environment is designed and equipped should consider
the following issues: the personal space, personal status, territoriality,
privacy, friendship formation and group membership. Most of the workers
express a strong desire for control over their personal workspaces (Lasswell,
1990). The arrangement of the amenities in the work environment is also
crucial because an unfair availability can create a strong sense of injustice in
terms of personal status. According to Lasswell (1990), “clear boundaries
are just as important as in the workplace as anywhere else” (p.65). There
should be a spatial hierarchy within buildings that differentiates places that
provide solitude and intimacy from places that emphasize contact with the
public and socialization. Privacy is related to the size, location, and degree of
stimulus isolation of interiors. Social interaction and regulation are related to
visual or acoustic interconnection of the spaces. Thus, the depth that “refers
to the number of spaces one must pass through to get from one point in a
structure to another” affect social interaction, visual access and visual
exposure (Evans & McCoy, 1998, p. 89). More privacy is afforded by deeper
space. The organization of the work environment should offer privacy as well

as, the facilities that encourage friendly contacts and group affiliation.

The other physical element that affects performance with its presence is
windows. Windowless buildings may be the result of open-office
configurations because individuals prefer offices with window and try to

compensate for the lack of windows when they are in windowless
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environments (Stone, 1998). Stone (1998) tried to determine whether poster
presence and workspace color have an effect on mood, satisfaction and
performance. The data indicated that cool colors (blue) are calming and
warm colors (red) are stimulating but satisfaction and performance were not
significantly related to posters and workspace color. However, posters made
the workspace more pleasant and increased perceived task demand
similarly to red color workspace (Stone, 1998). However, According to
Stone (1998), the presence of window does not affect performance; it only
increases the perception of the room as motivating. Similarly, presence of
posters has little effects on performance especially for creative tasks but

they increase positive mood and decrease fatigue.

Huang, Robertson & Chang (2004) noted that workspace satisfaction and
control are related with job performance, stress and wellbeing. Additionally,
they (2004) found that an office ergonomics training program improves
individuals’ environmental control, satisfaction and communication level but
do not reduce stress level. The work environment that they have suggested
contains adjustable desk and keyboard heights, task heights, task lights, and
movable privacy walls. It is clear that flexible usage and adjustable
components are an aid for employees’ environmental control and
satisfaction. In addition, the workplace should accommodate new demands
related to communication and information technologies (Ornstein, 1999).
Maher & Hippel (2005) claim that although open offices increase interaction
between employees, their productivity, satisfaction, aesthetic judgments and
group sociability, they cause workplace noise, increase disturbance and

distraction and decrease privacy. Both open and separate offices’
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employees are disturbed when felt crowded and uncomfortable. In addition,
complexity of the task affects performance and employee satisfaction in

open offices (Maher & Hippel, 2005).

Another important work environment is the school for students. In a school
environment learning is expected to occur and it means acquiring new
knowledge or skills. According to Martin (2002) a classroom should be
considered as a system and “there is a complex relationship between the
physical structure and arrangement of the room, the teacher, the students
and the distribution of the space” (p. 139).The learning resources may vary
according to the setting. In a formal school’s classroom the resources are
boundless: there can be instruments, training equipments or any other

source to intensify learning experience.

In addition, teachers as the resource of learning are affected by the plan
because it provides a starting point for the development of behavioral maps;
affect their interactions, and standing position and location in the room
(Martin, 2002). Demirbas & Demirkan (2000) add that studios as spaces
used in architectural education function as a complex social organization.
Their study investigated sex differences in patterns of privacy preferences
among the students in a design studio. Results of Demirbas & Demirkan
(2000) showed no significant difference between preferences of solitude,

reserve, anonymity, and isolation among sexes.

Campbell & Campbell (1988) examined the influence of physical

environment on students’ informational social interaction in departmental
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lounges. Students favor lounges that are located near facilities such as
coffee dispenser, vending machines. The central location and comfortable
seating was the most used and displayed greatest variety of user behavior.
A desirable seating and its location are they are “strong predictors of the

amount of lounge use” (p. 211).

In other settings the learning resources can be limited to a sign. According to
Lasswell (1990), "whatever the level or learning resource, the ambient
conditions must be suitable, with appropriate lighting, acoustics, ventilation,

and safe place to sit and stand in comfort in order to absorb the information”

(p. 96).

3.2.2. Other Public Services
People use other settings occasionally for public services such as health,
public duties etc. Hospitals are complex buildings because they should
concern principally the needs of medical and support staff but in an
appropriate way considering the patients. The patients may experience
problems in common even they differ and suffer from different afflictions. The
heath-care building should minimize the stresses of noise and discomfort,
and permit patients to retain some feeling of competence and independence
that can help patients become a functioning part of the health-care system
rather than its object (Lasswell, 1990). The patient rooms’ design may affect
the patients’ healing process so they should be equipped accordingly.
Windows connect the life indoors and outdoors by providing fresh air,
daylight, sound of life, view amenity, change in season and daylong.

According to Werderber (1986) patients prefer informative views of urban life
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and nature beyond the hospital, accessibility from one’s typical viewing angle

and position within the room.

Hospitals are the settings in which people spend longer time. However, in a
bank they usually stay shorter and prefer quick solutions. In buildings where
the pace of the users is high the building should carry features that help
users. Signage is commonly employed in complex environments such as
subways and large governmental buildings (O’Neill, 1991). Additionally,
Nicholls, Canete & Tuladhar (1992) state that wayfinding difficulty in
transportation centers should be minimized by clear configuration of
hallways and number of choice points within them. According to Chang
(2002) the currently important feature in designing multilevel circulation
systems is to show great awareness to the influence of design factors that
play an important role in route choice and decision behavior. Underground
systems are good examples of such complex travel environments. In such
spaces, “while individuals are responding to their local environment for much
of their decisions, they also tend to agree on paths to take” (Zacharias, 2002,
p. 1). Persons, signs, planters have an important role for path choice
(Zacharias, 2001). Zacharias (2002) adds that “transitory features such as
people walking and signboards were more important in preference than

certain architectural features” (Zacharias, 2002, p.2).

In spaces that users can not tolerate any loss of time such as banks, the
physical environment should support the service. Additionally, in banks users
generally prefer ATMs for quick solutions and the physical environment can

have an intense effect on the usability of such a product (Maguire, 2001).
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For example, an insufficient illumination level or loud noise in the ATM place
may disturb the user while receiving critical feedback from the product such
as removing the card or reentering the PIN code. People are influenced by
the invasion of personal space more and tend to leave ATM space (Kaya &
Erkip, 1999). In strategic streets, banks, transportation firms or other quick
services are located at the ground floors of residential or official buildings.
Certainly, these new land uses and configurational structures can be
regarded as an expression of the urban system in meeting the demands of

the changing society (Chang, 2002).

3.3. Leisure Settings
These leisure settings involve all the settings that we use in our leisure time.

These may be grouped under outdoor and indoor places.

3.3.1. Outdoor Places
According to Turel, Yigit & Altug (2006) “public open spaces used by each
group of people who are in different ages, genders and occupations” have
the responsibility to improve “users’ life quality by equipping these places
with various functions and to make the urban life more attractive and
meaningful by creating livable environments” (p. 6). Also design properties
are highly rated in the usage of these public spaces. Stamps & Smith (2002)
state that the physical features influencing impressions of environmental
enclosure within urban environments, in their case Parisian streets, include
picture format, proportions of views covered by walls, proportions of views
covered by ground, average lightness of the scene, depth of view, and

number of sides open at the front of the scene.
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Diversity, nuisances, enclosure and clarity are affecting factors in the
preference of residential roadsides (Nasar, 1983). “People dislike streets
with obstructive signs; they rather prefer streets with more trees and
vegetation” (Gifford, 2002, p. 71). There is also an increasing security
concern that causes people to prefer controlled indoor spaces such as

shopping malls to streets.

3.3.2. Indoor Places
Saldeco (2003) mentions that shopping malls turned out to be the most
important indoor place. Erkip (2003) claimed that shopping malls serve as a
public space for many users in Turkey. However, the environmental factors
of the malls have different effects on users’ spatial satisfaction level
(Wakefield & Baker, 1998). “The most preferred shopping centers are well-
maintaining, have attractive window displays, more street activities, and
more greenery” (Gifford, 2002, p. 70). One argument is that the atmosphere
of the mall created by the physical elements is one of the criteria for
shoppers to select a place to shop in different countries (Nicholls, Li,
Kranendonk & Mandakovic, 2003). Similarly, design factors such as open
space for moving, focused viewpoint for watching and big windows for visual

access have positive effects on consumer mood (Han & Han, 1999).

On the other hand, “Customers may notice ambient factors when they
exceed an acceptable range, such as when the lighting becomes too bright
or the music too loud” (Baker, Grewal & Levy, 1992, p. 450). Accordingly,

such centers are being enhanced with features such as high ceilings, interior
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landscaping and natural lighting to emulate open space while retaining all
the benefits of a controlled environment. These are used for increasing the
drama of the environment (Bloch, Ridgway & Nelson, 1991). According to
Saldeco (2003), the malls generally have two specific advantages that make
it the preferred option of developers and customers: First, they have internal
climate control that allows shopping throughout the year, and second, they

give the opportunity of an efficient and planned use of space.

Physical surroundings are aspects of the environment encompassing a
consumer activity. These influences affect perception of the environment
through sensory mechanisms of vision, hearing, smell, and even touch
(Sayed, Farrag & Belk, 2003). The particular researches on these factors are
given in the following sections. According to Lasswell (1990), the unique
quality of the shopping environment becomes very important especially for
shoppers who regard the act of shopping as a shared recreational or social
event. The preference of a shopping environment may also be influenced by
media but the layout and the design of a store have always an important role
to play in motivating the customers. So, according to Lasswell (1990), the
information communicated by the design should satisfy the shoppers’ needs
or interests of the moment. People can shop with different priorities at
different times but their preferences stay the same, “only the ranking is

altered” (Lasswell, 1990, p. 91).

Other spaces that are used for leisure are movie theatres, cafés, bars,
entertainment centers, sport centers. Although the research is limited on

these particular settings there are some findings supporting that physical
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features within these environments affect individuals. As an example, for
cafés and restaurants, analysis of North, Shilcock & Hargreaves (2003)
revealed that there was an overall significant difference between the
conditions with classical music leading to higher spending than both no
music and pop music. According to North et al. (2003) these findings were
consistent with the other findings which showed that playing background
classical music led people to report that they were prepared to spend more
and higher actual spending. For cafés and restaurants smoke may be one of
the influencing criteria. The results of Mullins & Borland (1995) demonstrate
strong community desire for smoke-free dining, but also point to the need for
restaurant managers or the dining public to take the initiative, or for
legislative action to ensure the provision of smoke-free areas. Thus,
environments can create certain atmospheres through lighting, decoration,
smell, and so forth, and these can subsequently influence several aspects of

customers’ behavior (Turley & Milliman, 2000).

Museums are the settings that individuals use in their leisure time and they
have entertaining and informing character. Physical features of museums
may affect individuals’ understanding and satisfaction. Bourdeau & Chebat
(2003) state that the design of the exhibition halls affects the behavior and
flow of the visitors. For example, square and rectangular shaped halls make
visitors to instinctively turn the right and forget to look at the objects that are
situated at the left side. In museums, labels and the way that they
communicate information are important. As communicators, “they must
contain appropriate content and must be understandable; as graphic

elements, they must have an appropriate design format and be legible”
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(McLean, 1993, p.106). These labels and exhibited objects are illuminated.
In museums, lighting systems are crucial and should be carefully designed in
order to satisfy the requirements of users. Blinding light, glare, and
obstructive shadows are the greatest distracting and uncomfortable factors
in exhibit areas. So, the direct light usage requires a balance with side
shadows that are necessary to define form, provide contrast, emphasize
texture, and create different atmosphere (McLean, 1993). In addition, wall
panels, photographs, and labels should be well lit (Pearson, 1985). Besides,
the brightest point is the field that the eye goes first. Therefore the exhibited
objects should be brighter than the environmental elements, such as walls,

grounds and ceiling (Darragh & Snyder, 1993).

Most of the physical elements influence the preference of individuals for
alternative leisure spaces. However, a research on preference for many
settings is lacking. This research attempts to cover both obligatory and

leisure settings in a single case study which is given in the following chapter.
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4. THE RESEARCH

The literature presents more studies on environmental preference focused
on natural settings (Nasar, 1983; Kaplan, 1987; Peron et al., 1998; Gifford,
2002; Berg et al., 2003) because the early studies found that individuals
prefer natural environments over built environments (Kaplan, 1987; Herzog,
1989; Staats & Hartig, 2004). For that reason, the number of studies on built
environment is limited and they usually examine the affect of only one
attribute in different settings or one setting type and its attributes at a time
(Martin, 2002; Chebat et al., 2003; Huang et al., 2003; Werner & Schindler,
2004; Maher & Hippel, 2005). And even when more than one attributes are
covered they are not sufficiently related to interiors (Imamoglu, 2000;
Nicholls et al., 2003; Oral, et al., 2004; Kyke et al., 2005; Turel et al., 2006).

Closing those gaps in the literature is one of the objectives of this study.

4.1. Objectives of the Study

This study aims to explore different attributes that have effects in
preferences for different setting types. In other words, it seeks to identify the
attributes affecting environmental preferences in different settings. This can
be better understood when it is thought as a matching process, for example,
an individual considers attribute “x” while making preference for setting “1”
and attribute “y” and “z” for setting “2”. Such findings help to order attributes

for each setting type (obligatory/leisure) and for each particular setting

(outdoor, shopping...).
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4.1.1. Variables
There are three main variable groups: variables related to different setting
types, variables related to individual differences, and variables related to
attributes affecting environmental preference. Obligatory and Leisure
settings are the variables defining the setting types. Banks, governmental
buildings, schools, offices, hospitals, and markets are the examples of
obligatory spaces that are used by almost everyone in daily life. Parks,
shopping malls, streets, cafes, patisseries, restaurants, bars, discos, sport
centers, clubs, movie theatres, theatres, and museums are the examples of
leisure spaces. Although their classification is restricted with the basic
functions of the settings, it does not necessarily cover the evaluations of
people. However, the use of leisure spaces is more related to individual
preferences. Gender and educational background (university and
department) are the variables that are considered as individual differences.
Previous researches show that gender may affect environmental preference
(Nasar, 1992; Arthur & Passini, 1992; Knez, 1995; Dogu & Erkip, 2000) and
educational background may affect environmental preference (Nasar, 1992;
Wilson, 1996; Hubbard, 1996; Imamoglu, 2000; Gifford, 2002). Aesthetic,
physical and behavioral attributes are the variables affecting environmental
preference (Han & Han, 1999; Martin, 2002; Chebat et al., 2003; Huang et
al., 2003; Werner & Schindler, 2004; Mather & Hippel, 2005). A few or a
combination of these attributes may affect individuals’ preferences of any
setting (Nicholls et al., 2003; Oral, et al., 2004; Kyke et al., 2005; Turel et al.,

2006).
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4.1.2. Research Questions
Individuals make choices and prefer one space among its alternatives. The
reasons of these preferences are the main question of this research. What
are the attributes affecting environmental preference? Which of them are
more important than other? Do the attributes that individuals consider while
making environmental preference change according to settings? Or, do the
attributes that individuals consider while making environmental preference
change according to individual differences? And, how do the attributes

change according to setting types (i.e. obligatory/leisure)?

4.1.3. Hypotheses
The study has three main hypotheses:
1. The attributes considered while making preference vary according to
the setting type (obligatory/leisure).
2. The attributes considered while making preference vary according to
particular settings (such as outdoor, shopping ...).
3. The individuals’ gender and educational background (studying in a
design department or not) affect the attributes considered while making

preference.

4.2. Method of the Study

4.2.1. Sample Group
This study is a survey type research and uses quota sampling on the basis
of gender and educational background (studying in a design department or

not). Students from Bilkent University (private) and Gazi University (public)
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construct the sample group of the study. Bilkent university is the first private
university of Turkey located in the 16 km far from the city center whereas
Gazi University is located in one of the central districts (kurtulus). The
sample is constituted by the two university students to prevent sample bias
as Bilkent students pay high fees and comparably rich students. The total
number of respondents is 120; 60 students form Bilkent and 60 students
from Gazi University. Both Bilkent and Gazi University groups consists of an
equal number of design students and non-design students and

approximately equal number of female and male students (see Table 1).

Table 1. Sample Group

University Gazi Bilkent

student number 60 60

Department design Non-design design non-design |
student number 30 30 30 30
Gender female | male | female | male | female | male | female | male
student number 16 14 14 16 15 15 16 14

The design students from Gazi University are from the department of
architecture where the non-design students are from the department of
engineering because they share the same building. In addition, the other
departments of Gazi University are located in other campuses and other
districts of Ankara. The design students from Bilkent University are from the
department of interior architecture and environmental design and the
department of graphic design. The non-design students from Bilkent
University are the students from all other faculties excluding the Faculty of
Art, Design and Architecture (FADA). In this study, it is expected that any

kind of design education (architecture, interior architecture or graphic design)
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might create a difference in the research due to the awareness on
environmental issues through education. In addition, the students are fourth

year students who are expected to be professionals soon.

4.2.2. Procedure

Firstly, the architecture students from Gazi University were approached in
the corridors of the building after their jury examinations in order to attain the
necessary number of respondents. The engineering students from Gazi
University were found in the food court in their final exam week when almost
all of them were present. Then, interior architecture and graphic design
students from Bilkent University were found mostly in their studios, courtyard
or in food courts. Students from other departments were approached in
different food courts of Bilkent main campus. The questionnaire was given

after asking their department and year.

The method used is a composed form of questionnaire and an in-depth
interview. The questionnaire has two parts. The first part of the questionnaire
collects individual information: age, gender, department and district where
they live. The second part of the questionnaire consists of two questions
(see Appendix A for the questionnaire). The first question asks respondents
to choose the settings that they usually use. There are settings grouped
under two categories as obligatory and leisure. They are asked to choose
from both categories and they can choose more than one. This question
helps to understand the settings that they frequently use. After they have
completed the first part, a list of 28 attributes is given to the respondents and

the second question asks the respondents to match of writing the attributes
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that they prioritize while they are making their preferences for the settings.
This question helps to understand the attributes considered by the

respondents for the preference of settings.

After the completion of this task, last part is an in-depth interview of 8
questions (see Appendix A for the interview questions). The interviewer
collects detailed information about individuals’ environmental preferences
both for obligatory and leisure settings. Since the questions were asked in
Turkish, a Turkish version of the questionnaire is also added in to Appendix

A.

4.3. Results

After having collected the data, the settings and the attributes were
regrouped in order to have responses in each group. In total, there were 36
settings; 20 leisure settings and 16 obligatory settings. Those 36 settings
were regrouped under 14 groups: s1 as outdoor environments, s2 as
shopping environments, s3 as café environments, s4 as bar environments,
s5 as streets, s6 as activity based environments, s7 as care environments,
s8 as art based environments, s9 as temporary environments, s10 as health
environments, s11 as work environments, s12 as transport environments,
s13 as official environments and s14 as home environments (see Table 2

and Table 3).
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Table 2. Classification of leisure settings

LEISURE SETTINGS
Traditional Coffee
S1. outdoor House/Garden
Park
Picnic Area
Shopping Mall
S2. shopping Passages
Stores
Patisserie
s3. Café
cafe/restaurant
Restaurant
s4. pub Pub
s5. street Street
Billiard, Bowling, i.e.
s6. activity Saloons
based Sport Centers
Clubs
s7. care Beauty Centers
Movie Theatres
s8. art Theatres
Museums
Art Galleries
s9. temporary Hotels

Table 3. Classification of obligatory settings

OBLIGATORY SETTINGS

s10. health

Hospitals
Health Centers
Private Clinics

s11. work

Studio
Classroom
Laboratory
Library
Office

s12. transport

Metro Station
Train Station
Airport

Bus Station

s13. official

Bank
Governmental
Buildings

s14. home*

House
Dormitory

* Although home encloses both obligatory and leisure characters it is considered as an
obligatory setting. The reasons are given in detail in the following sections.

52



The frequencies obtained through the questionnaire are shown in Tables 1
to 7 in Appendix B1. The frequencies shown in the Table 1 in Appendix B1
indicates that the most used settings are cafés (s3) with 23.3 % and art
related settings (s8) with 21.4 % as leisure settings. The least used settings
are care settings (s7) with 2 % and temporary settings (s9) with 0.9 % as

leisure settings (see also Figure 1).
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Figure 1. The most frequently used leisure settings
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Figure 2. The most frequently used obligatory settings

The frequencies shown in the Table 2 in Appendix B1 indicate that the most
used settings are work settings (s11) with 28 % and home (s14) with 27.4 %
as obligatory settings as expected. The other obligatory settings health
settings (s10), transport settings (s12) and official settings (s13) were

selected with close frequencies (see Figure 2).

The attributes were formulated as detailed phrases so that respondents
could understand. There were 28 attributes in total; those attributes are also
regrouped under 10 factors. These 28 attributes were defined to represent
10 main factors: f1 as access, f2 as parking, f3 as wayfinding, f4 as variety,
5 as quality, f6 as price, f7 as emotional character, f8 as social character, s9

as comfort and f10 as aesthetic (see Table 4).
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Table 4. Classification of attributes

f1. Access
f2. Parking

. Easy Access

. Sufficient Parking Space

. Easy Entrance

. Presence of Elements for

f3. Wayfinding Wayfinding

5. Presence of Usable Stairs,

Elevators, Escalators

6. Variety of Facilities

f4. Variety |7, Presence of a Variety of
Activities

8. Cleanness

9. Service Quality

f6. Price 10. Price Level

11. Being Emotionally Comfortable
in the Space

f7. Emotional |12, Safety

13. Popularity

14. Mood of the Users

15. Number of Users

f8. Social 16. Friends’ Appreciation

17. Quality of the Other Users

18. Size of the Space

19. Thermal Comfort Level

20. Acoustics of the Space

f9. Comfort |21, Being Physically Comfortable
in the Space

22. lllumination Level of the Space

23. Physically Ordered Space

24. Colors Used in the Space

25. Furnishing
f10. Aesthetic |26, Typicality

A W=

5. Quality

27. Originality
28. General View of the Space

So, the data collected from the second question of the second part of the

questionnaire are analyzed in terms of these 10 factors (see Appendix A).
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This question is designed to recognize the differences between obligatory
and leisure settings and also between each setting group. In other words, it
is nested with two components. First, respondent’s answers (matching task
of the usually used settings and attributes affecting the preference for that
setting) are grouped as obligatory and leisure. The responses are also used
for each particular setting. This differentiation between setting types and
each particular setting was necessary for testing the first and second
hypothesis separately. The results are given with respect to each

hypothesis.
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H1. The attributes considered while making preference vary according to the

setting type.

In order to test the first hypothesis, firstly the frequencies of the selected
factors are analyzed according to setting types. For the f1, {3, f4 and 6 the
frequencies highly differ between obligatory and leisure settings (see Figure
3). The access factor (f1) is mentioned more with 14.5 % for obligatory
settings than for leisure settings (10.3 %). Similarly, the wayfinding factor (f3)
is more frequently mentioned with 9.9 % for obligatory settings than for
leisure settings (4.8 %). On the other hand, the variety factor (f4) is more
frequently mentioned with 9.6 % for leisure settings than for obligatory
settings (4.8 %). Similarly, the price factor (f6) is more frequently mentioned
with 7.7 % for leisure settings than for obligatory settings (2.9 %).
Additionally, these results show that with a small difference parking (f2),
social (f8) and aesthetic (f10) factors are more frequently mentioned for
leisure settings whereas, quality (f5), emotional (f7) and comfort (f9) factors
are more mentioned for obligatory settings (see Table 3 and Table 4 in

Appendix B1).
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Figure 4 shows the distribution of the selected physical attributes affecting
preference for obligatory and leisure settings. These results are obtained
through the questions asked in the in-depth interview. One of the most
important results is that for obligatory settings almost 20 % of the
respondents did not mention any physical attribute (see Table 5 in Appendix
B1). Other significant differences between the obligatory and leisure settings
were found in a18, a19, a21, a26, a27 and a28. Size of the space (a18),
physical comfort (a21), originality (a27) and general view of the space (a28)
were more frequently mentioned for leisure settings. On the other hand,
thermal comfort (a19) and typicality (a26) were more frequently mentioned
for obligatory settings. For the obligatory settings 1.8 % of the respondents
mentioned other physical elements, such as, the presence of an outside

view.

Respondents were also asked about their dislikes of the settings that they
prefer to use (see Figure 1 in Appendix B2). The results show that
respondents do not mention f1, {3, f4, and f6 (access, wayfinding, variety
and price) as a dislike factor for none of the setting types (see Table 2). The
comfort factor (f9) was highly mentioned for both leisure (54.3 %) and
obligatory (55.1 %) settings. The parking factor (f2) was mentioned for
leisure settings whereas the aesthetic factor (f10) and emotional factor (f7)
were mentioned for obligatory settings as a reason of dislike. The quality
factor (f5) was more mentioned for obligatory settings (13.5 %) than for
leisure settings (4.6 %). In contrary, the social factor (f8) is more mentioned

for leisure settings (19.4 %) than for obligatory settings (11.9 %).
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Table 5. Dislikes according to the factors

Leisure Obligatory
Factors # Percent # Percent
None 12 6.9 % 11 5.9 %
F1 0 0.0% 0 0.0 %
F2 7 4.0 % 0 0.0%
F3 0 0.0% 0 0.0 %
F4 0 0.0% 0 0.0%
F5 8 4.6 % 25 13.5%
F6 0 0.0 % 0 0.0 %
F7 0 0.0 % 3 165
F8 34 19.4 % 22 11.9%
F9 95 54.3 % 102 55.1 %
F10 0 0.0% 9 4.9 %
Other 19 10.9 % 13 7.0%
Total 175 100 % 185 100 %

Pearson correlation is also conducted for the collected data. The aim of the
test is to see whether the correlated factors for obligatory settings and for

leisure settings differ or not. The results show that the correlations differ for
these types of settings. All the correlations are given at 0.01 level (2-tailed)

of significance (see Table 1 and Table 2 in Appendix C1).

The correlated factors with access factor (f1) for obligatory settings the
correlated factors are parking, wayfinding and quality (f2, {3 and f5) whereas,
for leisure settings are wayfinding, price and comfort (f3, f6 and f9). Only the
wayfinding appears important for both settings. There is only one correlation
that is valid both for obligatory and leisure settings, between parking (f2) and
wayfinding (f3). However, access, quality and emotional factors (f1, f5 and
f7) are also correlated with parking factor (f2) for obligatory settings. In

addition to these factors, quality and aesthetic (f5 and f10) are also

60



correlated with wayfinding (f3) for obligatory settings. There is no correlation
between variety factor (f4) and other factors for both settings. The correlated
factors with quality factor (f5) are comfort and aesthetic (f9 and f10) for
leisure settings. The price factor (f6) is correlated only with access (f1) for
leisure settings. The emotional factor (f7) is correlated with comfort (f9) for
both of the settings but it is also correlated with aesthetic (f10) for leisure
settings. The social factor (f8) is not correlated with any of the other factors
for any settings. The correlated factor with comfort factor (f9) is additionally

aesthetic factor (f10) for both settings.

Pearson chi-square test is also conducted with these data. The aim of using
chi-square is to question the effect of the setting type on the order of
attributes while making a preference. There is a significant relation between
the selection of access “f1” (x2 =11,417. df=1. p=,001), parking “f2” (x2
=22,776. df=1. p=,000), wayfinding “f3” (x2 =13,495. df=1. p=,000), price “6”
(x2 =4,289. df=1. p=,038), emotional “f7” (x2 =6,712. df=1. p=,010), social
“f8” (x2 =8,612. df=1. p=,003), and comfort “f9” (x2 =6,430. df=1. p=,011),
and the type of setting (see Appendix C2). There is no significant relation
between the selection of variety “f4” (x2 =,089. df=1. p=,766), quality “f5” (x2
=1,423. df=1. p=,233), and aesthetic “f10” (32 =3,026. df=1. p=,082) and the

type of setting (see Appendix C2).

Thus, the first hypothesis seems to be verified by statistical analyses.
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H2. The attributes considered while making preference vary according to

particular settings (such as, outdoor, shopping...).

In order to test the second hypothesis, the frequencies of the selected
factors are analyzed according to each setting (see Table 7 in Appendix B1).
The distribution of factors affecting preference for each setting is illustrated
in Figure 5. This figure shows that even if there are similarities between the
distributions of factors they are never the same. The priorities are different
for each setting, and they are given as the following. Care settings (s7) and
temporary settings (s9) are not considered because they were not selected

as the frequently used spaces by the sample group.
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Figure 5. Distribution of factors affecting preference for each setting

For outdoor settings (s1), emotional (11.3 %), comfort (9.7 %) and access

(8.6 %) factors (f7, f9 and 1) were more frequently mentioned. The parking
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(f2) 2.2 % and wayfinding (f3) 2.2 % factors seem to be less important for the

preference of outdoor settings.

For shopping settings (s2), respondents considered variety (12.4 %), comfort
(11.6 %) and quality (11%) factors (f4, f9 and f5) more than the other factors.
The aesthetic (f10) with 5.5 %, price (f6) with 5.8 % and wayfinding (f3) with

5.8 % are the factors that appeared to be limited affect for shopping settings.

However, they are still considerable.

For café settings (s3), comfort (f9) with 16.8 % and quality (f5) with 16.1 %
seem to be the most important factors. The secondary important factors
which are aesthetic (f10) 13.3 %, social (f8) 12.6 % and emotional (f7)

11.2 % have high percentages too with the percentages of respectively. The
unimportant factors are parking (f2) with 3.3 % and wayfinding (f3) with

1.9 % for café settings.

For the pub settings (s4), emotional (12.2 %), comfort (11.4 %) and aesthetic
(10.5 %) factors (f7, f9 and f10) were more frequently mentioned. The
parking (f2) and wayfinding (f3) factors seem to be less important (1.3 % and

1.3 %) for the preference of pub settings.

For streets (s5), respondents considered emotional (12.4 %) and social

(7.7 %) factors (f7 and f8) more. The parking (f2) with 1.8 % and price (f6)

with 1.8 % were the least frequently mentioned factors.

63



Comfort (f9) with 11.5 % seems to be the most important factor for activity
based settings (s6). Aesthetic (f10) with 7.7 %, quality (f5) with 7.2 % and
social (f8) with 7.2 % were also important for these settings. The least

important factor is wayfinding (f3) with 1 %.

For art related settings (s8), comfort (f9) with 19 % and quality (f5) with 13 %
seem to be the most important factors. The secondary important factors also
have high percentages; those are access (f1) 11 % and emotional (f7) 11 %
factors. The less important factors are price (f6) 4.5 % and wayfinding (f3)

4.2 % for café settings.

Those are the leisure settings and the factors that are mentioned for each
setting. As it is indicated by the data, factors vary according to the particular
settings. The same procedure was applied to obligatory settings and the

results are the followings.

For health settings (s10), quality f5 (17.7 %) is the most important factor. F1
(access) seems to be important too with 12.1 %. Price (f6) 2.8 % and social
(f8) 2.8 % factors seem to be less important for the preference of health

settings.

For work settings (s11), comfort (f9) with 23.9 % has a very high frequency.

Quality (f5) with 11.1 % is the second important factor. The least important

factors are parking (f2) 2.8 % and price (f6) 1 % for work settings.
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Access (f1) with 18.2 % seems to be the most important factor for transport
settings (s12). Wayfinding (f3) 12.9 %, quality (f5) 10.2 % and comfort (f9)
8.4 % are also important for this type of settings. The least important factor is

f4 (variety) with 2.7 %.

For official settings (s13), respondents considered quality (11.3 %), comfort
(9.8 %) and access (8.8 %) factors (f5, f9 and f1) more. The parking (f2) with

1.8 % and price (f6) with 1.8 % were the least frequently mentioned factors.

For home settings (s8), comfort (f9) with 20.2 % and emotional (f7) with
16.9 % seem to be the most important factors. The secondary important
factors have are aesthetic (f10) with 15 % and quality (f5) with 10.7 % have
also high frequencies. The less important factors are price (f6) with 2.3 %

and variety (f4) with 2 % for home settings.

The Pearson correlations were also conducted with these data. The
correlations show that the correlated attributes differ from one setting to
another (see Table 3 to 14 in Appendix C1). To analyze their differences
further in each setting type, the correlations of the mostly used settings were
compared for both obligatory and leisure settings. Café settings (s3) and art
related settings (s8 that are mostly movie theatres) were the mostly used
settings (see Table 5 and Table 9 in Appendix C1). All the correlations are

given at 0.01 level (2-tailed) of significance.

For café settings (s3), access factor (f1) is correlated with parking, quality,

price and comfort factors (f2, f5, f6 and f9). The parking factor (f2) is also
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correlated with variety (f4). For café settings (s3), wayfinding factor (f3) does
not seem to be correlated with other factors. The factors correlated with
quality factor (f5) for café settings are price, comfort and aesthetic (f6, f9 and
f10). For café settings, emotional factor (f7) is not correlated with any other
factors. The comfort factor (f9) is also correlated with social factor (f8). In

addition, comfort factor (f9) and aesthetic factor (f10) were also correlated.

For the art related settings (s8), access factor (f1) is correlated with parking,
wayfinding, variety, quality, price, social and comfort (f2, {3, f4, {5, 6, f8 and
f9). For art related settings, wayfinding factor (f3) is correlated with parking,
quality, price, comfort and aesthetic (f2, 5, {6, f9 and f10). Variety factor (f4)
is also correlated with quality and price (f5 and f6). Additionally, quality factor
(f5) shows correlation with almost all factors except emotional and social
factors (f7 and f8). Price factor (f6) is also correlated with aesthetic factor
f10. Emotional factor (f7) is correlated with social, comfort and aesthetic (f8,
f9 and f10). Social factor (f8) is just correlated with emotional factor (f7).
Comfort factor (f9) show correlations with aesthetic factor (f10) for art related

settings.

Most frequently used obligatory settings were work settings (s11) and home
settings (s14, see Table13 and Table 16 in Appendix C1). All the correlations

are given at 0.01 level (2-tailed) of significance.

The factors correlated with access factor (f1) for work settings (s11) are
parking, wayfinding, quality, and comfort (f2, {3, 5, and f9). For work

settings, parking (f2) is correlated with wayfinding (f3). In addition,
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wayfinding (f3) is correlated with quality, comfort and aesthetic (5, f9 and
f10). The only correlated factor with variety (f4) is price (f6).The quality factor
(f5) is correlated with emotional and comfort factors (f7 and f9). The
emotional factor (f7) shows correlation with comfort and aesthetic (f9 and
f10). The correlated factor with social factor (f8) is comfort (f9) for work

settings. The comfort factor (f9) is also correlated with aesthetic factor (f10).

Access factor (f1) is correlated with emotional, social and aesthetic (f7, {8
and f10) for home settings (s14). Differently from work settings, parking (f2)
is correlated with quality, emotional, comfort and aesthetic (f5, {7, f9 and
f10). Additionally, wayfinding (f3) is correlated with price, emotional and
aesthetic (f6, f7 and f10). Similarly to work settings, the only correlated factor
with variety (f4) is price (f6). Quality factor (f5) is correlated with parking,
social and aesthetic (f2, f8 and f10) for home settings. Finally, the correlated
factors with comfort factor (f9) are emotional and aesthetic factors (f7 and

f10).

Thus, the second hypothesis seems to be verified by statistical analysis.
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H3. The individuals’ gender and educational background affect the attributes

considered while making preference.

T-test is conducted on the data to test the third hypothesis. These tests
compared the usually used settings and the factors mentioned while making
preference in terms of gender, department (design, non-design) and

university (Gazi, Bilkent).

The results of T-test show that there is a significant difference between
choosing “s2” (t=-2,024. df=118. p=,045 2-tailed), “s3” (t=-2,771. df=118.
p=,006 2-tailed), and “s4” (t=3,412. df=118. p=,001 2-tailed) as the usually
used settings across gender (see Table 1 in Appendix C3). Shopping
settings (s2) and café settings (s3) were more frequently used by female
students whereas, pub settings (s4) were by male students than female
students. There is also a significant difference between gender and the
selection of “f10” (t=3,005. df=118. p=,003 2-tailed) as a factor affecting
preference for obligatory settings (see Table 4 in Appendix C3). The
aesthetic factor (f10) was more frequently mentioned by female students

than male students for obligatory settings.

The results of the T-test also show that there is a significant difference
between choosing “s2” (t=2,250. df=118. p=,026 2-tailed) and “s6” (t=-2,391.
df=118. p=,018 2-tailed) as the mostly used settings across the department
(see Table 5 in Appendix C3). The shopping settings (s2) were more

frequently used by design students whereas, activity based settings (s6)
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were more mentioned by non-design students than design students. In
addition, there is a significant difference between the department and the
selection of “2” (t=2,718. df=118. p=,008 2-tailed), and “f3” (t=2,194.
df=118. p=,030 2-tailed), as a factor affecting preference for obligatory
settings (see Table 8 in Appendix C3). Both of these factors parking; and
wayfinding were more frequently mentioned by design students than non-

design students.

The results of the T-test also indicate that there is a significant difference
between choosing “s1” (t=-3,107. df=118. p=,002 2-tailed), “s4” (t=2,815.
df=118. p=,006 2-tailed), “s12” (t=-3,214. df=118. p=,002 2-tailed) and “s13”
(t=-3,054. df=118. p=,003 2-tailed) as the mostly used settings across
university (see Table 9 and Table 10 in Appendix C3). The outdoor settings
(s1), transport settings (s12) and official settings (s13) were more frequently
used by Gazi University students than Bilkent University students. On the
contrary, Bilkent University students used the pub settings (s4) more
frequently than Gazi University students. Additionally, there is a significant
difference between university and the selection of “f1” (access) (t=-2,740.
df=118. p=,007 2-tailed), “f3” (wayfinding) (t=-3,667. df=118. p=,000 2-
tailed), “f5” (quality) (t=-2,283. df=118. p=024 2-tailed) and “f9” (comfort) (t=-
2,775. df=118. p=,006 2-tailed) as a factor affecting preference for obligatory
settings; and the selection of “f3” (wayfinding) (t=-2,549. df=118. p=,012 2-
tailed) for leisure settings (see Table11 and 12 in Appendix C3). All of these
factors are more frequently mentioned by Gazi University students than

Bilkent University students.
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Thus, the third hypothesis seems to be verified by the statistical analyses.

Discussions of these findings are given in the following section.
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4.4, Discussion

The data obtained about the most frequently used leisure settings show that
café and art related settings have the highest frequencies. In this study, the
art related group consists of movie theatres, theatres, art galleries and
museums. While comparing design and non-design students differences in
using the art related settings might be expected. However, most of the
respondents have selected movie theatres and a few of the respondents
have selected other art related settings. For that reason, the results of art
related group may be evaluated as the movie theatre which is a part of the
popular art. The café settings were rated more than the shopping settings
that contradict with the literature as the most frequently used leisure setting
of seems to be the shopping sites the contemporary life (Saldeco, 2003;
Dogu & Erkip, 2000; Nicholls, et al., 2003). This could be due to the sample
group of this study, the students who might be financially dependent on their
parents. However, the shopping settings have the third place with 16.1 %

which is still important (see Table 1 in Appendix B1).

It was expected that the frequencies of work and home settings would be
higher than the other obligatory settings which was also supported by the
findings. Taking home as an obligatory setting and the effects of this
decision on the research need further explanation. In this research,
obligatory settings involve all the settings that one should use due to the
necessities of daily routines. The fact that people use home or dormitory as
a shelter creates the obligatory character of these settings. However, home

may be the place where individuals also use in their leisure time.
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The first hypothesis, claming that attributes considered while making
preference vary according to the setting type, was verified. The differences
occurred between the selections of access, wayfinding, variety and price
factors as the affecting factors for obligatory and leisure settings. As
expected, access and wayfinding factors were more frequently mentioned for

obligatory and variety and price for leisure settings.

Another point that differs between obligatory and leisure settings was the
definition of quality factor. The results of the correlations show that for leisure
settings, quality means comfort and an aesthetic satisfaction. However, for
obligatory settings, quality is defined by easy access and parking, easy
wayfinding and a good impression. This result was expected. In obligatory
settings, especially health, official and transport settings one cannot tolerate
loss of time so the functionality of the space becomes dominant. This result
supports the literature on the importance of the design of physical elements
that support wayfinding, access and functionality in those spaces (O’Neill,
1991; Nicholls, et al., 1992; Chang, 2002; Zacharias, 2002). On the other
hand, in leisure settings, one stays longer and requires comfort and
aesthetic satisfaction. This can be caused by the fact that individuals may
ask for restoration in their leisure time. Natural elements, outside view,
comfortable seating that allows longer socialization with friends, and a good
appearance of the setting may increase the restorative quality of the setting
that can be a determining factor in preference (Staats & Hartig, 2004; Berg,

et al., 2003; Evans & McCoy, 1998).

72



The other interesting result is that social factor was not correlated with any
other factors for both settings. In addition, social factor has the fifth place in
attributes for obligatory and leisure settings. According to this result, the fact
that social factors affect environmental preference as claimed by Hubbard
(1996) was not supported by this study. This result also indicates that
respondents are neutral towards the number of users, their friends’

appreciation and quality of other users while making preference.

The second hypothesis on the relation between attributes considered while
making preference and each particular setting was also verified. For the
outdoor settings, being emotionally and physically comfortable and easy
access appeared to be the basic attributes as expected. The outdoor
settings involve the natural elements that have restorative qualities that

cause both physical and emotional comfort (Berg, et al., 2003).

For the shopping settings, users ask for variety of facilities and activities,
comfort and quality as also supported by the literature. According to Gifford
(2002), the most preferred shopping centers are the ones that are well-

maintained and offering more activity.

For café settings, comfort and quality were the basic attributes for preference
which was also expected. People choose to be in café, restaurants or
patisseries in their leisure time in order to meet, talk and eat with their
friends. So, the activity takes a longer period and one needs to be

comfortable with the physical elements.
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For pub settings, although there is limited research, it is not surprising that
emotional factor has higher frequency because safety, popularity, mood and
emotional comfort may define the requirements of an individual from a pub.
In addition, the results showed that comfort and aesthetic factors were as
important as emotional needs. Similarly, for activity based settings, comfort

was the most important factor.

Streets are the only setting that the social factor has high frequency. In other
words, individuals give importance to the number of users, their friends’
appreciation and quality of other users while walking on a street which may

indicate segregation among users at the city scale.

For art related settings that are mostly the movie theatres, comfort and
quality appeared to be the most important factors. The activity, watching a
movie, requires comfortable seat, view, accurate acoustics and HVAC
system. In addition, in recent years, quality that means cleanness and

service efficiency became the part of the comfort in movie theatres.

For health settings, quality was the most important factor affecting
preference. Even if the quality means hygiene and service for a hospital or
health care center quality also includes comfort. The heath-care building
should minimize the stresses of noise and discomfort (Lasswell, 1990). In
addition, quality means to satisfy the requirements of the patients physically

or emotionally.
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For work settings, size and order of the space, thermal, acoustic and
illumination level that define the physical comfort was the most important
factor. The literature supports this result and relates comfort level also with
performance (Stone, 1998a, 1998b; Huang, et al., 2004). In addition, it is
thought that workplace should accommodate new demands of users

(Ornstein, 1999).

Following the access factor, wayfinding, quality and comfort were the
important factors for transport settings. Similarly, for official settings,
respondents mostly consider quality, comfort and access. These settings are
the places where the pace of users are high that makes wayfinding an
important factor (O’Neill, 1991; Nicholls, et al., 1992; Chang, 2002;

Zacharias, 2002).

For home settings, comfort and emotional factors were the most important
ones. This is another expected result. However, as already mentioned, the
home setting is the only obligatory setting that also carries some leisure
setting characteristics. For that reason, aesthetic was also frequently
mentioned by the respondents. Furthermore, houses or dormitory rooms can
be considered as private and might be owned by the individuals. So,
individuals have the authority to modify or decide on all the physical
elements differently from any other setting. For that reason, home should be

considered different from leisure or obligatory settings in further studies.
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The third hypothesis, the individuals’ gender and educational background
affect the attributes considered while making preference was also verified.
The result that females use shopping and café settings more frequently and
males use pub settings more frequently was an expected. In addition, it
matches with the cultural divergence of gender in Turkey. It shows that
social norms and individual characteristic may affect preference as stated in
the literature (Hubbard, 1996; Nasar, 1992). The fact that design students
require easy parking and wayfinding may be another important result. That
can be considered as the design students are more conscious about the
needs of users. So, this result may support the difference between layperson
and designer as mostly stated in the literature (Nasar, 1992; Gifford, 2002;
Wilson, 1996; Hubbard, 1996; Imamoglu, 2000). However, the result that
parking factor was more frequently chosen might be caused just by the fact
that more design students may have private cars. The difference between
universities show that Gazi University students were more selective and
conscious while making preference compared to Bilkent Univeristy students.
This might be related to the education or culture of the universities, as well

as the students’ family background, and socio-economic characteristics.
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5. CONCLUSION

In this research, the attributes affecting environmental preference were
examined according to different setting types (obligatory/leisure) and
particular settings (outdoor, shopping...). The effects of gender and

educational background were also taken into consideration.

The result that there was a difference between the attributes matched with
leisure settings and obligatory settings was expected. First reason was that
obligatory settings were generally used for functions and for only short
periods of time. The results that show that quality is defined by functionality
in obligatory settings support the literature. The physical environment should
aid and support the activity in obligatory settings (Lasswell, 1990; O’Neill,

1991; Nicholls, et al., 1992; Chang, 2002; Zacharias, 2002; Maguire, 2001).

In addition, the settings show differences in attributes in relation to the
activity pattern of the setting. Even if the activity is similar such as seating
and talking with friends in a café or a pub, the requirements and
expectations of users might differ. For that reason, the classification of
settings is a very hard task. Although, the activity can still be the basic
concern, settings may be distinguished according to the time spent, need for

privacy, frequency of usage, and familiarity.

Furthermore, home environment is different than the others because, most

of the time, one has a physical and emotional bond. In addition, due to the
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fact that home setting is almost used by everyone the amount of the
attributes matched with home was very important. These qualities of home
probably distorted the comparison between obligatory and leisure settings
and constituted one of the limitations of this study. Home needs to be

evaluated separately in further studies.

For further studies, one setting type may be selected and settings in that
type may be grouped according to other parameters. So, the effects of other
parameters may be evaluated. Such, studies are necessary because they
deal with the built environment, the effects of present physical elements and
their impact on users. Also, similar research could be done with different
sample groups to see if preferences would vary according to age,

occupation, income, etc.

As a conclusion, all of the hypotheses of this research were verified: the
attributes considered while making preference change according to the
setting type and each particular setting as well as the gender and
educational background of respondents. The results may contribute to the
literature because they elaborate environmental preference for built
environments by involving different attributes and settings. Each particular
setting and the factors affecting the preference were evaluated in this
research. The findings may be helpful for designers for these settings to

understand the expectation of users.
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Appendix A:
Questionnaire

ENVIRONMENTAL PREFERENCE FOR DIFFERENT SETTINGS

Brief of the Study:

The aim of this study is to identify and prioritize attributes affecting
environmental preference. Different settings are grouped under two main
categories. The first category is the obligatory settings and it involves the
settings that we need or have to use due to the necessities in our daily
routine. The second category is leisure settings and involves all the
settings that we use in our leisure time. The information collected in this

research will never be used for other purposes.

Part 1: Individual Information
l. Individual Information
I.L1.Sex:E_ K
l. 2. Age:
I. 3. Department:

l. 4. District:
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Part 2: Settings and Attributes

Il. Settings and Attributes

Il.1. Choose the settings that you usually use from the two setting
groups.

1. Leisure Settings:

Traditional Coffee House/Garden
Park

Picnic Area

Shopping Mall

Passages

Stores

Patisserie

Café

Restaurant

Pub

Street

Billiard, Bowling, i.e. Saloons
Sport Centers

Clubs

Beauty Centers

Movie Theatres

Theatres

Museums

Art Galleries

0 o oo bbb b bbb o bbb Db Db U0 O

Hotels
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2. Obligatory settings:

0o o oo b U OO DD OUD O O O

Hospitals
Health Centers
Private Clinics
Studio
Classroom
Laboratory
Library

Office

Metro Station
Train Station
Airport

Bus Station

Bank

Governmental Buildings

Dormitory

Home
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2. Please write the numbers of the attributes that you prioritize while
u are making your preferences next to the settings that you have

osen.

. Easy Access

. Sufficient Parking Space

. Easy Entrance

. Presence of Elements for Wayfinding

. Presence of Usable Stairs, Elevators, Escalators
. Variety of Facilities

. Presence of a Variety of Activities

. Cleanness

. Service Quality

. Price Level

. Being Emotionally Comfortable in the Space
. Safety

. Popularity

. Mood of the Users

. Number of Users

. Friends’ Appreciation

. Quality of the Other Users

. Size of the Space

. Thermal Comfort Level

. Acoustics of the Space

. Being Physically Comfortable in the Space
. lllumination Level of the Space

. Physically Ordered Space

. Colors Used in the Space

. Furnishing

. Typicality

. Originality

. General View of the Space
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Part 3: In- depth Interview

I 11. Settings and Preferences

I11. 1. What are the settings that you use mostly in your leisure time? Please
name them.

111. 2. Please explain the reasons of your preferences.

I 11. 3. Please explain the physical aspects that you appreciate of these
spaces?

1 11. 4. Please explain the aspects that you dislike in these spaces?
111. 5. What are the settings that you use obligatorily in your daily life?
Please name them.

1 11. 6. Please explain the reasons of your usage.

111.7. Please explain the physical aspects that you appreciate of these
spaces?

1 11. 8. Please explain the aspects that you dislike in these spaces?
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FARKLI MEKANLAR iGIN MEKAN SECIMINi ETKILEYEN OZELLIKLER

Calismanin Genel icerigi:

Galismanin hedefi farkli mekanlara gére mekan segimlerini etkileyen
faktorleri tespit etmektir. Farkli Mekanlar genel olarak iki kategoride
gruplanmistir. ilk kategori mecburi kullanilan mekanlardir ve giinliik
hayatta is yada ihtiyac dolayisiyla kullandigimiz mekanlari kapsamaktadir.
ikinci kategori bog vakit mekanlaridir ve is disinda vakit gegcirilen mekanlari
kapsamaktadir. Bu amagla toplanan bilgi, calisma diginda

kullaniimayacaktir.

l. Kisisel Bilgiler
I.1.Cinsiyet: E_~ K
l. 2. Yas:

I. 3. Bélim:

l. 4. Oturdugunuz semt:

90



I . Mekanlar ve Ozellikleri

I l. 1. Asagidaki mekan gruplarindan en sik kullandiginiz mekanlari
isaretleyiniz.

1. Bos vakit mekanlari:

Cay Bahcgesi/Kahvehane
Park

Piknik Alani

Aligveris merkezi

Pasaj

Dukkanlar

Pastane

Café

Restaurant

Bar

Sokak/Cadde

Oyun Salonu (Bilardo, Bowling, vb.)
Spor Merkezi

KulUpler

Guzellik merkezleri
Sinema

Tiyatro

Muize

Sanat Galerisi

0 o oo b b bbb bbb Db U U 0D O

Oteller
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2. Mecburi mekanlar:

0o o oo b U O U UD DO O O O

Hastaneler

Saghk Merkezleri/Klinikler

Muayenehaneler
Stldyo

Derslik

Lab.

Katiphane

Ofis

Metro Istasyonlari
Tren Garlari
Havaalanlari
Otobtis Terminalleri
Bankalar

Devlet Daireleri
Yurt

Ev

92



11.2. isaretlediginiz mekanlarin yanina, o mekanlari tercih ederken
oncelikli buldugunuz 6zelliklerin numarasini yaziniz. Bu 6zellikler
disinda tercihinizi etkileyen 6zellik/ler varsa onlari da yazabilirsiniz.

. Rahat Ulagsabilmem

. Park Yerinin Yeterli Olmasi

. Girisinin Rahat Olmasi

. YénUmi Bulmama Yardimci Etkenler Olmasi

. Merdiven, Asansér ve Yuriayen Merdivenlerin Rahat Olmasi
. Mekandaki Hizmetin Zenginligi

. Mekandaki Etkinliklerin Zengin Olmasi

0 N O O A WO N =

. Temizlik

©

. Hizmet Kalitesi

gy
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. Fiyat

—h
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. Mekanda Duygusal Olarak Rahat Hissedebilmem
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. Glvenli Olmasi

sy
W

. Populer Olmasi

—h
)

. Ruh Durumunu

-
[$)]

. Kullanicilarin Sayisi

iy
(<2}

. Arkadaslarimin Sevmesi

—t
N

. Diger Kullanicilarin Niteligi

gy
[o0]

. Mekanin Boyutu

iy
©

. Mekanin Isi Seviyesi

. Mekandaki Ses

. Mekanda Rahat Edebilmem
. Mekanin Isik Seviyesi

N N N D
W N = O

. Mekanin Diizenli Olmasi

N
S

. Mekanda Kullanilan Renkler
. Mekandaki Mobilyalar

. Mekanin Geleneksel Olmasi

N N DN
N O O

. Mekanin Orijinal Olmasi

N
(o]

. Mekanin Genel Gorinimu
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111. Mekanlar ve Tercih Nedenleri

I11. 1. Bos vakitlerinizde en gok vakit gecirdiginiz mekanlar hangileri? isim
vererek sOyleyiniz.

I 1l. 2. Bu mekanlari tercih etmenizin nedenlerini anlatir misiniz?

1 11. 3. Bu mekanlarin fiziksel olarak hogunuza giden ydnlerini anlatir
misiniz?

I 11. 4. Bu mekanlarin hoslanmadiginiz yonlerini anlatir misiniz?

111. 5. GinlUk hayatta mecburi olarak en ¢ok vakit gecirdiginiz mekanlar
hangileri? isim vererek sdyleyiniz.

I 1l. 6. Bu mekanlari kullanmanizin nedenlerini anlatir misiniz?

111. 7. Bu mekanlarin fiziksel olarak hosunuza giden yénlerini anlatir
misiniz?

I 11. 8. Bu mekanlarin hoslanmadiginiz yoénlerini anlatir misiniz?
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Appendix B:

Appendix B1:
Table 1. Usually used leisure settings
Setting Types # Percent
St 35 7.7 %
S2 73 16.1 %
S3 106 23.3 %
S4 55 12.1 %
S5 36 7.9 %
S6 39 8.6 %
S7 9 2.0 %
S8 97 21.4 %
S9 4 9 %
Total 454 100 %

Table 2. Usually used obligatory settings

Setting Types # Percent
S10 45 14.0 %
S11 90 28.0 %
S12 58 18.1 %
S13 40 12.5 %
S14 88 27.4 %
Total 321 100 %

Table 3. Frequency and percentages of factors selected for leisure settings

Factors # Percent
F1 71 10.3 %
F2 39 5.6 %
F3 33 4.8 %
F4 66 9.6 %
F5 85 12.3 %
F6 53 7.7 %
F7 88 12.7 %
F8 73 10.6 %
F9 101 14.6 %

F10 82 11.9 %
Total 691 100 %
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Table 4. Frequency and percentages of factors selected for obligatory settings

Factors # Percent
F1 79 14.5 %
F2 29 5.3%
F3 54 9.9 %
F4 26 4.8 %
F5 72 13.3 %
F6 16 2.9 %
F7 78 14.4 %
F8 45 8.3 %
F9 88 16.2 %

F10 56 10.3 %
Total 543 100 %

Table 5. Frequency and percentages of physical attributes for obligatory and leisure
settings

Leisure Obligatory

Physical

Attributes # Percent # Percent
none 0 0.0 % 33 19.8 %
A18 29 12.5 % 8 4.8 %
A19 8 3.4 % 36 21.6 %
A20 20 8.6 % 14 8.4 %
A21 35 15.1 % 4 2.4 %
A22 35 15.1 % 23 13.8 %
A23 25 10.8 % 10 6.0 %
A24 25 10.8 % 14 8.4 %
A25 26 11.2 % 12 7.2 %
A26 1 4 % 9 5.4 %
A27 10 4.3 % 0 0.0 %
A28 18 7.8 % 1 .6 %
other 0 0.0 % 3 1.8 %
Total 232 100 % 167 100 %
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Table 6. Frequency and percentages of dislike factors for obligatory and leisure settings

Leisure Obligatory

Physical

Attributes # Percent # Percent
none 0 0.0 % 33 19.8 %
A18 29 12.5 % 8 4.8 %
A19 8 3.4 % 36 21.6 %
A20 20 8.6 % 14 8.4 %
A21 35 15.1 % 4 2.4 %
A22 35 15.1 % 23 13.8 %
A23 25 10.8 % 10 6.0 %
A24 25 10.8 % 14 8.4 %
A25 26 11.2 % 12 7.2 %
A26 1 4 % 9 5.4 %
A27 10 4.3 % 0 0.0 %
A28 18 7.8 % 1 .6 %
other 0 0.0 % 3 1.8 %
Total 232 100 % 167 100 %

Table 7. Percentages of factors affecting preference for each setting

leisure obligatory

s1 |52 |53 |s4 |S6 o6 o7 B |s9 |s10|s11 s12 s13 s14
ne. 457 13.9) 33|278]20.3[384 | 78| 7.7\ 927 3441121 27.1141.8] 12.1
F1 | B.6[10.1) 79| 98] 63 63 28] 11 0[121] 97)182| 8.4) 8.8
F2 | 22| 72) 33| 13] 18] 48] 28|68 0] 47] 28] 3.1] 21] 36
F3 | 220 58] 18] 13] 41] 1] 0{42] 0] 2.1] 8]129] 6.2] 456
F4 | 32(124) 58| 25| 3| 58| 14]57) 08| 28] 48] 27| 31| ?
F5 | 48] M16.1] 93] 3] 7.7 48] 13) 16177111102 11.3)10.7
Fé | 38| 58] 77| 91| 18] 29) 07]458) 0] 28] 1) 36] 1] 23
FT 1310 1121221124] 67) 28] 11) 08] 78] 93] 67] 6.7)169
F8 | 48| 668|126 97| 7.7 72) 21|77 0] 28] 93] 44| 36] 39
FO | 97\ 16| 166114] 893[118) 210 19) 16] 65239 84| 958|202
F10| 3.8| 5.9|1133[10.5] 36| 7.7] 28]198) 24| 33| 83] 27] 87] 15

The numbers indicate percentages
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Appendix B2:

Dislikes Leisure/Obligatory
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Figure 1. Dislikes according to the factors
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Figure 9. Distribution of factors affecting preference for S10

S11

30

F2 F3 F4 F5 FE F7 F3 F3 F10

factors

23

20

15

10 2

Percent

—I 1

n.T:. F-1
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Appendix C:
Appendix C1: Pearson Correlations

Table 1. Correlations of factors for leisure settings

Fi F2 F3 F4 Fa Féi F7 Fé Fa F10
F1 Pearson Comelation 1 Jdezr 362 a1 215 207 ] - 036 20 044
Sig. (2-tailed) . nar 000 324 n1a i 201 g o4 a7
N 120 120 120 120 120 120 120 120 120 120
F2 Fearsan Corelation Aez® 1 333 093 44 a7 - 122 207" 0 13
Sig. (2-tailed) a7 . 000 286 124 A34 85 24 59 220
N 120 120 120 120 120 120 120 120 120 120
F3 Pearzon Comelation el v el 1 Jed A0z &7 A7 70 242 226
Sig. (2-tailed) ] ] . 65 267 A34 205 ] 03 013
N 120 120 120 120 120 120 120 120 120 120
F4 Fearsan Corelation 031 g 168 1 159 i) | A75 223 64
Sig. (2-tailed) 324 it Jilsia] . ez A03 278 il 014 74
N 120 120 120 120 120 120 120 120 120 120
F& Pearson Comelation 215" A4 02 159 1 211 - 048 51 3287 2457
Sig. (2-tailed) R 24 267 82 . nzo fizg o0 o0 06
N 120 120 120 120 120 120 120 120 120 120
Fa Fearsan Corelation 07 a7 057 62 211 1 A3 - 056 37 - 028
Sig. (2-tailed) A0 A34 534 A03 0z . 738 544 37 751
N 120 120 120 120 120 120 120 120 120 120
F7 Pearson Comelation ] - 122 7 084 -04a ik 1 e 24147 289
Sig. (2-tailed) 301 85 208 a78 fz8 738 . 045 08 000
N 120 120 120 120 120 120 120 120 120 120
Fa Fearsan Corelation - 036 207 70 A7 181 - 056 e 1 073 2377
Sig. (2-tailed) [fiBg nz4 63 (56 oo 544 45 . 424 0o
N 120 120 120 120 120 120 120 120 120 120
] Fearsan Corelation Re I a1 2427 223 328 A7 281™ 073 1 2897
Sig. (2-tailed) 01 fifd oa 014 ] A7 g 428 . 04
N 120 120 120 120 120 120 120 120 120 120
F10 Pearson Corelation 041 3 226 64 2458™ -[028 =iy 237 288™ 1
Sig. (2-tailed) 5T 220 043 074 ulili] 751 ] g o4 .
N 120 120 120 120 120 120 120 120 120 120

* Correlation is significant at the 0.05 level (2-tailed).

** Correlation is significant at the 0.01 level (2-tailed).
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Table 2. Correlations of factors for obligatory settings

F1 F2 ] F4 Fg Ffi F7 F& Fa F10
F1  Peamon Comelation 1 s T T 2487 03 153 - 58 206 B0
Sig. (2-tailed) . i 000 M4 {006 736 084 529 024 081
N 120 120 120 120 120 120 120 120 120 120
F2  Peamon Conelation 3447 1 etk I cichia I 1 = 20l 020 A7z RETs
Sig. (2-tailed) 00 . 000 61 0o 344 08 a3z 061 044
N 120 120 120 120 120 120 120 120 120 120
F3  Peamon Corelation E Tk 1 92" 246 166 Fre 03 o
Sig. (2-tailed) 00 Julii] . 035 o7 70 a1 473 Juli: 04
N 120 120 120 120 120 120 120 120 120 120
F4  Peamon Conelation 075 129 192" 1 151 115 143 183 209° 205
Sig. (tailed) 4 61 ity . 063 2z 418 s 22 i
N 120 120 120 120 120 120 120 120 120 120
F§  Feamon Corelation e G G 1 201 2197 e 044 114
Sig. (2-tailed) 06 i o7 Juie] . Jirs: 0z A7 it 213
N 120 120 120 120 120 120 120 120 120 120
F&  Peamon Comelation 021 - 006 B 115 207 1 053 144 -109 - 064
Sig. (2-tailed) T3 44 am 212 028 . A5 7 Jeicl 488
N 120 120 120 120 120 120 120 120 120 120
F7  Peamon Comelation 153 2407 23 143 27083 1 128 250 a4
Sig. (2-tailed) 084 Julit: 011 113 a0z 585 . 174 00 0o
N 120 120 120 120 120 120 120 120 120 120
F&  Peamon Comelation - 058 020 03 183 ol 144 125 1 73 208
Sig. (2-tailed) 529 B3z a7 075 e A7 174 . sl 04
N 120 120 120 120 120 120 120 120 120 120
F8  Peamson Conelation 206" A7z 280 2090 044 - 109 ik RIS 1 333
Sig. (2ailed) 024 D81 Jiliie 22 G35 23 005 JED . 000
N 120 120 120 120 120 120 120 120 120 120
FA0  Pearson Corelation 10 184 3017 205 114 - 064 - I i I i 1
Sig. (tailed) 081 044 001 i 213 a8 Jin itk 0 .
N 120 120 120 120 120 120 120 120 120 120

** Correlation is significant at the 0.01 level (2-tailed).

* Correlation is significant at the 0.05 level (2-tailed).
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Table 3. Correlations of factors for S1

&l F2 F3 F4 FS F&i F7 Fé ] F10
F1 Fearson Conelation 1 200 33z 2 387 425 A4e= 387 AE 2887
Sig. (2-tailed) . oz ] 225 oac ] ] ] ] o4
N 120 120 120 120 120 120 120 120 120 120
F2 Fearson Carrelation 2007 1 04 5 508 (280 A5z 325 =078 - 050
Sig. (2-tailed) nza . ] ] 000 ] ] ] 297 5a0
N 120 120 120 120 120 120 120 120 120 120
F3 Fearson Conelation el 047 1 2457 228 245 o7 226 - 085 - 038
Sig. (2-tailed) ] ] . nar 013 o7 247 013 453 706
N 120 120 120 120 120 120 120 120 120 120
F4 Fearson Carrelation gz A4 245 1 S04 pelci 280 S04 Jdag - 087
Sig. (2-tailed) 228 ] nor . 000 ] i ] 34 470
N 120 120 120 120 120 120 120 120 120 120
FS Fearson Carrelation 87 A0g 226 S04 1 281 281 (3307 075 ag
Sig. (2-tailed) ] ] 013 a0 . iy iy oa M7 3z
N 120 120 120 120 120 120 120 120 120 120
Fa Fearson Carrelation 4257 3607 245 383 364 1 A58 Rela b 284 076
Sig. (2-tailed) ] oo o7 o0 000 . ] ] o4 409
N 120 120 120 120 120 120 120 120 120 120
F7 Fearson Carrelation A4g= 152 Ao7 2507 384 A58 1 Re b G A7
Sig. (2-tailed) ] nas 247 06 000 ] . ] ] o0
N 120 120 120 120 120 120 120 120 120 120
Fa Fearson Conelation 87 325 226 S04 3307 281 281 1 2627 163
Sig. (2-tailed) ] oo 013 o0 000 ] ] . 4 483
N 120 120 120 120 120 120 120 120 120 120
] Fearson Carrelation e i =078 - 085 a4 075 284 g 2627 1 543
Sig. (2-tailed) ] 37 pili] 24 7 | ] 04 . o0
N 120 120 120 120 120 120 120 120 120 120
F10  Pearson Corelation 288™ - 080 - 035 - 087 1ag 07e Arae ilix] 543 1
Sig. (2-tailed) iy gt J06 470 3z 408 iy a5 oo .
N 120 120 120 120 120 120 120 120 120 120

* Correlation is significant at the 0.05 level (2-tailed).
** Correlation is significant at the 0.01 level (2-tailed).
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Table 4. Correlations of factors for S2

F1 F2 F2 Fg F& F& F7 Fa Fo Fi0
F1 Pearsan Conelation 1 G G G G I G
Sig. (2-tailed) . il il Jilr Jiln| ng ann il il i
N 120 120 120 120 120 120 120 120 120 120
F2  Peamsen Conglation 50 1 e I Y i 1 L I i N I .
Sig. (Z-tailed) fultl . oo i il 505 Jilil] oo il 0o
N 120 120 120 120 120 120 120 120 120 120
F3  FPeamon Corelation e e 1 131 i aeE aF T A%
Sig. (2-ailed) o i . 164 00 nza oo 034 i 08
N 120 120 120 120 120 120 120 120 120 120
F4  Pearsan Conelation 2679 13 1 Jose e 3 e 284 pag
Sig. (2-ailed) g a0z 154 . Jiln| ana ann 574 anz 03
N 120 120 120 120 120 120 120 120 120 120
F&  Peamssn Conelation A M AT 3 1 P ik T
Sig. (2-ailed) o i i 00 . oz oo o1 i 00
N 120 120 120 120 120 120 120 120 120 120
F&  Pearsan Conelation 2647 049 207 ric i 1 e I 2eg e
Sig. (2-ailed) g 55 oz 03 0z . ann 72 anz 041
N 120 120 120 120 120 120 120 120 120 120
FF Peamssn Conelation i O I NN AN L N U 1 it I I -
Sig. (Z-tailed) jiltl] Jultl oo 000 il jilu} ) oo il 0o
H 120 120 120 120 120 120 120 120 120 120
F&  Pearsan Conelation i T " 52 2 AT 366 1 g T
Sig. (2-ailed) o i 034 A7 itk A72 oo . i 01
N 120 120 120 120 120 120 120 120 120 120
F8  Peaman Conelation e i I IR - = I ' =" 1 [ I 0! 1 il
Sig. (2-tailed) fulii] oo il a2 a0 oz o0 o0 . 000
N 120 120 120 120 120 120 120 120 120 120
FI0 Pearsen Corelation Y AR 1 P L L E G L& 1
Sig. (2-ailed) o i 108 ng 00 4 oo o i .
N 120 120 120 120 120 120 120 120 120 120

** Correlation is significant at the 0.01 level (2-tailed).

* Correlation is significant at the 0.05 level (2-tailed).
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Table 5. Correlations of factors for S3

1 F2 F3 F4 F5 & F7 F3 F Fin
F1 Pearon Corelation 1 e R 152 e S 145 24 g
Sig. (2-tailed) . 01 32 o7 oo il Juich] Az aoa 221
N 120 120 120 120 120 120 120 120 120 120
F2 Peason Comelation el 1 Am et I i N i I - A7 143 57
Sig. (2-tailed) 01 . 272 il 04 Julik] 20 242 120 538
N 120 120 120 120 120 120 120 120 120 120
F3 Peamon Corelation 95 A0 1 A3F a5 120 1059 2% 73 2HF
Sig. (2tailed) iy, 27 . 44 340 830 520 014 i it
N 120 120 120 120 120 120 120 120 120 120
F4  Peamon Comelation 152 feiovics IR 1 el 208 A58 085 207 Aeg
Sig. (2tailed) gz il 44 . o 023 84 et i i
N 120 120 120 120 120 120 120 120 120 120
F&  Peaon Comelation P 237 1 Ei s G
Sig. (2tailed) 10 04 340 gl . ] a4 i i i
N 120 120 120 120 120 120 120 120 120 120
FE  Pearson Corelation o I vl I 208 405 1 Kl a0 081106
Sig. (2tailed) a0 o3 530 023 a0 . 260 330 am 251
N 120 120 120 120 120 120 120 120 120 120
F7  Peamon Corelation a9 i il A58 aar Az 1 84 2T 208
Sig. (tailed) Juich] A20 A20 084 42 260 . 360 021 o1z
N 120 120 120 120 120 120 120 120 120 120
FE Pearon Comelation 146 A7 277 85 v B 134 1 P
Sig. (2tailed) 12 243 014 268 il 230 260 . i, o
N 120 120 120 120 120 120 120 120 120 120
FO Pearon Comelation 24 4 firs] 207 ol I A [ 27 1 ek
Sig. (2tailed) i’ A20 ol 024 il o ey anz . il
N 120 120 120 120 120 120 120 120 120 120
FI0  Pearson Comelation o | oA 21 A8 106 2 230 a7 1
Sig. (2tailed) a8 538 019 039 ] 251 o1z o i .
N 120 120 120 120 120 120 120 120 120 120

** Correlation is significant at the 0.01 level (2-tailed).

* Correlation is significant at the 0.05 level (2-tailed).
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Table 6. Correlations of factors for S4

] F2 Fa F4 £ Féi F7 Fa Fa Fin
F1  Pearson Conglation 1 01 T T BT BT T e 240
Sig. (2-tailed) . 273 il il ann ana 01 KL il il
N 120 120 120 120 120 120 120 120 120 120
F2  Fearson Comelation 01 1 .02 126 67 - &3 27 ez 154 049
Sig. (2-tailed) 273 . A 175 460 A63 03 A01 093 A3
N 120 120 120 120 120 120 120 120 120 120
F2 Pearson Conelation s 7Y 1 - 043 P LS itz A07 078 093
Sig. (2-tailed) 00 A2 . 38 oz ik e 247 8 10
N 120 120 120 120 120 120 120 120 120 120
F4  Pearson Conelation 2047 28 - 043 1 £ I T L T 2 e
Sig. (2-tailed) 01 JA78 - . il 04 01 a78 o0 00
N 120 120 120 120 120 120 120 120 120 120
F&  Pearson Conelation o 28 e 1 L 207 EeET 486
Sig. (2-ailed) 00 i iy, on2 . o mz 01 i i
N 120 120 120 120 120 120 120 120 120 120
F&  Pearson Conelation B I o 043 i O 1 24 a0 i I
Sig. (2-tailed) Jiln| 483 A3 nd ann . Jiln] i il il
N 120 120 120 120 120 120 120 120 120 120
F7 Pearson Conelation 1 I A IR 17 MM 247 1 62 4y
Sig. (Z-tailed) o4 itk 435 el 012 Jili's . 078 oo 01
N 120 120 120 120 120 120 120 120 120 120
F&  Pearson Comelation 147 82 A07 -014 2 JB3 1 doa deg
Sig. (2-tailed) 10 A01 247 a76 Jilif nza 7s . i i
N 120 120 120 120 120 120 120 120 120 120
F8  Pearson Comelation e 154 75 i T B '« N (Y- vici 1 505
Sig. (2-tailed) 00 083 46 oo Uit Uit 00 000 . 00
N 120 120 120 120 120 120 120 120 120 120
FI0 Pearson Conelation 2400 ngg g2 I s D S 1
Sig. (2-tailed) 003 403 310 i oo i 01 00 i .
N 120 120 120 120 120 120 120 120 120 120

** Correlation is significant at the 0.01 level (2-tailed).
* Correlation is significant at the 0.05 level (2-tailed).
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Table 7. Correlations of factors for S5

Fi F2 Fa F4 F& F& F7 Fa Fa Fin
F1  Pearson Conelation 1 73 GG s ar e e
Sig. (2-tailed) . A7 Juln| filil3 Jiln| it ana Juln| g Jirs]
N 120 120 120 120 120 120 120 120 120 120
F2  FPearson Corelation 123 1 -043 i I - I . bt I = 1 i I v
Sig. (2-tailed) 178 ) 44 00 00 Jo2 iy 213 oz 00
N 120 120 120 120 120 120 120 120 120 120
F2  Pearson Conelation ame 43 1 144 123 .20 ange T8 e A0
Sin. (2-tailed) il B4 . 18 181 T an 151 o3 2498
N 120 120 120 120 120 120 120 120 120 120
F4  Pearson Conelation 257 a4 1 e Iy L7 i 200 a0
Sig. (Z-tailed) Juli] filtl] R . jinle JE0 jilus 22 0o 04
N 120 120 120 120 120 120 120 120 120 120
F&  Pearson Conelation i I I 238 1 -0a0 aogs 78 208° B0
Sig. (2-tailed) fali oo A8 oo . T4 fulij| 51 nza 0z
N 120 120 120 120 120 120 120 120 120 120
F Fearson Correlation -037 -024 =030 =027 =030 1 - 058 - 043 -034 - 032
Sig. (2-tailed) o8 Jo2 J46 J60 J46 . A28 i &70 J28
N 120 120 120 120 120 120 120 120 120 120
F7 Fearson Correlation AR 201 208 254+ a0e . 0m8 1 A48 G714 Relslai
Sig. (2-tailed) i Jilij 01 o 01 528 . A0 oo 00
N 120 120 120 120 120 120 120 120 120 120
FE  Pearson Conglation e s 78 200° A78 043 140 1 01 iG]
Sig. (2-tailed) i el iy nz2 51 B8 04 . 278 Jon
N 120 120 120 120 120 120 120 120 120 120
Fa Pearsan Conelation 255 280 208° a0 208° .02 BT+ A0 1 440
Sig. (2-tailed) il oz 123 o 23 B70 o 278 . 00
N 120 120 120 120 120 120 120 120 120 120
FA0 Pearson Conelation Aog° 5006 i s Ik Rl G 40 1
Sig. (2-tailed) 02 oo 240 o 03 T2 o Jan oo .
N 120 120 120 120 120 120 120 120 120 120

** Correlation is significant at the 0.01 level (2-tailed).
* Correlation is significant at the 0.05 level (2-tailed).
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Table 8. Correlations of factors for S6

Fi Fz F3 F4 F& F& F7 Fa Fa Fin
F1  Pearson Comelation 1 201 18 10 e I =" TS T BT
Sig. (ailed) . Jili} 044 i fali 00 00 01 il on
N 120 120 120 120 120 120 120 120 120 120
FZ  Pearson Comelation 2817 1 2480687 M e 2 pilis i I
8ig. (Ztailed) 04 . Jilipd iz oo i 225 ull: Uit 02
K 120 120 120 120 120 120 120 120 120 120
F2 Pearson Conelation RE 245 1 AaF AaF JEF 40 s ik B
8ig. (Z-tailed) 44 o7 . 044 044 0z A28 00 0z oo
K 120 120 120 120 120 120 120 120 120 120
F4  Pearson Comelation 5 67 RELs 1 i Aoz it I 11 I I
8ig. (Ztailed) 29 iz 44 . 284 ik’ 000 00 0z o2
K 120 120 120 120 120 120 120 120 120 120
F& Pearson Conelation a0 I RELE 089 1 Agr a0 et A3 244
8ig. (Ztailed) Bt jilu} 44 281 . 000 R 00 Uit o7
K 120 120 120 120 120 120 120 120 120 120
F&  Pearson Conelation ricd I -t o B v 5T 1 i I v I & I
Sig. (2tailed) 00 oz oz 036 i . 008 o0 o0 o0
K 120 120 120 120 120 120 120 120 120 120
F7 Pearson Conelation =i IR L RE] it I 1 247 1 ol I 711 IO
Sig. (2tailed) 00 278 A2 i KL [0 . 00 QUi oo
K 120 120 120 120 120 120 120 120 120 120
F&  Pearson Conelation a0 218 N H0T 3R M0 429 1 e A
Sig. (2tailed) 01 il o0 o0 i 000 000 . o0 o0
K 120 120 120 120 120 120 120 120 120 120
F8  Pearson Conelation i I v AN N I . I . v v IO 711 1 54
Sig. (2tailed) 00 oo il on2 i 00 a0 00 ) oo
K 120 120 120 120 120 120 120 120 120 120
FI0 Pearson Comelation ded 24 e 154 a8 aar e e Ade 1
Sig. (2tailed) 00 il oo a2 ooy 00 a0 00 QUi .
K 120 120 120 120 120 120 120 120 120 120

** Correlation is significant at the 0.01 level (2-tailed).
* Correlation is significant at the 0.05 level (2-tailed).
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Table 9. Correlations of factors for S8

F1 F2 F3 F4 F& B F7 Fa F F10
F1  Pearson Comelation 1 K G S GG 218 HE 18t
Sig. (2-tailed) . i} i a0z i i 024 017 oo i
N 120 120 120 120 120 120 120 120 120 120
F2  Pearsan Comelation bl 1 2T g s I i 62 051 08 Nilli]
Sig. (2-tailed) fili] . i anz fili a4 firgd 517 rict} e
N 120 120 120 120 120 120 120 120 120 120
F3  Pearson Comalation e AT 1 A3 Y A 43 e 80T
Sig. (2-tailed) i il . 132 i il 268 20 on Julii
N 120 120 120 120 120 120 120 120 120 120
F4  Fearson Comelation 286 04 138 1 i - I . i 178 168
Sig. (2-ailed) 0z a2 132 . o7 a0z RE 200 i i
N 120 120 120 120 120 120 120 120 120 120
F5  Fearson Comelation I T T 1 P 163 Err I
Sig. (2-ailed) 00 g 00 o7 . 08 01 o7 oo 04
H 120 120 120 120 120 120 120 120 120 120
F§  Pearsan Camelation eE 00 i I R Y 1 096 42 61 2607
Sig. (2-tailed) 00 el i a0z J06 . i 120 {0 08
H 120 120 120 120 120 120 120 120 120 120
7 Pearsan Carelation 2087 162 02 132 i 0496 1 264 240 26
Sig. (2-tailed) 24 77 28 140 11 B23 . 04 02 04
N 120 120 120 120 120 120 120 120 120 120
F2  Pearsen Comelation 2187 051 43 nz2 163 42 264 1 .28 170
Sig. (2-tailed) 7 577 120 200 76 120 04 . 784 64
N 120 120 120 120 120 120 120 120 120 120
2] Pearzon Carelation 216™ A09 219 A7 278 A6 248 025 1 ki
Sig. (2-tailed) oo 234 oo 050 oo 00 g 784 . i
N 120 120 120 120 120 120 120 120 120 120
FI0  Pearsan Carelation R kL i L PG 25 DRIL] T 1
Sig. (2-tailed) 48 a1 {06 il 4 il 004 064 oo .
N 120 120 120 120 120 120 120 120 120 120

** Correlation is significant at the 0.01 level (2-tailed).
* Correlation is significant at the 0.05 level (2-tailed).
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Table 10. Correlations of factors for S10

F1 F2 F3 F4 F& F&i F7 Fé Fa F10
F1 Pearzon Correlation 1 S0 5a0 el S 277 el i 36 a4 Reiclsid
Sig. (2-tailed) . oo ] 00 ] o0 oo ] ] ]
N 120 120 120 120 120 120 120 120 120 120
F2 Fearson Correlation a0 1 G317 g 435™ 3147 47 403 325° 2827
Sig. (2-tailed) a0 . ] ] ] o4 oo ] ] a0z
N 120 120 120 120 120 120 120 120 120 120
F3 Pearson Correlation Sa0 A3 1 Sa0m (335™ A A7g A3 G0 Aag
Sig. (2-tailed) a0 ] . ] ] o0 L ] ] ]
N 120 120 120 120 120 120 120 120 120 120
F4 Fearson Correlation F34 A Ba0 1 331 32 31g= (389 T Bz
5ig. (2-tailed) oo [oa iy . juny oo iy iy oo juny
N 120 120 120 120 120 120 120 120 120 120
2] Pearson Correlation paleici e 335™ i 1 289 A7a 243 61 A4
Sig. (2-tailed) o0 oo ] 00 . oz oo ] ] ]
N 120 120 120 120 120 120 120 120 120 120
F& Fearson Correlation 377 3147 A 432 283™ 1 2827 251 12 219
Sig. (2-tailed) o0 o ] 00 a0z . oz ] 225 iy ]
N 120 120 120 120 120 120 120 120 120 120
F7 Fearson Correlation ReLs A 47 A7 3197 A7 2827 1 342 00 2807
Sig. (2-tailed) ] ] 51 00 ] oz . ] 04 ]
N 120 120 120 120 120 120 120 120 120 120
Fa Pearson Correlation el 03 A3 289 243™ 361 34z 1 38T g
5ig. (2-tailed) oo [oa iy oo [0g oo iy . oo juny
N 120 120 120 120 120 120 120 120 120 120
Fa Pearson Correlation G4 226™ 0™ 72 A6 A2 2007 287 1 B3
Sig. (2-tailed) ] ] ] 00 ] 225 i ] . ]
N 120 120 120 120 120 120 120 120 120 120
F10 Pearson Corelation el 282° A3 552 R B 219 2607 54 pi-ki 1
Sig. (2-tailed) o0 oz ] 00 ] 016 g ] ] .
N 120 120 120 120 120 120 120 120 120 120

** Correlation is significant at the 0.01 level (2-tailed).
* Correlation is significant at the 0.05 level (2-tailed).
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Table 11. Correlations of factors for S11

F1 F2 F3 F4 F& F& F7 Fa Fd F10
F1 Pearson Comelation 1 2837 S48 fch) 200 75 2277 149 203 62
Sig. (2-tailed) . ooz 000 faici] 00 057 012 106 o0 nrr
N 120 120 120 120 120 120 120 120 120 120
F2 Fearzan Corelation 283 1 pocrig 094 193" 0og 135 =007 228 -0z
Sig. (2tailed) 00z . 000 et 034 282 142 835 01z el
N 120 120 120 120 120 120 120 120 120 120
F3 Pearson Comelation 546™ e 1 208 2T 208" 253 87 A6 et
Sig. (2-tailed) oo 000 . Jire] [0z 22 005 it 0on o
N 120 120 120 120 120 120 120 120 120 120
F4  Pearson Comelation 037 084 208* 1 82 g 159 B it 88 -00na
Sig. (2-tailed) 85 309 023 . AT 000 083 087 043 Q14
N 120 120 120 120 120 120 120 120 120 120
F& Fearzan Corelation 280 19z 276 082 1 163 pocliy 020 257 perity
Sig. (2tailed) 001 034 iy AT . [T 000 288 0o 1z
N 120 120 120 120 120 120 120 120 120 120
F Fearson Correlation 75 099 209 peh B V63 1 orr A81® 08z - 012
Sig. (2tailed) 057 282 022 0on 7 . 402 048 274 ez
N 120 120 120 120 120 120 120 120 120 120
F7 Pearson Comelation 27 36 253 159 el arr 1 195 333 302
Sig. (2-tailed) 013 142 005 o8z 00 402 . 033 0on 01
N 120 120 120 120 120 120 120 120 120 120
Fa Pearson Comelation 140 =007 BT <5 =] A8 195 1 peL-ris TS
Sig. (2-tailed) 105 pecl 082 057 258 042 032 . 0oo 057
N 120 120 120 120 120 120 120 120 120 120
Fa Fearson Correlation 283 228 215 REGE T 82 pecri peiei 1 petil b
Sig. (2tailed) 001 012 000 043 oo a4 000 000 . il
N 120 120 120 120 120 120 120 120 120 120
FA0 Pearson Comelation 62 -002 g .00 220° -2 a0z A75 251 1
Sig. (2-tailed) o7 a4 000 214 012 B0z 004 057 0on .
N 120 120 120 120 120 120 120 120 120 120

** Correlation is significant at the 0.01 level (2-tailed).
* Correlation is significant at the 0.05 level (2-tailed).

115



Table 12. Correlations of factors for S12

] Fz ] F4 F5 Ffi F7 ] Fa Fi0
F1  Peamson Correltion 1 e S & B a4 ez ErE S
Sig. (Z-tailed) ) 000 00 013 Julnl 1,000 000 375 0o 0o
N 120 120 120 120 120 120 120 120 120 120
F2  Peamsan Comelation 3527 1 i I - 3987 06 7 i R i 21
Sig. (2-tailed) 000 . 006 040 0 240 000 iz g 0
N 120 120 120 120 120 120 120 120 120 120
F3  FPeamson Corelation it B 1 e AT 20w el eE 2Ee 297
Sig. (-tailed) Jiltl] 06 . 003 000 023 004 03 03 04
N 120 120 120 120 120 120 120 120 120 120
F4  Pearson Comelation i Rl s i 1 el i I - 1 N ot i
5ig. (2ailed) 013 040 oz . 0 Jivi] i) REN 000 000
N 120 120 120 120 120 120 120 120 120 120
FS  Pearson Comelation sarel see AT A1 1 2507 A0 0% Fri B
Sig. (2tailed) Jiltl] 00 000 001 . 004 00 035 Julr 233
N 120 120 120 120 120 120 120 120 120 120
F§  Pearson Correlation it 06 208 208 2607 1 135 A8z 008 092
8ig. (Z-tailed) 1,000 248 023 023 004 ) 142 (136 B57 318
N 120 120 120 120 120 120 120 120 120 120
F7 Peamsan Comelation i I L v I - I 1 I & 1 145 142 1907
Sig. (2-tailed) Jiltl] Jiltl] 004 il 00n 142 . Jivic A2z Juict:
N 120 120 120 120 120 120 120 120 120 120
F§  Peamsen Correltion 182 044 266 134 193" 192 045 1 Mre 6
Sig. (Z-tailed) 75 3z 003 144 035 036 23 . 001 004
N 120 120 120 120 120 120 120 120 120 120
F&  Pearson Comelation Mol 66 Jhe adg 2500 -O0A 142 O 1 07
5ig. (2ailed) jilu} ik oz ooa jii's DaT 22 om . 000
N 120 120 120 120 120 120 120 120 120 120
FI0  Peamson Coreltion aredl o e B AL 09z 1007 Vv 1
Sig. (2tailed) Jiltl] 016 001 000 233 318 038 104 Julnl .
N 120 120 120 120 120 120 120 120 120 120

** Correlation is significant at the 0.01 level (2-tailed).

* Correlation is significant at the 0.05 level (2-tailed).
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Table 13. Correlations of factors for S13

F1 F2 F2 F4 F& F& F7 F2 Fo F10
F1  Peamsan Conelation 1 e dad ez K T
Sig. (2-tailed) . Jiln| Jilil] 47 il arz a3 200 0an 01
N 120 120 120 120 120 120 120 120 120 120
F2 Pearzan Conelation vk q el A Vv 268 2117 rill 224 A2
Sig. (Z-tailed) oo . 000 Jultl Julik; jilic 21 k] 0o 222
W 120 120 120 120 120 120 120 120 120 120
F3  Peamson Conelation gaT A 1 a5 e L A1 043 Er BRT
Sig. (2-tailed) i 00 . et i 207 295 B4 a0 4z
N 120 120 120 120 120 120 120 120 120 120
F4  Peamsan Conelation KLV e ek 1 i I i I P et I L 2807
Sig. (Z-tailed) 047 il 358 . Julik; jiils Er il 037 0z
W 120 120 120 120 120 120 120 120 120 120
F&  Peamen Conelation g e e o 1 200 47 s a0
Sig. (2-tailed) i 03 o0 i} . iz o feict ! 004 o7
N 120 120 120 120 120 120 120 120 120 120
F§  Feawon Corelation 82 2EE 16 BBEW 2007 1 - D84 209 241 148
Sig. (2-ailed) an Jiln] 207 il i . A1 0z 0a 114
N 120 120 120 120 120 120 120 120 120 120
Fr Pearzon Carrelation 265 211 A1 070 407 - 061 1 145 A2eT 023
Sig. (2-tailed) i} 21 278 4% i A1 . RE a0 A04
N 120 120 120 120 120 120 120 120 120 120
F&  Pearson Comelation 118 170 143 JaF e 208 45 1 395 208
Sig. (2-ailed) 200 il L] il 334 73 16 . i nza
N 120 120 120 120 120 120 120 120 120 120
FO Peamssn Conelation et I . I i I <1 e T 7 IO I i 1 iy
Sig. (Z-tailed) oo il 000 a7 o4 i oo il . 00
N 120 120 120 120 120 120 120 120 120 120
FID  Pearsan Conelation 208 A2 Rt i i BT .23 208 AR 1
Sig. (2-tailed) o s 04z anz a7 114 208 Jurk] 0an )
N 120 120 120 120 120 120 120 120 120 120

** Correlation is significant at the 0.01 level (2-tailed).

* Correlation is significant at the 0.05 level (2-tailed).
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Table 14. Correlations of factors for S14

Fi F2 F3 F4 Fa F6 F7 F8 F3 F10
Fi Pearson Comelation 1 H26 a0 D26 Lok 228 282 304 363 el
Sig. (2-tailed) . L] oo 781 oo 012 oz 004 J00g J00g
H 120 120 120 120 120 120 120 120 120 120
F2 Fearson Corelation 26 1 il 154 3367 178 Bcd i I 2517 352
Gig. (2-tailed) o . il 09 ] 051 Ja0a REd oG ]
N 120 120 120 120 120 120 120 120 120 120
F3 Fearson Corelation a0 hilli 1 12 342 360 244 A79 262 330
Sig. (2-tailed) o o . 225 aoa 0oa a7 051 04 Jioo
N 120 120 120 120 120 120 120 120 120 120
F4 Pearsan Comelation 026 154 A1z 1 075 2657 A7 A4z jihls] L]
Sig. (2-tailed) 781 Lt 225 . i 003 RER A22 872 a2
N 120 120 120 120 120 120 120 120 120 120
F5 Fearson Corelation 451 3367 342 075 1 R 389 2487 4067 A2
Gig. (2-tailed) o ] il Rl . 038 Ja0a A0G ] ]
N 120 120 120 120 120 120 120 120 120 120
Fi Pearzon Cormelation 228 78 pelil 269 Jlagr 1 104 2897 it A28
Sig. (2-tailed) 012 151 oo 103 033 . 253 o4 532 174
N 120 120 120 120 120 120 120 120 120 120
F7 Pearson Comelation 282 319 244+ Aa7 389 104 1 230 A4 A
Sig. (2-tailed) ooz o oar a7 aoa 258 . 012 Jioo Jioo
N 120 120 120 120 120 120 120 120 120 120
F8 Pearson Comelation J049 -027 79 142 2487 289 230 1 52 263
Sig. (2-tailed) o1 171 ikl A2z 0 o 12 . 76 04
N 120 120 120 120 120 120 120 120 120 120
Fa Paarsan Comelation el 2617 262 018 K il Mg &z 1 Fag™
Gig. (2-tailed) o jalils] il a2 ] A32 Ja0a A7G . ]
N 120 120 120 120 120 120 120 120 120 120
FA0  Pearson Comelation 374 352 3307 60 A2 125 A3 263 5467 1
Sig. (2-tailed) oo oo oo a2z oo A74 iaa 004 aa .
N 120 120 120 120 120 120 120 120 120 120

** Correlation is significant at the 0.01 level (2-tailed).
* Correlation is significant at the 0.05 level (2-tailed).
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Appendix C2: Pearson Chi-Square

Table 1. Leisure*Obligatory for F1

Asymp. Sig. E:act Sig. E:xact Sig.
Walue df [2-5ided) [2-zided) [ 1-=ided)
Fearson ChiSquare 11,4497(k) oo
C ontinuity
C orre ction 3) e e
Likelihood R atio 14 276 falaf]
Fihers B<act Test falug] o0
Linear-boy-Linear
Association 1.z=z 001
M of Walid C ases 120

a. Computed only for a 2x2 table

b. 0 cells (,0%) have expected count less than 5. The minimum expected count is 16,40.

Table 2. Leisure*Obligatory for F2

Asymp. Sig. Exact Sig. Exact Sig.
Walue df [2-z ided) [2-zided) [ 1-=sided)
Fearson Chi Square Z2ITECE fululn]
C ontinuity
C orrection 3) 2UEEE e
L elihood R atio 21 a7 o0
Fisher's E<act Test oo fualn]
Linear-by-Linear
Azzociation 22 5eh Loa
M oof Walid C ases 120

a. Computed only for a 2x2 table
b. 0 cells (,0%) have expected count less than 5. The minimum expected count is 8,78.

Table 3. Leisure*Obligatory for F3

Asymp. Sig. Exact Sig. Exact Sig.
Walue df [2-=idad) [2-2idad) [ 1-=idad)
Fearson ChiSquare 12,4950 k) oo
C antinuity
C orrection ) 12,063 001
Lk elihood R atio 13,756 falul]
Fishers B«act Test falul] fuuli]
Line ar-boy-Linear
FAszociation 13,382 oo
M of Walid C ases 120

a. Computed only for a 2x2 table
b. 0 cells (,0%) have expected count less than 5. The minimum expected count is 16,80.
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Table 4. Leisure*Obligatory for F4

Asymp. Sig. Exact Sig. Exact Sig.
Walue df [2-5 ided) [2-5ided) [ 1-=ided)
Fearson Chi Square a7y TEE
C ontinuity
C orrection 3) LU 1
L elihood R atio u 1] TGS
Fishers E<act Test 214 &z
Linear-by-Linear
FAszociation e JET
M of Walid C ases 120

a. Computed only for a 2x2 table

b. 0 cells (,0%) have expected count less than 5. The minimum expected count is 8,62.

Table 5. Leisure*Obligatory for F5

a.
b. 0 cells (,0%) have expected count less than 5. The minimum expected count is 13,13.

Asymp. Sig. Exact Sig. Exact Sig.
Walue df [2-z ided) [2-zided) [ 1-=sided)
Fearson ChiSquare 1,423 5 233
C ontinuity
Carrection 3) 2 S
Li elihood R atio 1,404 236
Fisher's E<act Test 200 A5z
Linear-by-Linear
Azzociation 1,411 235
M of Walid C ases 120

Computed only for a 2x2 table

Table 6. Leisure*Obligatory for F6

a.
b. 0 cells (,0%) have expected count less than 5. The minimum expected count is 8,75.

Asymp. Sig. Exact Sig. Exact Sig.
Walue df [2-5 ided) [2-5ided) (1-sided)
Fearson Chi Square 4.2800H) fuct]
C ontinuity
C arrection 3) 3,340 D63
Li elihood Ratio 4,535 040
Fiher's Bxact Test 051 fict)
Linear-boy-Linear
FAzzociation 4,254 038
M of Walid C ases 120

Computed only for a 2x2 table
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Table 7. Leisure*Obligatory for F7

Asymp. Sig. Exact Sig. Exact Sig.
Walue df [2-= ided) [2-= ided) [ 1-zided)
Fearson Chi Square 6,71205) 010
C antinuity 5 E57 a7
C arrection 3) ' '
Li elihood R atio £ 53 a1
Fisher's Bzact Test o1z 09
Linear-by-Linear
Association &.557 010
M of Walid C ases 120

a. Computed only for a 2x2 table

b. 0 cells (,0%) have expected count less than 5. The minimum expected count is 11,90.

Table 8. Leisure*Obligatory for F8

Asymp. Sig. Exact Sig. Exact Sig.
Walue df [2-5ided) [2-5ided) [ 1-=ided)
Fearson Chi Square 6712h 10
C ontinuity
Correction a) 5.857 017
Li elihood Ratio 6,53 a1
Fiher's Bxact Test o1z fuul=]
Linear-boy-Linear
FAzzociation 6,857 010
M of Walid C ases 120

a
b.

. Computed only for a 2x2 table
0 cells (,0%) have expected count less than 5. The minimum expected count is 16,50.

Table 9. Leisure*Obligatory for F9

Asymp. Sig. E:xact Sig. E:xact Sig.
Walue df [2-= ided) [2-5 ided) (1-=ided)
Fearson ChiSquare 5,430 b LR
C ontinuity
C arrection a) 5029 025
Lk elihood Ratio 5,818 gl
Ficher's B:act Test n1s 015
Linear-boy-Linear
FAszociation 6,576 a1z
M of Walid C ases 120

a. Computed only for a 2x2 table

b. 1 cells (25,0%) have expected count less than 5. The minimum expected count is 4,68.
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Table 10. Leisure*Obligatory for F10

Azymp. Sig. E:xact Sig. E:xact Sig.
Walue df [2-=ided) (2-=ided) [ 1-=zided)
Fearson ChiSquare 302E0H) ez
C antinuity
C arrection a) 2.0 23
Lk elihood R atio 3,070 Jas0
Fisher's B<act Test 115 i3]
Linear-by-Linear
Azzociation 3,001 083
M of Walid C ases 120

a. Computed only for a 2x2 table

b. 0 cells (,0%) have expected count less than 5. The minimum expected count is 17,42.
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Appendix C3: T-Tests

Table 1. Gender and most frequently used leisure settings

Levene's Test for
Equality of Variantes test for Equality of Means
05% Confidence
Interval of the
Mean | Std. Emor Difference
F Sig. t df Sig. (24ailed) | Difference | Differance |  Lower Upper
g1 Equal wariances
A wo | aw| 4w 18 gt | pams | pesez | -z08e7 | 25
Equal wariances
S e | 17o0d gt | pdns | pesss | 20876 | q250
@2  Equalvai
AVEANEE e | 0 | 24| e 046 | de0s | peoss | .74 | .0oser
assumed
Equal vaii
qualvaneee 2022 | 18,007 046 | de0s | peosd | -as7s4 | 0037
it assumed
83 Equalvariances
e w7 | o | 2T 18 OO | amaT | pesdp | 26347 | -0438d
Equal wariances
S 2740 | 8052 oo | amr | peeo7 | -z6e2z | 0420
%  Equalvai
AN ey | en | a4 18 ot | zmer | pemss | oz | a7
assumed
Equal vai
qualvanances 3400 | 117,142 ot | mmer | pemt | e | 4
it assumed
% Equalvaancs o0 | pe | g 18 wa | et | peme | -0eve0 | 23mee
assumed ' : ' ' : ' k :
Equal variances
S w0 | 15463 w0 | ot | pe | -e7ed | 240
%  Equalvai
AN ey | g2 | 13m0 18 des | os | pesos | -s7ed | 27od
assumed
Equal variances
S 1268 | 15,004 dar | ios | pesto | -seds | 27end
87 Equalvariances
A SEEE | 004 | 1415 18 B0 | -DBdE | pdESE | -1Ades | 0257
Equal variances
S Adee | oo JET | DpdE | pdED | o144 | ozEnd
% Equalvai
QUAVANGES L g | g | 3 18 78 | Dz | 07aTE | AT | 244
assumed
Equal vaii
e a6 | 17 783 | .0z | oraen | oa7ie | apeE
89 Equalvariances
A 0204 | 000 | 2080 18 o | pere | pee | oodsz | d3me
Equal vaii
qualvaneee 2054 | 58000 o | oere | peat | ooTz | s
it assumed
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Table 2. Gender and most frequently used obligatory settings

Levene's Test for
Equality of Variances test for Equality of Means
25% Confidencs
Interval of the
Mean Std. Ermar Differance
F Sig. t df Sig. (2-tailed) | Difference | Difference |  Lower Upper
S0 Equalvan
e A | s | 5% 18 azs | e | pesoo | 3132z | s
Equal var
noqt”:ﬁ‘fr::d”"es A5 | 11780 azs | aamo | pesoo | 31303 | s
51 Equalvan
asq;l;:;”a”"es | Emm| -4 18 784 | oear | omesn | dm077 | e
Equal vari
S 314 | 117,446 754 | 0247 | 07eed | -ta0e7 | 314
512 Equalvariances
s 1| | i 18 iz | aooe | poido | 20203 | o
Equal vari
noqt”:ﬁﬁ::d”ces Ad0e | 17em 22| oo | ooed7 | .zenoo | geney
512 Equal warianees
eumed 17 | | 101 13 ofg | aB03 | 08375 | -O0sez | s
Equal vari
n;”:ﬁm:dms 1990 | 14270 osa | B03 | 08305 | -O0sOD | el
514 Equalvariances
e Mas | 01| a7 18 oeg | otand | oe3ss | d0mdz | onieT
Equal vari
n:::ﬁ‘fﬂ:':d”m A716 | 114508 oe0 | 1434 | Deasd | -0eee | oo
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Table3. Gender and factors affecting preference for leisure settings

Lewane's Test far
Equality of Variances t-test for Equality of Means
05% Confidence
Interval of the
Mean Std. Enmor Difference
F Sig. t df Sig. (2ailed) | Differance | Differance |  Lower Upper
Fi Equal variances
A 1834 | a7 | .70 118 | mey | peoTo | -2domm | 414
Equal vaii
quaTvananGEs 03 | 17 s a4 | .0 | Deore | 2400 | 4144
riot assumed
2 Equalvan
WAVINNEE e | g7 | 08| e 42| oma | oemis | a7 | 23
assumed
Equal variances
. 704 | 117303 | opeia | pert | o zan
F3 Equalvariances
A s | g4 | oo 118 w2 | oooss | peran | o7erz | TR
Equal vaii
quaTvananGEs 60 | 117 g2 | -0s3 | oeraa | -avend | Je7es
niot assumed
P Equalvatances [ o b | ma | 1 601 | 0478 | 004 | -zzess | a0
assumed g g E g L g E 0
Equal variances
g B2 | 1TIa g0t | pare | poie | -2msz | daze
F5  Equalvai
ANAANGEE N en | g | - 18 a0 | o7t | oezee | 23088 | peTel
assumed
Equal vai
quaTvanances 0| 15463 0| ot | pezve | 24011 | peved
niot assumed
F&  Equalvariances
e 137 | om0 | -mw 18 s | mew | poooe | 237z | 4oEm
Equal vaii
quaTvanances 502 | 17,004 56 | 0533 | 00004 | -23iee | i2ge
not azsumed
7 Equalval
AN g | oms | g 18 a3 | omee | oet3 | 23624 | Desme
assumed
Equal variances
. 0 | 1e207 a4 | o7 | oetze | -23emt | oesm
F&  Equalvariances
e se | one | - 18 o | o | pem | -asee7 | perm
Equal vaii
quaTvananGes g0 | 1 a5 | .o7es | oeme | -z | pov
riot assumed
Fa Equal variances
e a3 | 008 | 138 118 60 | -peet | oea0 | 2142z | oaee
Equal variances
. A7 | 108 56 A1 peet | pesse | 21480 | paem:
FI0  Equal variances
ez | oMz | 100 118 AG |06 | Des0s | -a7epd | nsTed
azsumed
Equal vaii
quaTvananGEs 4208 | 118,004 a7 | o108 | oeste | -zved | o3
niot assumed
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Table 4. Gender and factors affecting preference for obligatory settings

Levene's Test for
Equality of Variances ttest for Equality of Means
95% Confidence
Interval of the
Mean Std. Enror Ditference
F Sig. t df Sig. (2-tailed) | Difference | Difference | Lower Upper
F1 Equal variances
oot e | s | A 13 goo | -pden | garra | -zema | amm
Equal varances 13| 17528 goa | -maen | oerTe | -ziesd | 4zeed
not assumed
F2 Equalwan
QUIVEANGE | aams | oos | 142 118 467 | ao7s | o7szz | -panro | zsez
assumed
Equal wariances
ey 1422 | 112817 am | dm7a | a7eds | -pdzez | e
F3 Equal wariances
e 1| 25| .3 18 7 | .pade | om0 | -ze0 | tese
Equal vai
qualvarlanees 340 | 11508 734 | o2 | oodz | zmor | edm
not assumed
Fé Equalvariances | e | e | g 118 g7 | 0007 | 7a7e | -i67E0 | 13635
assumed g . E g it g & .
Equal vari
S a0 | 117,987 ar | .poer | oras | asTTE | a3
F5  Equalvar
AENENEES | e | e | 4 113 a7 | opize | gessr | -doo0s | 6o
assumed
Equal variances 43 | 17810 a7 | -mize | gesss | -dooos | teder
not assumed
Fé Equal variances
oot R0 | oMo | -6 113 206 | .t | oeeed | o243 | osdne
Equal variances Af72 | 114573 o | .mret | geeed | -z002 | osaee
not assumed
7 Equalwan
QUATVEANGEE oy | oon | e 118 A4 | aizmz | oeess | a4t | 46T
assumed
Equal wariances
ey A481 | 116,755 447 | .z | geeds | -cod4s | odese
Fg Equal wariances
e g0 | oo | 160 118 a0 | oaaee | oerrz | -ozen | avem
Equal vai
o —— 1867 | 116,368 aon | ades | ge7ed | -ozede | aiss
not assumed
Fa Equal wariances
e 2124 | ke | .7 118 &7 | s | oendz | -zl | oo
Equal variances
Sy g | 1168 e | s | oecsz | o-zet0 | ooes
0 Equalvar
QUAVANANEES | penm | oo | 3005 13 oo | oede | geeis | poor | 4w
assumed
Equal variances 3001 | 118863 ooz | oede | geess | pooos | dsess
not assumed
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Table 5. The department and most frequently used leisure settings

Levene's Test for
Equality of Variances Hest for Equality of Means
05% Confidence
Interval of the
Mean | Std. Emer Difference
F Sig. 1 df  |Sig. (2tailed) | Difference | Difference | Lower Upper
51 Equalvariances
e aso | e | | e A AR AR e
Equal variances
S 100 | 17087 A AR AR e
%2 Equalvai
WAVANNSEE ) eme | gon | 2z | e o6 | o0 | pesss | oz | aent
azzumed
Equal vai
alvaranees 2260 | 147,400 06| oo | peess | gozaes | aven:
not assumed
53 Equalvariances
e aida | oo | am| o e e | meon | pET04 | -dEpeA | oezgs
Equal vai
n'ﬂ‘::ﬁ‘;‘:::;'m a1 | s | ms0 | oETo4 | -dma0 | pesoo
%4 Equalvariances
g8 | am | -z | 11 w4 | o | oo | -oede | oo
assumed
Equal vai
quavananees a2 | rgm w4 | o | pwidz | e | oo
rot assumed
% Equabaianes | s | 0| s | g ar | e | pea | -porie | zast
assumed g : : g g g E g
Equal variances
et 06 | 117300 an | mer | oeza| -perie | zmom
S Equalva
WAVANRSE N o | oo | amt | s M| o0 | peed | -aeeed | -medss
assumed
Equal variances
i 2300 | 11430 M| o0 | Deed | -aeee | -mad
57 Equalvariances
e pigz | | | e e | moe | pdsn | oze | et
Equal variances
S g | 1igis e | o | pdsez | o | T
% Equalvai
WAVAMISE e | g | oza| 1 a4 | pET | ome | - | adm0
azzumed
Equal variances
i 23 | 1rem sa | mET | o | oA | et
W Equalvai
WANANRSE N nog | o0 | poo | e 100 | ogooo | oS | -pesds | Desds
azzumed
Equal vai
qualvananess oo | 14s000 100 | ogooo | oaa0s | -pesds | oesds
rot assumed
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Table 6. The department and most frequently used obligatory settings

Levans's Test for
Equality of Variances ttect for Equality of Means
25% Confidence
Intenial of the
hean &td. Emar Difference
F Sin. df  |Gig.(24ailed) | Difference | Difference | Lower | Upper
810 Equalvarianees
S w| ol | 1 g | oEr | emee | -te1z | ddd
Equal v
quatvananses 18 | 17083 g | oEr | emes | -te1z | ddd
not assumed
811 Equalvariances
ml o | 1 g | o | e | 7 | e
zsumed
Equal v
n;‘f:ggﬁ::gm 21| 117808 g | o | e | 7 | sam
M Equabvanes |l | | g g7 | om0 | pwten | -2ated | fated
assumed ’ ' E ' R : o '
Equal v
Alalvaliantes 546 | 117907 BT 080 | omtEn | -zed | d3ies
not assumed
813 Equalvarianes
e | ope | o 1 g | mEr | esn | -tee0t | I6tes
Equal v
n;‘f:ﬁﬁ:jgm A8 | 117974 86| 0T | o0 | -teE0 | 5
514 Equalvai
WAVRIENEEE ) o | | 3| e g mm | | ot | oo
assumed
Equal v
uaTvanantes 3 | 1701 g om | | ot | oo
not assumed
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Table 7. The department and factors affecting preference for leisure settings

Levana's Test for
Equality of Variances ttest for Equality of Meanz
0A% Confidence
Interval of the
Mean Std. Ermor Difference
F 8ig. t df Sig. (2-tailed) | Difference | Difference | Lower Upper
1 Equalvan
a;ﬁfﬂ;‘;"""*es T 18 a4 | nes | oeesd | -ocom | eoes
Equal vai
qualvallances | 178 a4 | nes | oeesd | -ocom | eoes
not assumed
2 Equalvan
uavananeE= s | 04| o 18 s4g | .0t | oeTst | -teoms | ez
assumed
Equal variances
S et | 117,884 a0 | -0t | e | -aoes | gee
F3 Equal variances
A s | mez | e 13 a0 | o | oeeos | -ossoz | oesss
Equal var
n;”:ﬁ‘:’n:':;'“s e | 117580 a0 | o | oeeos | -ossoz | oessg
4 Equalvai
asq;l;;';"a"“es ooo | poo | oo 13 1000 | pooo | 09124 | 48067 | Je067
Equal vai
n;”:ﬁ‘;i::gces oo | 113,000 1000 | pooo | 09124 | 48067 | Je067
F5  Equalvai
a;ﬁ;::"a"“es g | ooz | 18 13 a7 | s | nezos | nmmes | zeser
Equal vai
qual vananees 1626 | 115588 a7 | a3 | nezos | nzain | 2ees
not aszumed
FE Equalvan
ajsifn:;"""*es 56| 48| a7 18 Mz | .pam | o5 | -zves | 14618
Equal vai
qualvallances | e Mz | .pam | o5 | -zves | 14618
not assumed
7 Equalvan
aj;:n;':"""*es a4 | 0| e 18 M3l o | geve | oot |z
Equal varianeez
S a1 | 117280 M3l oeer | oeno | ooz | zmds
8 Equalvan
e s | | am 13 Mo | - | oeods | -zom0 |4
Equal vai
quaTvallances 73| 17 oes Mo | - | oeods | -zom0 |4
not assumed
FI Equalvai
AL | e 0| 798 | DiET | meate | 1044 | adTT
Equal wariances
i 0| 17 TE 796 | 0T | geate | -1i0dd | a4
F10 Equalvariances
e oon | 4poo | oo 18 1go0 | oo | geses | -eee0 | iesen
Equal vai
n;”:ﬁ‘;::;“"es oo | 113,000 1000 | o000 | 08ARS | -dBGED | J6GE0
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Table 8. The department and factors affecting preference for obligatory settings

Levene's Test for
Equality of Variances ttest for Equality of Means
35% Confidence
Interval of the
Mean Std. Emor Difference
F Sig. t df Sig. (2-tailed) | Difference | Difference | Lower Upper
M Equalva
ajsfj;::”a”m g3 4| 118 08| oam | e | 1404 | 20713
Equal vai
qudtvaflances a0 | 11704 08 | 03| oere | 1404 | 20713
not assumed
2 Equalvar
a;i;::”mes zame | o0 | 27 18 oog | zooo | o7aee | 0sdn | 4T
Equal variances
e 2718 | 104808 g | 2000 | orase | 06410 | 34600
F3 Equalvar
a;ﬁ;;’:”mes 2677 | A | 204 18 oo | mer | oeerd | oz | 4t
Equal vari
noﬂ”:ﬁﬁ;’:dmes 2404 | 112777 oo | 2T | oesva | o205 | 4122
F4 Equal variances
A B35 | pes | 14m 118 266 | o3| ordem | .es0s | 23082
Equal vari
noﬂ”:ﬁngms 1420 | 115430 26| oea | o | .0 | 23065
5 Equalva
a;ﬁ;::”a”m agez | o | 14z 118 264 | 000 | peand | .7ess | z7ess
E;”:l;;::dnces 1423 | 117707 284 | 000 | poeood | -o7Ess | zvem
Féi Equal variances
e 2| mn| e 118 208 | 067 | oeTie | 11640 | 14473
E;”:l;;::dnces 248 | 117785 205 | pe7 | oeTe | tBd0 | tdaTa
T Equalvar
asqsi;::”mes |l T e 118 sz | per | pemiz | ameez | 0nis
Equal vari
noqt”:ﬁfn'l':dms 487 | 147001 sz | meT | pemiz | ameE2 | 0niA
Fe Equalva
a;ﬁ;:j”mes | 4| e 118 soe | o3| oessr | 14228 | 20003
Equal vai
n:::ﬁ‘;:':d”m a6 | 178 soe | 03| oessT | 1428 | 20609
Fo Equalva
a;ﬁ;:j”mes agse | 004 | 146 118 da7 | e | omeer | .oa10 | z7de
Equal vai
S 1461 | 115410 aa7 | e | oreer | .0a1s4 | z7e
F10  Equalvariances
S | a4 A4 18 s5 | 000 | petat | -1a082 | 29082
Equal vari
noqt”;;fr::dmes s | 117083 ERE | pEOD | pmimt | 43082 |z
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Table 9. University and most frequently used leisure settings

Levene's Test for
Equality of Varianees thact for Equality of Maans
85% Confidence
Interval of the
Mean | Std. Emmor Difference
F Sig. t f Sin. (2-tailed) | Difference | Difference | Lower Upper
S Equal var
e e | g0 | a7 | 1 oz | -zs00 | pede | -doegs | - posr
ST
S 2407 | 10ag oz | -zs00 | ped | -d0nds | - pwoss
2 Equalvai
a;i;:j”mes 0| am| | 1 74| -mms | peorz | -2to8 | 4eead
ST
njt”jﬁ‘fn;':d““ 367 | 17 985 74| mes | peorz | -2me | tdest
%3 Equalvarances
e g | mm| o w1 2| g0 | pEvod | -ORees | tezes
Equal vai
e a7 | 13283 3| g0 | pevod | -0sa0 | tesoo
@ Equalvai
a;i:n::”ances 328 | 4| 2815 e 06 | ze0 | poessn | 07414 | ansen
Equal vai
noqtu:ﬁﬂfgces 2815 | 17784 8 | ze0 | oessn | 07414 | anees
95 Equalvariances
el oas | oz | Ams | 1 07| a3 | oezos | -ammez | oogts
Equal variances
B 425 | 116,85 07| a3 | oeos | -2mmes | oogda
% Equalvar
ajﬂu;n:j”mes 50| m| 1| e 243 | o0 | pests | -osse2 | osee:
Equal variances
i p— 1474 | 147,430 243 | o0 | pests | -osses | osees
% Equalvai
e o |t | o | 1 100 | pooo | pdes | -paoss | ggogs
ST
e o0 | 18000 foo0 | ;ooo | pdes | -Duoss | ngogs
@ Equalvar
a;i‘:n:j”ms g0 | aet| gm| g4 | pson | oraen | -tamg | nor
ST
e f70 | 17078 504 | .m0 | o7en | -dsve0 | paven
@ Equalvai
e | 0| 0|1 to00 | ;ooo | gaaos | -DeedE | needs
Equal vai
noqtu:ﬁmces 00 | 8000 100 | gooo | gaeos | -Desds | nesds
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Table 10. University and most frequently used obligatory settings

Lawane's Tast for
Equality of Varianees btect for Equality of Means
8A% Confidence
Interval of the
Mean Std. Errar Diference
F Sig. t af  |Sig. (2ailed) | Diffarence | Diffarence | Lower | Upper
S0 Equalvan
a;”uin:;"a”m s || | 1 g4 | e | omeed | -oees | s
Equal vai
nl”:ﬁ‘:’ﬂ:':gces 8| e a4 | e | owesd | 26068 | pou
ST Equalvan
a;”u;:;"m“ w1 g | e | omen | |t
Equal vai
n&”jﬁ‘;"ﬂ:’:?“ 21| 17sE g | e | omen | |t
812 Equalvariances
o vE | x| ame| 1 o | mm | omr| e | -doe
Equal vai
njt”:;;"n:'zgm ana | 17 oz | mm | mesn | - | -amem4
813 Equalvariances
e e | 0| anse| 1 o | om0 | owtes | -atoe | o
Equal vai
n&”:ﬁ‘fﬂ:':gces 3054 | 114 o | om0 | owtes | gt | oo
514 Equalvariances
o sgr | o | a2 | 1 g | om0 | omer | -zee0s | oeos
Equal vai
njt”:;:’r:zgm 4182 | 118914 o | oo | omer | - | oesto
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Table 11. University and factors affecting preference for leisure settings

Levene's Test far
Equality of Varianges ttest for Equality of Means
05% Confidence
Intenval of the
Mean Std. Emor Difference
F Sig. 1 df Sig. (2-tailed) | Difference | Difference | Lower Upper
Fi Equal wariances
A 191 | 27| s 18 &0 | .pso0 | poews | .2 | o
Equal vai
quatvanances 7| 178 &0 | .men | oears | .zomra | anve
not azzumed
F2 Equalvai
A s | 04| 18 w40 | o | oera | .amex | tegss
assumed
Equal wariances
e 191 | 117084 sdg | o7 | oerat | .imem | tesss
] Equalwariances
e ey | oo | 254 18 o2 | o7 | pesot | .aeEDd | -pdea
Equal vai
quatvanances 2540 | 115022 o2 | 2te7 | oesot | .3em08 | -pdecs
not assumed
Fo Equalvaances | ool g | s | 1 o6 | -tee7 | omesd | -aa7e | 01143
assumed ' ' o ' K ' E '
Equalwariances
e Agad | 14774 O | dRR7 | ommsd | aedrr | o4
5 Equalvai
AVEAE i | 000 | o0 18 1000 | ooooo | penr | dedzo | fedz
assumed
Equal vaii
i — o | 148,000 w00 | gooo | per | dedp | iedz
not assumed
Fa Equalwariances
e ao0m | aE | 74 18 0| meeT | ommsm | 40454 | 244
Equal vai
quatvanances 741 | 117008 a0 | T | oesse | 1184 | 24de7
not assumed
7 Equalvai
WA g | 03| s 18 M3l e | peta | .zzed | pedd
assumed
Equalwariances
S a1 | 17eE M3 | o7 | et | .2o7aE | e
F&  Equalvariances
A oo | too0 | oo 18 w0 | oo | pessz | | T
Equal vaii
i — o | 148,000 w0 | gooo | pessz | amm | T
not assumed
Fa Equalwariances
i 7184 | ooe | 307 18 da4 | mesz | oEae | .zomee | pdzes
Equal wariances
e A7 | 11104 Ag4 | pesn | oee | .zooed | pes
F10 Equalwariances
20065 | 24| 780 18 a7 | peer | oesde | .zaees | ozao
assumed
Equal vaii
qudvarances a0 | 117 a7 | omer | oesas | -zmed | dzsd
not assumed
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Table 12. University and factors affecting preference for obligatory settings

Levene's Test for
Equality of Yarianees ttest for Equality of Means
95% Confidence
Interval of the
Mean Std. Emor Difference
F Sig. 1 f Sig. (2-tailed) | Difference | Difference | Lower Upper
F1 Equal wariances
et wmads | 000 | 270 13 o7 | .z | oests | -doies | a4
Equal variances 2740 | 114mz o7 | .z | oesE | g0z | -6der
not assumed
2 Equalvai
AAVANES e | a0 | 4 13 g1 | g | o7 | oens | ead
assumed
Equal vai
e a0 | 117 g gl | opess | omem | oueTs | tead
Fa Equal varianeez
A st | o8| agEr 18 oo | .00 | ooseE | 5301 | - 16008
Equal vai
quaallances 1E6T | 112618 o | .m0 | oosdE | gt | -1608s
not assumed
F4  Equalwariances
s 1910 | aet| gm0 13 s04 | .0 | o7ees | oo | g
Equal varianeez
S 70 | 170 604 | 50 | o7eEs | -ore0 | 0g7eD
5 Equalvani
QUAVANANGES | ymogn | o0 | 2263 13 w4 | .o | oemen | a7ade | -nz0e
assumed
Equal variances 2283 | 1780 04 | .o | pe7e0 | -a7aE0 | 2660
not assumed
F& Equal varianeez
A 1330 | oo0 | -7h8 13 g | e | oeess | zdeee | 1am
Equal var
quaTvallances A788 | 1078 w2 | e | omess | zdmte | 01485
not assumed
7 Equalvan
WAV yone | om0 | omez | s &5 | om0 | pmoop | -zeer | gz
Fssumed
Equal varianies
S D | 17018 &6 | ogso0 | omooz | 2z | 26
Fa Equal varianeez
e R 13 7oa | e | omes7 | zoemn | 14z
Equal vai
quavananees .18 | 17987 708 | o | omeer | zeos | ez
not assumed
Fd Equal varianies
A wis | o0 | 277 13 e | -zer | o7eos | -aizn | -4
Equal varianeez
et 2775 | 10873 o7 | .mer | o7eoe | -amds | -gede0
0 Equalvan
WAVANNEE N mogy | pEe | 125 | s a0 | -7 | oooso | -zmear | peats
Fssumed
Equal var
quaTvallances A285 | 117008 a1 | MeT | pooso | -oedr | pet4
not assumed
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