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Hiicresel sistemlerin bagarimi, ¢ok-yollu sénimly, ilintili golgelemeli ve Gauss dagilimh
toplamsal beyaz guriltuli ortamlarda, FSK, PSK ve DPSK modiilasyon metodlar
kullamlarak, heryonlii, yonlii ve adaptif antenler i¢in incelenmigtir.  Hem istenen sinyalin,
hem de girisimci sinyallerin kanaldaki diizgiin s6niimlenmenin ve golgelenmenin etkisi
altinda oldugu kabul edilmistir. Sistemin bagarimi ortak-kanal girisim olasiligs, bit hata oram
ve spektrum verimliligi cinsinden incelenmistir. Hiicresel sistemlerin  basarimimi
degerlendirmek igin yeni formuller gelistirilmigtir. Bit enerjisi / girilti gii¢ yogunlugu
(Eb /No), 1saret-girisimci giug oram (§4¢/ &), frekans tekrar kullamm uzakhigi (R,), petek
buytklugii (C), golgelenmenin standart sapmast (), sinyaller arasindaki ilinti katsayis: (p),
girigimci sayis1 (n), Rician faktorii (K), kanal kullanim verimliligi (n), hiicre bagina toplam
kanal sayis1 (M), anten eleman sayist (u) ve trafik parametreleri gibi bazi sistem
parametrelerinin hiicresel sistemlerin bagarimi tizerindeki etkileri aragtinlmistir.  Biitiin
durumlarda adaptif dizi antenlerin, heryonlii ve yonlii anten sistemlerinden daha iyi
performans gosterdigi, ortak-kanal girigim olasiligni ve bit hata orammi onemli 6lgiide
diigtirerek sistemin spektrum verimliligini ve baganimim arttirdig1 gozlenmigtir.

Bilgisayar simiilasyonlan ile, gezgin iletisim sistemlerinde adaptif anten kullamminin
sistemin spektrum verimliligi ve basarimindaki yararlari {izerinde ¢aligmalar yapildi.
Sonuglar, adaptif anten dizilerinin hiicresel sistemlerin spektrum verimliligini ve bagarimim
belirgin olgiide arttirdigint gostermektedir.

Anahtar Kelimeler:

Hiicre, hiicresel gezgin iletisim sistemi, frekans tekrar kullamimi, ortak-kanal girigimi,
spektrum verimliligi, sektorleme, soniimlenme, ilintili golgelenme, adaptif demetleme, LMS
algoritmas:.



ABSTRACT
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The performance of cellular radio systems was investigated in multipath fading, correlated
shadowing and additive white Gaussian noise environments for FSK, PSK and DPSK
modulation with omnidirectional, directional and adaptive antennas. Both desired and
interfering signals are assumed to be under flat fading and correlated shadowing in the
channel. System performance is evaluated in terms of probability of co-channel interference,
bit error rate and spectrum efficiency. Formulas for evaluating the performance of cellular
radio systems are presented. The effects of bit energy to noise power ratio (Eb/Ny), signal-to-
noise power ratio (£4/ &), frequency reuse distance (Ru), cluster size (C), shadow spread (o),
correlation coefficient between the signals (p), number of interferers (n), Rician factor (K),
channel usage efficiency (n), total number of channels per cell (M), number of antenna
elements (u) and some traffic parameters, on the performance of cellular systems were
studied.

Computer simulations are carried out for evaluating the benefits of using adaptive antennas
in mobile communications in terms of spectrum efficiency and system performance. Results
show that application of adaptive antenna arrays increase the spectrum efficiency and the
performance of the cellular systems.

Keywords:

Cell, cellular mobile radio system, frequency reuse, co-channel interference, spectral
efficiency, sectorization, fading, correlated shadowing, adaptive beamforming, LMS
algorithm.
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CHAPTER-1
INTRODUCTION

The 1990’ s have been described as the decade of wireless telecommunications. The
evolution of telecommunications from the wired phone to personal communications
services, is resulting in the availability of wireless services, which were not previously
considered practical. In providing different types of wireless services, such as fixed,
mobile, outdoor, indoor, and satellite communications, the wireless communications

industry is experiencing an explosive growth.

1.1 MOBILE RADIO SYSTEMS

Most people are familiar with a number of mobile radio communication systems used
in everyday life. Garage door openers, remote controllers for home entertainment
equipment, cordless telephones, hand-held walkie-talkies, pagers and cellular
telephones are all examples of mobile radio communication systems. However, the
cost, complexity, performance, and types of services offered by each of these mobile

systems are vastly different.

The expanding need and explosive growth in wireless communications have led to
the development of cellular mobile radio systems. One of many reasons for developing
a cellular radio system is the operational limitations of conventional mobile systems
such as limited service capability without hand-off and locating, poor service

performance and insufficient frequency spectrum utilization.

A conventional mobile system is designed by selecting channels from a specific
frequency allocation for use in autonomous geographic regions. The communications

coverage area of these regions is planned to be as large as possible, which means that



the transmitted power should be as high as the specifications allow. Thus, the
conventional system does not utilize the spectrum efficiently since each channel can

only serve one customer at a time in the whole region.

As the number of users is increased, the available frequency spectrum becomes
unable to handle the increased traffic, and consequently a need for frequency reuse
arises. Instead of covering an entire service area from one base station with high
transmitter power, the service area is then split into many small sub-areas called cells,
each of which is served by a different base station of moderate transmitter power. One
particular group of channels is repeatedly used in co-channel cells, which are separated
by a certain frequency reuse distance so as to keep the co-channel interference to an

acceptable level.

Cellular radio thus differs from the conventional radio in two important aspects:
frequency reuse and cell splitting. Frequency reuse offers increased system capacity
while smaller cell sizes lead to increased service quality, but at the expense of increased
complexity of network infrastructure and operations. The trade-offs between the
equipment cost, network complexity and the quality of service determine the shape and

size of the cellular network.

1.2 CELLULAR RADIO SYSTEMS

The need for serving a very large number of customers in a given service area, within
a limited frequency band and with constraints on cost, has spurred the evolution of the
cellular concept. A typical cellular radio system consists of three classes of entities:
mobile terminals, base stations, and mobile switching centres. A mobile terminal
contains a control unit, a transceiver, and an antenna system. Each base station has
radio equipment and associated control that can provide connection to any mobile
terminal located in its cell. The base stations are interconnected and controlled by a
central switch. The mobile switching centre, the central coordinating element for all

base stations, contains a cellular processor and a cellular switch.



1.2.1 Coverage Layout

In cellular radio systems, repeated use of regular polygons such as the equilateral
triangle, square or regular hexagon can cover a service area with no gaps or overlaps. If
they all have the same centre-to-vertex distance, then the hexagon has a substantially
larger area. Consequently, to serve a given total coverage area, hexagonal lay-out
requires fewer cells, hence fewer base station sites. A cellular system based on
hexagonal cells, therefore, costs less than the one with triangular or square cells, all
other factors being equal. But in practice, this coverage plan is not that much ideal;
because it won’t be possible to put the base station in every wanted place and the
antenna systems are not perfect in directivity. So there will be some uncovered or

overlapped places in coverage.

1.2.2 Cluster Size

In cellular systems, large planar regions can be covered by two dimensional networks
of small coverage cells. In this system, the cells form a fixed block or cluster around
the reference cell in the centre and around its co-channel cells. In a cellular system, the
minimum number of cells per cluster: C, in a cell reuse pattern is a function of the co-
channel separation. The number of cells per cluster, referred to as cluster size as well, is
a parameter of major interest, since in practice this number determines how many
different channel sets must be formed out of the total allocated spectrum. If the total
number of channels available for our system: Nr, is partitioned into C cells, then each
cell will contain Ny = Nr/ C channels. If one channel set is used in each cell, the
telephone traffic demand in some cell will be maximum that cell’s N channels. Further
growth in traffic within the cell will require a revision of the cell boundaries so that the
area formerly regarded as a single cell can now contain several cells and utilize all these

cells” channel complements. It is this process which is called cell splitting.

For hexagonal systems, the cluster size: C, is determined by:



C = i*+ij+f° i,j>0 (1.1)

The fact that i and j are integers makes geometrically realizable only certain values of

the number of cells per cluster, e.g., 1,3,4, 7,9, 12, 13...
i=2 and j=0 for C=4, i=2 and j=1 for C=7, 1=2 and j=2 for C=12 ...

Figure 1.1 shows the layout and frequency reuse pattern for a cluster of seven
hexagonal cells with /=2 and j=1. Note that the co-channel cells, i.e., those cells that
use the same frequencies, could be located by moving 7 cells along any chain of
hexagons and turning counter-clockwise 60° and then moving ; cells along the chain.
The adjacent cells are allocated different frequencies. Between two co-channel cells
many equal size cells must be filled with different frequencies in order to provide a

continuity of frequency coverage in space so that the mobile terminals can communicate

[1].

Figure 1.1  Idealized hexagonal cell layout and frequency reuse pattern
with a cluster of C=7 cells (i=2, j=1)



1.2.3 Normalized Frequency Reuse Distance

When customer demand increases, the channels, which are limited in number, have to
be repeatedly reused in different areas. This leads to more co-channel cells and
increases the system capacity. The minimum separation required between two nearby
co-channel cells is based on specifying a maximum tolerable co-channel interference
due to transmissions from other co-channel cells. The level and distribution of this
interference depend on the frequency reuse pattern, the wave propagation phenomenon
and the way in which this has been balanced against systems’ cost and overall

performance objectives [2].

Let D and R denote the distance between the centres of two closest co-channel cells,

and the radius of the circle approximating the standard cell, respectively. See Figure 1.2.

Figure 1.2 Frequency reuse distance in an idealized

hexagonal cell pattern with a cluster of C= 7 cells.

The frequency reuse distance normalized by the cell radius: R, , is defined by:
R.=D/R (1.2)
For hexagonal systems, the relationship between the normalized frequency reuse

distance: Ry , and the number of cells per cluster: C , required to completely cover any

planar area with a fixed assignment plan is simply:



R,=y(3C) (1.3)

Note that, in view of (1.1), R, is allowed to take only some discrete values, as

determined by the integer values of the cluster size.

The minimum distance which allows the same frequency to be reused will depend on
many factors, such as the number of co-channel cells in the vicinity of the centre cell,
the type of geographic terrain contour, the antenna height, and the transmitted power of
each base station. The reduction of the normalized frequency reuse distance would

increase the system capacity and the efficiency of spectrum usage.

If all the base stations transmit the same power, then the cluster size, C, increases and
the frequency reuse distance: R, increases. The increased frequency reuse distance
reduces the probability of co-channel interference; so a large C is desired. On the other
hand, since the total number of allocated channels: Nt is fixed, the number of channels
assigned to each of C cells: N5 =Nt / C, becomes smaller with increasing C. Therefore,

smaller C provides more channels per cell and per base station. Each base station can
thus carry more traffic, thereby reducing the total number of base stations needed for a
given total load. The challenge is to obtain the smallest value of cluster size and
frequency reuse distance which can still meet the system performance requirements.
The cluster size, the frequency reuse distance and the number of base stations are

limited by several other factors as well, including the economic constraints.
1.2.4 Cell Splitting

The techniques of frequency reuse and cell splitting permit a cellular system to meet
the important objectives of serving a very large number of customers in a single
coverage area while using a relatively small spectrum allocation. When the call traffic
in an area increases, the cell is splitted for denser frequency reuse. Cell splitting helps
to meet the objective of matching the spatial density of available channels to the spatial
density of demand for channels, since lower-demand areas can be served by larger cells

with higher-demand areas being served by smaller cells. By decreasing the area of each



cell, cell splitting allows the system to adjust to a growing spatial traffic demand density

(simultaneous calls per unit area) without any increase in the spectrum allocation.

1.2.5 Spectrum Efficiency

The motivation behind implementing a cellular radio system is to use the available
frequency spectrum more efficiently. The techniques of frequency reuse and cell
splitting permit a cellular radio system to serve a very large number of customers in a
single coverage area while occupying a relatively modest frequency band. If the
available channels were distributed among smaller cells, the traffic capacity would be
greater, while a system with a relatively small capacity would use larger cells. Each
channel frequency can then be used for independent calls in several cells, if these are
spaced far enough from each other so as to avoid interference. Frequency reuse
improves the spectrum efficiency, but at the cost of increasing interference from co-
channel cells. The minimum separation required between nearby co-channel cells is
based on specifying a maximum tolerable PCI. The level and distribution of PCI

depend on the frequency reuse pattern and the wave propagation phenomenon.

Future cellular radio systems must be able to operate in the environment of high
spectrum congestion and interference. Since the allocated frequency spectrum is
limited, this precious resource must be used as efficiently as possible. Therefore one of
the principal objectives for the design of cellular radio systems is to maximize the
spectrum efficiency, which is a measure of the carried traffic per unit bandwidth and per
unit cell area. Spectrum efficiency depends on the cellular structure, modulation
technique, channel access scheme, correlation between signals and system performance

parameters such as an acceptable PCI or call blocking probability [2,3].

The techniques for increasing the spectrum efficiency include high density reuse of
the co-channels, narrow band transmission, demand-assignment multiple access, i.e.,
efficient time shared use of the available channels, and increasing the channel
efficiency. The capacity of cellular systems is directly related to the spectrum

efficiency: E;, which is defined by:



F =——< 2
s N WCS, erlang/MHz/km (1.4)

Here, A, denotes traffic carried by a cell in erlang, N; is the number of channels per cell,

W represents bandwidth per channel in MHz, C is the number of cells per cluster and S

the area of a cell in km®. The traffic carried by a cell is given by:
A.=A(1-B) erlang/ cell (1.5)

where A denotes the offered traffic per cell in erlang. The blocking probability: B , is

determined using the Erlang-B formula:

AN
B=——F—r (1.6)
N!Yy —
’ n=0 n!

Figure 1.3 below shows the variation of the normalized frequency reuse distance and the
spectrum efficiency as a function of the cluster size for A= 5 erlang, N, = 10, W = 25
kHz and S. = 1 km®>. R, and E, values corresponding to the discrete values of C are

shown with + and o respectively.

normalized frequency reuse dmi"ff;b—-
s
et

spectrum efficiency

S

Figure 1.3  Variation of normalized frequency reuse distance

and spectrum efficiency as a function of the cluster size



1.2.6 System Design Fundamentals

Main factors in the design of cellular systems include the implementation specifics
such as antenna height and type, directivity, system hand-off and control algorithms,
siting requirements, channel assignment plan, transmission and system performance
parameters such as tolerable co-channel interference level, blocking probability etc.
The key geometrical parameters of the cellular layout were chosen primarily to satisfy
the objectives of moderate cost, sufficient transmission quality and a large ultimate
customer capacity. In many cases, trade-offs must be made among these joint

objectives.

Locating and hand-off are concepts that come directly from the use of small cells.
The act of transferring a mobile terminal from one channel to another as it passes
through different cells is called hand-off in the USA and hand-over in Europe. Each
time a mobile terminal enters a different cell associated with a different frequency, a
hand-over occurs. The hand-over is an action controlled by the switching centres.
Locating is a process for determining whether it would be better, from the point of view
of signal quality and potential interference, to transfer an active connection with a

mobile terminal to another base station.

When a system is first established, there is normally little frequency reuse since each
initial cell is relatively large and the total number of cells needed to span the desired
coverage area does not greatly exceed the number of channel sets into which the total
allocation is partitioned. The traffic in each cell increases as the number of subscribers
increases, so the frequency channels, limited in number, may have to be reused in
different areas to raise the capacity of the system. However, more co-channel
interference will then occur. In this situation, one must increase the normalized
frequency reuse distance and hence the total band required, use directional antennas, or

lower the transmit power to create smaller cells where necessary (cell splitting).

In the start-up phase of a system, omnidirectional antennas are used because of their

lower investment cost compared to that for the directional systems. In later stages,



directional antennas are employed at the base stations; each cell is divided into, e.g.,
three or six sectors, each sector being served by an appropriate directional antenna. In
comparison with an omnidirectional antenna, a directional antenna can deliver the same
signal level to users in its coverage sectors while causing substantially less interference
to co-channel cells in other sectors. Therefore, the directional systems can operate with
a smaller normalized frequency reuse distance, that is, a closer spacing between co-
channel base stations for a given amount of traffic. The omnidirectional systems
minimize the initial costs for new systems, whereas the directional systems confine cost
in mature systems by reducing the total number of sites required to serve a given offered

traffic load.

It is clear that one needs to establish a good model of the system in order to calculate
the probability of (unacceptable) co-channel interference (PCI) and relate this, together
with the others, to the system design parameters. This allows the designer to see the
effects of different choices of parameters and so optimize the system design, including
best use of the available frequency bandwidth for a given level of the PCI and traffic
load.

1.3 MULTIPLE ACCESS

A higher demand in wireless communications will need higher system capacities.
Two direct methods for increasing capacity are enlarging the bandwidth of the existing
communication channels or allocating new frequencies to the service. However, since
the electromagnetic spectrum is limited and the electromagnetic environment is
increasingly becoming congested with a proliferation of unintentional and intentional
sources of interference, it may not be feasible in the future to increase system capacity
by opening new spectrum space for the wireless communication applications. Therefore

efficient use of the frequency resource is critical.

Over the last four decades, engineers have made considerable progress in increasing

the capacity of a wireless communication system, especially for digital wireless
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communications. Coupling the benefit of source coding and channel coding, digital
techniques can significantly reduce either the required transmitter power or the
bandwidth of the transmission, or both, and yet achieve better performance or quality
than analog systems can. Furthermore, with digital techniques, frequency efficiency can
be improved by using multiple access techniques to provide high system capacity.
Multiple access is implemented by having the mobile users share the base stations.
There are four domains in which sharing can take place.
1) bandwidth 2) time 3) code 4) space

In Frequency Division Multiple Access (FDMA), the frequency spectrum is divided
into segments that are used by different users. With the arrival of digital techniques,
Time Division Multiple Access (TDMA) became a practical access technology. Here
each user is allocated the entire transmission resource periodically for a brief period of
time. Digital techniques also enable another multiple access method: Code Division
Multiple Access (CDMA). CDMA employs spread spectrum modulation (i.e. each
user’s digital waveform is spread over the entire frequency spectrum that is allocated to
all users of the network.) Each of the transmitted signals is modulated with a unique
code that identifies the sender. The receiver then uses the appropriate code to detect the

signal of choice.

The last form of multiple access is known as Space Division Multiple Access
(SDMA). SDMA has been widely used in wireless communications. For example, in a
cellular telephone network, where a large geographical coverage is desired and a large
number of mobile transceivers must be supported, the region is divided into a large
number of cells. In fact this is a primitive form of SDMA, in that communication
signals that are transmitted at the same carrier frequency in different cells are separated
by a spatial distance to reduce the level of co-channel interference. However
communications engineers are realizing that more advanced forms of SDMA are
needed. For example 120° sectorial beams at different carrier frequencies can be used
within a cell and each sectorial beam can be used to serve the same number of users as
are served in the case of ordinary cells, as shown in Figure 1.4. With careful frequency
planning, the capacity can be tripled and the carrier-to-interference power ratio (CIR)

can also be increased. The ultimate form of SDMA, however, is to use independently
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steered high-gain beams at the same carrier frequency to provide service to individual
users within a cell. That is communications can be simultaneously carried out between
users and the base station. The latest form of SDMA usually employs adaptive antenna
arrays. In large measure, adaptive array techniques are dependent on digital

beamforming technology for their practical implementation [6].

Figure 1.4 120° sectorized cell pattern.

Figure 1.5 Independent steering of the users

simultaneously by an adaptive antenna



CHAPTER-2

PROPAGATION ASPECTS OF
CELLULAR MOBILE RADIO SYSTEMS

2.1 MOBILE RADIO PROPAGATION

Signal transmission in mobile radio channels presents significantly different problems
other than those encountered in wire-line systems. The channel characteristics are never
fixed and vary with movement of the mobile or its surroundings. So the channel is
time-variant. These variations require complicated design problems to be solved for
securing continued support during a single call, as the terminal moves through the
service area. Radio design parameters are chosen to prevent the user as much as

possible from experiencing corresponding fluctuations in service quality and reliability.

Apart from the atmospheric effects on the radio waves, the wave propagation may
also be influenced by many obstacles such as buildings, hills and even other vehicles
between the transmitter and the receiver. So propagation takes place in multipaths [7].
And that is why the instantaneous field strength at the mobile terminal is highly
variable. For example radio signals exchanged between a base station and a mobile
terminal in a typical urban environment exhibits extreme fluctuations in the amplitude

as shown in Figure 2.1.

The prediction of the effect of propagation on system performance parameters is very
useful in cellular system design [4,5]. It can provide information to insure uniform
coverage and avoidance of co-channel interference. Moreover, the occurence of

handofY in the cellular system can be predicted more accurately.
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2.2 SMALL-SCALE FADING AND MULTIPATH PROPAGATION

In the cellular radio environment, the mobile antennas are generally lower than some
of the surrounding structures. Consequently, the waves transmitted from or to the base
station are often effected by these structures. Reflected, refracted and scattered waves
are generated. Summing all these waves at the receiver antenna results in a fast
variation of the received signal. This is called multipath fading. The amplitude, phase
and angle of arrival (A0A) of each of these waves are random variables. Assuming the
phase and A0A are uniformly distributed, the short-term statistics of the resultant signal
envelope fluctuations over local geographic areas approximate a Rayleigh probability
density function (pdf). The Rayleigh fading of the mobile radio signals is generally
uncorrelated.

The corresponding short-term power (average power measured over a number of RF
cycles) of the desired signal, P4, is exponentially distributed around the local mean

power, Poq :

f (P|P,)=—e 2.1)

: Eaatet 3 “‘él:l'a"d"o'&i" 'g"" "'. ‘;"" T"".‘ P

teceived fsig_nal'poﬁ!en [dB] 1

1
5 B &3 ) [T W We 192 183 2
tirme

Figure 2.1 Typical variation of the received signal power with

combined fading and shadowing
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2.3 LARGE-SCALE FADING AND LOG-NORMAL SHADOWING

A mobile radio signal envelope is composed of two parts: a fast fading signal and a
slow fading (shadowing) signal [8,9]. The local mean power of the signal can be
obtained by smoothing out (averaging) the Rayleigh fading part, and retaining the slow
fading part. Shadowing of the mobile radio signal by buildings or hills lead to slow
changes in the local mean level, as the mobile terminal moves. The pdf of the local
mean signal level is a log-normal distribution. Assuming that the desired and
interfering signals are correlated, the joint pdf of the local mean powers of the desired,
P.q , and the sum of interfering signals, P, may be written as:

2,2
1d+¢n—20d.utdtu

( ) e 103,
fp » (Py.Pu)= 22
‘O 2chd Gu PodPou 1 r pi,u ( )
= __1__1,,[_131] (2.3)
Gy Eq

Here, o4, Poa and &4 are defined as, respectively, the standard deviation, the local
mean power and the area mean power of the desired signal. Similarly, oy, Poy and &,
stand for, respectively, the standard deviation, the local mean and the area mean power
of the sum of interfering signals. The sum of the powers of a finite number of log-
normally distributed signals can be approximated, at least as a first order, by another
log-normal pdf. Note that pg, is the correlation coefficient between the desired and the

sum of interfering signals [10].

Since the propagation path changes as the mobile terminal moves, the path loss value
of a received signal varies over different propagation paths. The path loss fluctuation
and the terrain configuration profile at corresponding locations prove to be strongly

correlated. Consequently, the local mean powers of the signals whose paths go through
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the same terrain configurations are also correlated. The received signal is strong when
the mobile terminal is at the top of a hill and weak when it is in a valley. The
configuration of the terrain affects the standard deviation of the log-normal distribution
representing the local mean signal in that area. The standard deviation of the local mean
lies between 6-12 dB and with larger standard deviations generally found in more
heavily built-up urban areas. Thus the standard deviation is a reflection of how much

variation there is in the terrain contour.

Since the obstacles are mostly closer to the mobile terminals, shadowed signals are
likely to be correlated in down-links (from base stations to mobile terminals) rather than
in up-links (from mobile terminals to base stations). For realistic scenarios in cellular
radio systems, the correlation coefficients between the individual signals may vary
between 0.4 and 0.6. Nevertheless, these values depend on the angular separation
between the directions of arrival and are expected to decrease with increasing angular

separation.

In an environment with pure shadowing, the propagation medium is characterized by
a joint log-normal pdf of the local mean powers of the desired and the sum of the
interfering signals, which are in general correlated. When they are uncorrelated, the
joint pdf can be written as the product of log-normal pdf’ s of the desired and the sum of

interfering signals.
In a combined shadowing and fading environment, the short term power of the

cumulative interference is exponentially distributed around the local mean power, which

in turn, has a log-normal pdf around the area mean power. See Figure 2.2.

2.4 LARGE-SCALE PATH LOSS

Another important aspect of propagation between the base station and a mobile
terminal is the prediction of the area mean signal level as a function of range. The area

mean power, around which the local mean power is log-normally distributed, has a d™
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type dependence. The distance: d between the base and the mobile has the path loss
exponent n, which is between 2 and 4. To determine the received powers in terms of

p . BnC (2.5)

r b
d? (1 + S]
g
the path-loss and the transmitted power levels, we use a dual slope path-loss model,

where the received signal power, P, and the transmitted power, Py, are related by;

where C is a constant and d denotes the distance between the transmitter and the
receiver. For d << g, the so-called turning point, the attenuation of the transmitted
signal power with distance is given by d™ (a = 1.5, 2) while, for d >> g, the path-loss is
described by d*** with b ~ 2. The path-loss is based on a two-path (direct and earth
reflected) propagation model, for which the turning point is given by g = 4hh/A
(h: and h, respectively denote the heights of the transmitting and receiving antennas and
A is the wavelength). Empirical data in the UHF band shows that g lies between 100m
and 200m, depending on the antenna heights and the frequency of operation.

Rayleigh dagiim

Rician dagilim

lognormal dagilim

Figure 2.2 Rayleigh, Rice and log-normal pdf’s
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CHAPTER-3

PERFORMANCE IMPROVEMENT

3.1 THE MEASURE OF PERFORMANCE

The performance of a cellular radio system is usually measured in terms of the co-
channel interference probability (PCI) and bit error rate (BER). BER gives a good
indication of the performance of a particular modulation scheme. However, it does not
provide information about the types of errors. For example it does not show incidents
of bursty errors. In a fading mobile channel, it is likely that a transmitted signal will
suffer deep fades, which can lead to the outage or complete loss of the signal
Probability of outage is another performance measure for a mobile communications
system. It is the probability of failing to obtain satisfactory reception in the presence of
interference. An outage event is specified by a specific number of bit errors occurring

in a given transmission.

3.2 PROBABILITY OF CO-CHANNEL INTERFERENCE

The fundamental parameters in the design of cellular radio systems are: transmitter
power, cell radius, normalized frequency reuse distance, cluster size and spectrum
efficiency. In order to design any cellular system and determine system parameters, it is
important to estimate the effect of PCI caused by a number of co-channel interferers
[11,12].

The total PCI in cellular radio systems with hexagonal cellular layouts is contributed

by a maximum of six co-channel interferers and is defined by:
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Flcr)= Z(:)a;'(l -a )" F(Cl | n) G.1)

n=l

where n denotes the number of active co-channel interferers and a. stands for the carried

traffic per channel in erlang. The conditional PCI, F(CI|n), is given by:

FCIm=Prv<a)=[ [ £, , (x,x)xdsdv (32)

where « is the co-channel protection ratio and v = P¢/P, with P4 and P,, respectively,

denoting the short-term powers of the desired and the sum of n interfering signals.

In a combined fading and shadowing environment, the received signal consists of a
fast fading signal superimposed on a shadowing signal. The joint pdf of the short-term

powers of the desired and the sum of interfering signals may then be written as:

j;:,,}) b ffﬁg, 7 dﬁJJ,P( )P( | K, )ddR)u (3.3)

the joint pdf of the local mean power levels of the desired and the sum of interfering
signals, undergoing correlated log-normal shadowing, is given by:

TitTe =204 uTaly
2(1"/73,14)

e
27[O.do-uPodPou l_pj,u

foyp Py Py ) = (3.4)

Here, t14= (1/04) In(Poa/ E4 ) with €4, 04 and P,q being respectively the area mean power,
the standard deviation and the local mean power of the desired signal. The
corresponding parameters for the sum of interfering signals are denoted by 1, £, 6, and
P,.. Note that psy denotes the correlation coefficient between the desired and the sum
of n interfering signals. For p4,=0, (3.3) and (3.4) may be written as the product of two
terms as functions of the pdf’s of, respectively the desired and the sum of interfering

signals.
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The short-term power of the desired signal, P4, undergoing Rician fading is:

P, +P
1 o 2\/P,P,
fe, P, |P,)= ¢ Fod 1{—-——%} (3.5)

od Pod

where 1o(x) is the modified Bessel function of the first kind and zero order. The local
mean power of the desired signal, Poq is equal to the sum of the specular, Py and diffuse
components, P’o4, i.€., Poa =Psg + P’oa = P’oq (1+Ky), with the Rice factor Kq = Psa / P’oa.
For K4 =Py =0, (3.5) corresponds to Rayleigh faded desired signal.

The pdf of the incoherent cumulation of n Rician faded interfering signal powers is
given by n-fold convolution of their pdf’s. If these interfering signals have the same

local mean power, then the pdf of the sum is given by:

_P,+P, -

1
e Pa’i P 2 2 P
P P = ' U ] ~ Iyl Su
fPu(uI ou) P (P ) nl[ P ] (36)

ot Su (24

where P’ = P; / (1+K;) with P,; and K; being defined as, respectively , the local mean
power and the Rice factor of an individual interferer and Py, = n KiP’o; = K; Pou / (1+K).
When the interfering signal powers are exponentially distributed (Pw=K=0), using
Le=[(x/2)"/v!] for x>0, (3.6) can be shown to reduce to the convolution of the pdf’s of n
exponentially distributed interfering signals, i.e., gamma distribution. The coherent
cumulation of n exponentially distributed random variables is also described by an
exponential distribution with a mean equal to Py,

Using (3.2)-(3.6), lengthy manipulations lead to:

r(Cctim=—=[ e g 6

where g(t) is given by:

R Y (;ﬁ‘“) = Kt&E 1 Gfj+n-11(nK.RY" (3.8)
=1-| — ml
8t (1+R> ) 2% Z(1+R)’ 2 I+ R

=0 K520 mo\ J—m )m!
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and R is given by:

b
_n KD (GHR Y o mmmron (3.9)
a (K, +DL G+1 ) "

with 6%=04"+ 0y %-2pau 0eOu. Ry and G denote, respectively, the frequency reuse
distance and the turning point of the path loss curve, both normalized with respect to the
cell radius. The standard deviation, G, , the logarithmic mean power, m, of the sum of
n correlated log-normal interfering signals as well as the correlation coefficient , pa.,

was determined by the method presented.

When the interfering signals undergo Rayleigh fading (K;=0), taking only m=0 term
in the last summation in leads to:

Ky

B Kb E(j+n-1 1
gt)=1- (1+R) Z ! Z( 3 )(1+R)j (3.10)

b o}
=0 K! Do J

For coherent cumulation of n Rayleigh-faded interferers, the expression corresponding

to (3.10) is:

-K4R
n s (3.11)
t)= n+R
g( ) n + R °
For Rayleigh-faded desired and interfering signals; K&~K;=0, g(t) in (3.10) reduces to:

glt)=1- (1 RJH (.12)

In case of pure shadowing, the conditional PCI is found by directly inserting (3.4)
into (3.2) with P4=P,q and P,=P’,;

2

F(CI|n)= j“’ 2t

(3.13)

_\/:
p:md~mu—lna+ln[ [G+lj} (3.14)
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3.3 PROBABILITY OF A BIT ERROR

The BER in cellular radio systems is given by [11,12]:
3 6 n 6-n
531 TORRIEES 615
n=1 n

where n denotes the number of active co-channel interferers and a. stands for the carried
traffic per channel in erlang. The BER, P,(ejn), conditioned on the presence of n active
co-channel interferers in a pure Rician fading environment for non-coherent DPSK and

FSK, is given by:

e,
Pleln)= er "R 3.16
{eln)= 2 (3.16)
where R is defined by:
__hdh 1 ] (3.17)
AR, T, +BN, 1+K, A B

+ :
})Od/POu Eb/NO

For non-coherent DPSK; A=B=1, for non-coherent FSK; A=B=2. Here, E; / Ny denotes

the ratio of the local-mean energy per bit of the desired signal to noise density.

E, P,T,
N, N (3.18)

Assuming that the desired signal and n individual co-channel interferers have the same
transmitted power, the ratio of the received local-mean power levels of the desired

signal and cumulative co-channel interference is found as;

P, 1. .G+R Y
—4=—R ( ) (3.19)

P, n "\ G+l
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where R, = D/ R and G = g/ R denote, respectively, the frequency reuse distance and

the turning point, both normalized with respect to the cell radius.

The conditional BER, for Rician faded desired signal with shadowed LOS

component, may be written as:

- -K,R
eT TR dt 3.20
Blelr 2f2§(1+Rr (3:20)
where
\ em:d
K,'= 7 (3.21)
od

The conditional BER for signals undergoing correlated shadowing may be written as:

Peln)=[" [ 2(1+R) ﬁJfPMP(od,Pou)dP dP,, (3.22)

A variable transformation between P,y and 14 and between P, and T, followed by

another transformation with x=t4 and y=(1:u—p¢urd)/(l-pzd,u)l/2 leads to the following
expression for the conditional BER:

KGR

e 1+R

P(eln)——;f;f e (" ——dxdy

(3.23)

Here, R is still given by (3.17) with the exception that, Pog and P, are now random with

area mean powers £4 and &,. The shadowed version of E, / No may be written as:

bﬁ..d ecdx

N, (3.24)

B, _
N,
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Similarly, the shadowed version of Po4/ Py is given by:

P()d _(G-FRU )bRZe(md-"\ﬁ(Ga“cuPd,u)x‘ﬁu \;T-;z;y) (3.25)

—I;OZ G+1

Here, mg = In (§4) and o4 denote, respectively, the logarithmic mean and the shadow
spread of the desired signal while m, = In (§,) and o, are the corresponding parameters

for the sum of n correlated co-channel interferers. Here,

x= 14= In(Pod/ £a) / Od (3.26)
Y= (Tu- Pauts) / (1‘Pd,u)l/2 (3.27)
o= In (Pod/ &u) / Ou (3.28)
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CHAPTER-4

IMPROVING COVERAGE AND CAPACITY
IN CELLULAR SYSTEMS

As the demand for wireless service increases, the number of channels assigned to a
cell eventually becomes insufficient to support the required number of users. At this
point, cellular design techniques are needed to provide more channels per unit coverage
area. Techniques such as cell splitting, sectorization, and coverage zone approaches are

used in practice to expand the capacity of cellular systems [13].

4.1 CELL SPLITTING

Cell splitting is the process of subdividing a congested cell into smaller cells, each
with its own base station and a corresponding reduction in antenna height and

transmitter power. See Figure 4.1.

Cell splitting increases the capacity of a cellular system, since it increases the number
of times that channels are reused. By defining new cells which have a smaller radius
than the original cells and by installing these smaller cells (called microcells) between
the existing cells, capacity increases due to the additional number of channels per unit

area [1].
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Figure 4.1 Cell Splitting

For the new cells to be smaller in size, the transmit power of these cells must be
reduced. The transmit power of the new cells with radius half that of the original cells
can be found by examining the received power P; at the new and old cell boundaries and
setting them equal to each other. This is necessary to ensure that the frequency reuse

plan for the new microcells behaves exactly as for the original cells. For Figure 4.1
P, [at old cell boundary] a P;.R™ P, [at new cell boundary] o Pyp. (R/2)"
where Pyand Py, are the transmit powers of the larger and smaller cell base stations,

respectively, and n is the path loss exponent. If we take n=4 and set the received

powers equal to each other, then;

_Py
2~ T 4.1

26



4.2 SECTORIZATION

The co-channel interference in a cellular system may decrease by replacing a single
omnidirectional antenna at the base station by several directional antennas, each
radiating within a specified sector. By using directional antennas, a given cell will
receive interference and transmit with only a fraction of the available co-channel cells.
This technique for decreasing co-channel interference and thus increasing system
performance by using directional antennas is called sectorization. The factor by which
the co-channel interference is reduced depends on the amount of sectoring used [14]. A

cell is normally partitioned into three 120° sectors or six 60° sectors as shown in Figure

R

/S
6\ /2 / S 3
3

Figure 4.2 Sectors in 120° and 60° sectorization
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4.2.1 Design of an Omnidirectional Antenna System

In the start-up phase of a system, omnidirectional antennas are used mainly because
of their lower initial cost. In a fully equipped hexagonal shaped cellular system, there
are always six co-channel interfering cells in the first tier, as shown in Figure 4.3. The
six co-channel interfering cells in the second tier cause weaker interference than those
in the first tier. Therefore the co-channel interference from the second tier of interfering

cells is negligible.

" Second tier

First tier

Effective interfering

Figure 4.3 First and second tiers in the cellular system

In the worst case the mobile unit is at the cell boundary R, as shown in Figure 4.4.
The distances from all six co-channel interfering sites are also shown. The carrier-to-

interference power ratio is:

R 1

= - ; = - 4.2)
2(D-R)*+2D* +2(D+R)™* 2R, -D*+2R,“+2(R, +])™*

.fnlm
= a.
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To be conservative, we may use the shortest distance D-R for all six interferers as a

worst case, then &g/ &, ratio is replaced by:

G _RT __ 1 4.3)

&, 6D-R)* 6R,-1)"

Figure 4.4 Co-channel interference, worst case in omnidirectional antenna system

4.2.2 Design of a Directional Antenna System

In addition to using guard band between the channels and using geographical
separation between co-channel cells to reduce interference, the directional antennas
could be used to further eliminate the interference. When the traffic begins to increase,
the frequency spectrum needs to be used more efficiently and avoid increasing the
number of cells per cluster. The co-channel interference may be reduced by using
directional antennas which can direct signals into their service area and substantially

reduce the interference to the co-channel cells outside their main lobe. Using
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directional antennas, the PCI can be reduced by more than half since the strong co-
channel interference comes from the back cells but not from the front cells. Therefore,
directional antenna system can potentially operate with a smaller frequency reuse

distance. In these systems, each cell is divided into three or six sectors, thus three or six

directional antennas are used at each base station as shown in Figure 4.5.

Figure 4.5 a) interferers in 120° and b) 60° sectoring

4.2.2.1 Directional Antennas in C=7 Cell Patterns

a) Three-sector case

The three-sector case is shown in Figure 4.6. The mobile unit will experience greater
interference in the lower shaded cell-sector than in the upper shaded cell-sector. This is
because the mobile unit receives the weakest signal from its own cell, but fairly strong
interference signal from the interfering cells. In a three-sector case, the interference is

effective in only one direction because the front-to-back ratio of a cell-site directional
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antenna is at least 10 dB or more in a mobile radio environment. Because of the using
directional antennas, the number of principal interferers is reduced from six to two. The
worst case of &4/ E, occurs when the mobile is at position M, at which point the
distance between the mobile unit and the two interfering antennas is roughly D + R/2.

The value &4/ &, can be obtained by the following expression:

&q _ R™ B 1
&, (D+07R)*+D™* (R, ,+0.7)*+R,™

Jre

(4.4)

(mobile)

Figure 4.6 Co-channel interference, worst case in 120° sectoring

b) Six-sector case

We may also divide a cell into six sectors by using six 60°-beam directional antennas

as shown in Figure 4.7. In this case, only one instance of interference can occur in each

sector. Therefore, the carrier-to-interference ratio in this case is;

& RT :
o R0 (4.5)
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(mobile)

Figure 4.7 Co-channel interference, worst case in 60° sectoring

4.2.2.2 Directional Antennas in C=4 Cell Patterns
a) Three-sector case

To obtain the carrier-to-interference ratio, we use the same procedure as in the C=7

cell pattern system. The 120°-beam directional antennas used in the sectors reduced the

interferers to two as in C=7 and R, =,/(3C)= 4.6 systems. For C=4, the value of
R.=4/(3C)=13.46.

S 1 - 20dB (4.6)

E. (R,+07)°+R,"

b) Six-sector case

There is only one interferer at a distance of D+R with R,= 3.46, we can obtain

S _RT = ! — =27dB (4.7)
& (D+R)" R, +])

32



4.3 RESULTS AND CONCLUSIONS
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Figure 4.8 Effect of Ru, K4, p and Eb/Ny; on BER for
omnidirectional antenna systems under shadowing and
Rician/Ravleigh fadine.

Figure 4.8 shows the effects of normalized frequency reuse distance (R,), Rice factor
(Kq), correlation coefficient between the signals (p), and the ratio of the energy per bit
to the noise spectral density (Ew/Ng) on Bit Error Rate (BER) for omnidirectional
antenna systems. Here, the signals are assumed to be Rician distributed. Note that Ky
plays a more dominant role in determining the BER in a correlated shadowing
environment compared to the uncorrelated case (p=0) and this role becomes more
significant at larger values of Ey/Ng. BER can be reduced by using larger frequency

reuse distance.
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Figure 4.9 Effect of Ru, K4, p and Eb/Ny on BER for /20 °directional
antenna systems under shadowing and Rician/Rayleigh fading.

Figure 4.9 shows the effects of normalized frequency reuse distance (R,), Rice factor
(Ka), correlation coefficient between the signals (p), and the ratio of the energy per bit
to the noise spectral density (E»/No) on BER for 120° directional antenna systems. Note
that, using 120° directional antennas leads to improved BER performance compared to

the omnidirectional antenna systems (Figure 4.8).
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Figure 4.10 Effect of Ru, Ky, p and Eb/Ny on BER for 60° directional

antenna systems under shadowing and Rician/Rayleigh fading.

Figure 4.10 shows the effects of normalized frequency reuse distance (R,), Rice
factor (K4), correlation coefficient between the signals (p), and the ratio of the energy
per bit to the noise spectral density (E+/Nop) on BER for 60° directional antenna systems.
We can also divide a cell into six sectors by using six 60°-beam directional antennas as
shown in Figure 4.5b. In this case, only one instance of interference can occur in each
sector. Therefore, we can get further reduction in BER level compared to the

omnidirectional and 120° directional antenna systems.
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Figure 4.11 Effect of Kd and traffic per channel (ac) on spectral
efficiency for ommidirectional antenna systems under shadowing and
Rician/Rayleigh fading.

Figure 4.11 shows the effects of Rice factor (Ky) and traffic per channel (a;) on the
spectral efficiency for omnidirectional antenna systems under shadowing and
Rician/Rayleigh fading. For a fixed BER, increased values of the Rice factor and traffic

per channel lead to higher spectral efficiencies.
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Figure 4.12 Effect of Kd and correlation coefficient (p) on the spectrum

efficiency for omnidirectional antenna systems under shadowing and

Rician/Rayleigh fading.

Figure 4.12 shows the effects of Rice factor (Kg) and correlation coefficient between
the signals (p) on the spectrum efficiency for omnidirectional antenna systems. For a
fixed BER, increased values of the Rice factor and correlation coefficient between the

signals lead to higher spectral efficiencies.
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Figure 4.13  Effect of Kd and correlation coefficient (p) on the spectrum
effictency for 120° directional antenna systems under shadowing and

Rician/Rayleigh fading.

Figure 4.13 shows the effects of Rice factor (Kg) and correlation coefficient between
the signals (p) on the spectrum efficiency for 120° directional antenna systems. BER

level can be reduced by using directional antennas as shown in Figure 4.13.

BER level can be reduced by using directional antennas. This means that each cell is
divided into three or six sectors and uses three or six directional antennas at a base
station. Each sector is assigned a set of frequencies (channels). Because of the use of
directional antennas, the number of principal interferers is reduced from six to two
(120° sectors) or one (60° sectors). Therefore, using directional antenna systems can

improve  system  performance and  increase the system  capacity.
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CHAPTERSS
SMART ANTENNAS

Smart antennas are basically an extension of beam sectorization in which the sector
coverage is supplanted by multiple beams. This is achieved by the use of array

structures, and the number of beams in the sector is a function of the array extent.

The increase in beam directionality can provide an increase in capacity and expand
cell site geographic coverage. The former is more applicable to urbanized areas and the
latter to rural areas. At the mobile end (uplink mode), the benefit accrued by reducing
transmitter power, because of the greater gain of the base station antenna, can extend the

life of the battery.

The increased rejection of interference by the use of multiple beams: (1) permits a
tighter reuse structure; (2) can improve the quality of voice communications through
the vehicle by an increase in &q / &, (>18 dB); and (3) can reduce multipath, thus
tempering the power margin requirements. Smart antenna systems can include both

switched beam and adaptive antenna technologies as shown in Figure 5.1a and 5.1b.

interfering signal

coherent multipath
for desired signal

desired
signal direction

Beam 4

Interfering signal direction desired signal direction

Figure 5.1a Switched-beam system Figure 5.1b Adaptive antenna
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5.1 SWITCHED-BEAM SYSTEMS

Switched-beam systems use a number of fixed beams at an antenna site. The receiver
selects the beam that provides the greatest signal enhancement and interference
reduction. The output to the beams is either RF or baseband digitally processed to
ascertain the sector in which the communicating mobile may be located. The cellular
space is broken down into three sectors (120°), with each sector served by an array of
radiating elements fed by a beamforming network, which ideally forms independent
beams. A typical display of these beams at a cell site is shown in Figure 5.2. The
figure shows five beams in each 120° sector, with a nominal beamwidth of 24° in
azimuth.  Switched-beam systems may not offer the degree of performance
improvement offered by the adaptive systems, but they are often much less complex and

are easier to retro-fit to existing wireless technologies.

Figure 5.2 A rosette of directional beams for a smart anttenna.
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5.2 ADAPTIVE ANTENNA SYSTEMS

In a phased array receiving antenna, the signals received by the array elements are
generally added at RF to form a receiving beam. In an adaptive array, both phase and
amplitude of each element output are controlled by an adaptive network, that is, they

use algorithms that iteratively adjust the weighting of the signals at the array elements.
» ratio: SINR

e 2 b 14l Dl

Tln ciagnale a
1IIC blsll 1> ai
and to eliminate interfering signals in any direction other than the main beam [15,16].

A simple form of this array is shown in Figure 5.3.

Desired Signal
A

o

Interference
Signal

o  Array Qutput Signal

Figure 5.3 Uniformly spaced (d), 7-element linear adaptive array
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The weights are controlled depending on the signal and the noise/interference level,
as well as by the system requirements. These weights are complex and provide both
amplitude and phase information. Output elements are: x;(t), x2(t), X3(t), ... , xn(t). The
beam (assumed receiving) is formed by multiplying each x,(t) by a complex weight, wy,
and then summing the resultant signals. Both w, and x, are complex quantities in that

they are variable in phase and amplitude.

By suitable choice of complex conjugate phase shifts in the weights, a beam can be
steered to the direction of the desired angle, which gives a coherent summation of the
individual inputs and a null in an interfering direction, that is, at an angle other than the
desired direction. In cellular applications, when used at the base stations, they are
capable of providing automatic adjustment of the far-field pattern to form nulls in the
direction of interfering sources while maintaining high gain in the direction of the

desired user.
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5.3 RESULTS AND CONCLUSIONS

Adaptive antenna systems can trace the desired signal, while at the same time nulling
the interferers. That is the property which makes them a hot research topic. In the
following simulation study, a uniformly spaced 10-element linear adaptive array is
under observation. The signals coming to the array are under flat Rayleigh fading. We
have equal-power (same SIR) interferers coming from different but known directions.
By changing the number of interferers the adaptive array’s interference suppressing
capability and error performance are analyzed. Adaptive antenna array uses the LMS

(Least Mean Square) algorithm for adaptation. [17,18]

Figure 5.4a shows the radiation pattern of a 10-element, uniformly spaced linear
adaptive array. There are two interfering signals coming to the array from -30° and 0°
directions. The array is successful at placing its main beam to the desired signal
direction which is 30° and nulls to the directions of interference for canceling them. In
Figure 5.4b shown is the squared error of the adaptation process. The mean value is

3.273x107.

Figure 5.5a shows the radiation pattern of the same array with 4 interferers coming in
-60°, -45°, -30° and 0° directions. The deep nulls at these directions can be seen in the
figure, as well as the main beam in the wanted signal direction. The plot of the squared

error of the adaptation process is in Figure 5.5b. The mean value is 8.478 x10°°.
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Shown in Figure 5.6a is the radiation pattern of the uniformly spaced, 10-element
linear adaptive array for the case of 6 interference signals coming from -60°, -45°, -30°,
-10°, 0° and 15° directions. The array is successful again in placing the nulls. In Figure

5.6b, the mean value of the squared erroris 1.973 x 10°.

Finally in Figure 5.7a and 5.7b, seen in the figures are the radiation pattern of the
uniformly spaced, 10-element linear adaptive array with 8 interferers coming from -60°,
-45°, -30°, -10°, 0°, 15°, 45° and 75° directions and cahnge of the squared error value,

respectively. The mean value of the squared error is: 2.768 x 10,

An adaptive array of M antenna elements can suppress up to M-1 interferers; and the

results constitute four successful examples for this.
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CHAPTER 6

ADAPTIVE BEAMFORMING
IN MOBILE COMMUNICATIONS

Adaptive array systems have undergone enormous growth and progress in the past
two decades. A primary reason for this growth is their ability to automatically respond
to an unknown interference environment, in real-time, by steering nulls and reducing
side lobe levels in the directions of the interference, while retaining some desired signal
beam characteristics. These systems usually consist of an array of antenna elements (or
beam parts) and a real-time adaptive receiver-processor which adjusts the element
weights toward some optimization of output signal-to-noise ratio (SNR) in accordance
with selected control algorithms. They adapt to the total signal environment “seen” by
the array of sensors, using all available degrees-of-freedom (DOF) of the systems in an
optimal sense. This contrasts sharply with a conventional antenna wherein the DOF are

deterministically set and do not adapt to a changing input signal environment.

6.1 Operation of Adaptive Antenna Arrays

The adaptive array consists of a number of antenna elements, not necessarily
identical, coupled together via some form of amplitude control and phase shifting
network to form a single output. The amplitude and phase control can be regarded as a
set of complex weights, as shown in Figure 6.1. If the effects of the receiver noise and
mutual coupling are ignored, linear array can be explained as follows. Consider a wave
front generated by a narrow-band source of wavelength A arriving at a M element array
from a direction 6; off the array foresight. Now taking the first element in the array as
the phase reference and letting “d” equal the array spacing, the relative phase shift of the

received signal at the m™ element can be expressed as:

b= _25‘1_759;]_2 sin( 8,) (6.1
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Figure 6.1 Adaptive antenna array

Assuming constant envelope modulation of the source at 6;, the signal at the output

of each of the antenna elements can be expressed as:

X (1) = & Hm’ (6.2)

and the total array output in direction 6; as:
M -
yilt) =2 Wy’ e 63
m=]

where wy, represents the value of the complex weight applied to the output of the m™
element. Thus by suitable choice of weights, the array will accept a wanted signal from

direction O, and steer nulls toward interference sources located at 0;, for i=1.
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The antenna elements can be arranged in various geometry’s, with uniform line,
circular and planar array being very common. In the circular array geometry, beams can
be steered through 360°, thus giving complete coverage from a central base station. The
elements are typically sited A/2 apart, where A is the wavelength of the received signal.
Spacing of greater than A/2 improves the spatial resolution of the array, however, the
formation of grating lobes (secondary maxima) can also result. These are generally

regarded as undesirable.

6.2 Reduction of Co-Channel Interference Using Adaptive Antennas

The use of adaptive antennas can reduce co-channel interference. The blocking
probability B is the fraction of attempted calls that can not be allocated a channel. If
there are 4 Erlangs of traffic intensity, the actual traffic carried is equal to A(1-B)

Erlangs. The outgoing channel usage efficiency can be defined as:

_A(-B)
UM

(6.4)
where M is the total number of channels available per cell. In the case of adaptive

antennas, there are p beams in a cell and Mp / p channels per beam.

Since it is assumed that at any time all u beams per cell are formed, there will always
be six beams aligned onto the wanted mobile. Hence, for the adaptive antenna:
Probability that the interfering co-channel is in the beam pointing at the wanted
mobile is the same as:
(number of active channels in beam) / (total number of channels)

and that is;

_A(1-B)/M

=N
VIR (6.5)
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Let Mj be the number of active interfering co-channel cells. In practice, M; is a random

variable and has a pdf: Prob(Mj) given by

6 M,
Prob(MI>=[M m (1—2)“‘* 66)
) 1

which is also called the origination probability. The total co-channel interference

probability can be written as:

My 6-M;
ZProb(Bd—Soc u):zProb(Ed—sa/M) 6 In][i_n 6.7)
M P, ’ M P, M, A\p i
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6.3 RESULTS AND CONCLUSIONS

The following figures are the results of the study, which examined adaptive antenna
systems analytically. The effects of signal (channel) correlation, standard deviation of
shadowing (o), modulation method and number of antenna elements, on the PCI are
investigated for 1l-interferer and 6-interferer cases [19]. In the figures, p is the number

of antenna elements in the array. See the graphics next page.
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1-interferer, ¢ = 4dB, K4= 6dB, p =0 with:

6-interferer, ¢ = 4dB, K4q= 6dB, p =0

Shown in Figure 6.2 is the effect of u (number of antenna elements) on PCI for
o = 4dB, K4 6dB, p =0. There is no correlation between the signal and the interferer,
but both of them are under shadowing. Coherent interference probability is investigated
for u=1, 4, 16, 32. As seen; increasing the number of antenna elements in the array will

decrease the probability of co-channel interference.

In Figure 6.3, the same scenery is valid; but this time there are 6 interferers. As
expected, PCI is bigger than the previous case where there is only one interferer.
Notice the decrease in the graphic for u=16. We can say again; increasing p, will

decrease the probability of co-channel interference.
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Figure 6.4 Effect of the number of Figure 6.5 Effect of the number
antenna elements (1) on BER with of antenna elements (i) on BER
NCDPSK modulation. with NCFSK modulation.

In Figure 6.4, shown is the change of the Bit Error Rate (BER) with four values of p
with NCDPSK modulation used in the system. In Figure 6.5, the same analysis is
performed for NCFSK modulation. As the number of antenna elements increases bit
error rate will decrease. We can also say that NCDPSK is more successful than NCFSK

as seen in the graphics.
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Figure 6.7 Effect of the number
of antenna elements (u) on BER
with correlated interferers (p =1)

In Figure 6.6 and 6.7, we investigate the effect of the number of antenna elements on

the bit error rate for correlated and uncorrelated interferers. As seen in the graphs, the

adaptive array performs better with correlated interferers than with uncorrelated

interferers.
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CHAPTER-7
RESULTS AND CONCLUSIONS

In this study we investigated the spectrum efficiency gain and the improvement of
performance using adaptive antenna arrays in cellular mobile communications systems.
In the adaptive antenna systems, the signals received by the antennas are weighted and
combined in such a way that the signal-to-interference plus noise ratio (SNIR) of the
output is maximized, thereby reducing both the effects of Rayleigh fading of the desired
signal and the co-channel interference. The use of adaptive antennas improves the
performance of mobile communication systems in terms of probability of co-channel

interference (PCI) and bit error rate (BER).

A comparison of omnidirectional, directional and adaptive antennas was performed in
Chapter-4. BER level can be reduced by using directional antennas in a cell , which is
called sectorization. This means that each cell is divided into generally three or six
sectors and uses three or six directional antennas at a base station. Each sector is
assigned a set of frequencies (channels). Because of the use of directional antennas, the
number of principal interferers is reduced from six to two (120° sectors) or one (60°

sectors).

We analyzed the effects of normalized frequency reuse distance (R,), Rice factor
(Ka), correlation coefficient between the signals (p), and the ratio of the energy per bit
to the noise power spectral density (E»/No) on BER for omnidirectional, 120° directional
and 60° directional antenna systems (Figure 4.8, 4.9 and 4.10 respectively). Here, the
signals are assumed to be Rician distributed. Rician factor (Kg4) plays a more dominant
role in determining the BER in a correlated shadowing environment compared to the
uncorrelated case (p=0) and this role becomes more significant at larger values of Ey/Nj.
We also observe that BER can be reduced by using larger frequency reuse distance (Ry).
To conclude; directional antenna systems can improve system performance and increase

system capacity.
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We also investigated the effect of Ka and traffic per channel (a;) on the spectral
efficiency for omnidirectional systems (Figure 4.11). We can say; for a fixed BER,
increased values of K4 and a. lead to higher spectral efficiencies. The effects of K4 and
correlation coefficient between the signals (p), on the spectral efficiency were also
compared for omnidirectional and 120° directional systems (Figure 4.12 and 4.13).
When the signals are correlated, the directional antenna system is more successful than

the uncorrelated case.

But adaptive antenna systems give the best results in terms of BER, when compared
to the omnidirectional and directional antenna systems in all cases. An adaptive array
of M antenna elements can suppress up to M-1 interferers. Computer simulations
performed with Matlab* show four successful examples for this (Figure 5.4-5.7). In the
simulation, a uniformly spaced 10-element linear adaptive array is under investigation.
The signals coming to the array are under flat Rayleigh fading. We have equal-power
(same SIR) interferers coming from different but known directions. By changing the
number of interferers, the adaptive array’s interference suppressing capability and error
performance are analyzed. The array uses LMS (Least Mean Square) algorithm for
adaptation. Convergence rate and mean squared error value are two important
parameters in the computations. When the adaptation finishes, the adaptive array places
its nulls to the directions of interference and its main beam to the desired signal

direction in the radiation pattern.

Finally the effects of signal (channel) correlation, standard deviation of shadowing
(o), modulation method and number of the antenna elements (u), on the PCI were
investigated for 1-interferer and 6-interferer cases (Figure 6.2-6.7). Results show that;
increasing | will decrease both PCI and BER. The adaptive array performs better with
correlated interferers than with uncorrelated interferers. Also obtained is the result

showing, NCDPSK modulation is superior than NCFSK.

*: Matlab is a trademark of the Mathworks Inc.
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