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Bilgisayar Muhendisligi Anabilim Dali

Gunumuzde birgok alan ile ilgili ve gesitli veritabanlarinda tutulan ¢ok fazla miktarda
veri bulunmaktadir. Bu buyuk veri yiginlarindan birbirleri ile iligkili, anlamli, dnceden
bulunmamis veya bilinmeyen bilgiler ¢cikarmak bilgi kesfi (veya aramasi) dedigimiz
surecin temel amacidir. Bilgi kesfi strecinin en énemli adimlarindan birisini de veri
madenciligi olusturur. Bir bakima veri madenciligini bilgi kesfinin bir araci olarak
tanimlamak da mUmkanddr. Bu tez c¢alismasinda, “veri madenciligi” ve
“veritabanlarinda bilgi kesfi” adi ile bilinen iki yaklasim arasindaki iliskiyi incelemek ve
irdelemek temel amactir. Gereken inceleme ve arastirmalardan sonra cesitli veri
madenciligi yazilimlar kullanilarak “IRIS veri seti” denilen bir veri demeti tzerinde
veri madenciligi uygulamasi yapilmigtir. Yapilan bu uygulamalar sonucunda bu
yazilimlar karsilastinimistir. Calismanin 6zu ileride yapilacak galismalar igin bir 6n

adim olusturmaktir.
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ABSTRACT

KNOWLEDGE DISCOVERY AND A COMPARISON OF DATA MINING TOOLS ON
IRIS DATASET

Didem TOKMAK
Baskent University Institute of Science and Engineering

Department of Computer Engineering

Nowadays, there are large amount of data being kept on many databases that are
related to many areas. One of the basic aims of KDD (knowledge discovery in
databases) is to extract the knowledge from these large amount of data associated
with each other, meaningful and not found before. During the process of KDD, the
resulting such information or rather knowledge by interpreting and combining with
other knowledge if necessary, is knowledge discovery in databases. DM (data
mining) on the other hand is one of the crucial steps of KDD. In this thesis study,
main objective is to show the relationship between knowledge discovery in databases
(KDD) and data mining (DM). After the needed review and research, a data mining
application on an available data which is called “IRIS dataset” is performed using
some data mining tools. Results of these performed applications are compared with
each other. The key objective of the study is to prepare an initial step for further

applications with real data.

KEYWORDS: Classification, Data Mining, Decision Trees, Knowledge Discovery in
Databases
Supervisor: Prof.Dr.A.Ziya AKTAS, Baskent University, Department of Computer

Engineering
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1. INTRODUCTION

1.1 Statement of the Problem

Data, information and knowledge are closely related but different terms. Comparing
these three for their meaning value it has been concluded that knowledge has the
highest value as noted already by AKTAS [1], BECERRA-FERNANDEZ et al. [2],
AWAD and GHAZIRI [3] and others.

The huge volume of data produced in parallel with the technological developments of
Information and Communications Technologies (ICT) field are being stored in the
large databases and data warehouses. Trying to find the valuable knowledge buried

in these data oceans has been the subject of recent research works.

There are two trends in these research works: one under the title of ‘knowledge
discovery in databases’ and other under title of ‘data mining’. Although there are
some claims that they are the same, it is the belief that they are not exactly the same

is the key reason of this research.

During the thesis work, first knowledge discovery in databases and later data mining

topics are elaborated and their interrelationships are defined.

1.2 Previous Work and Objectives of the Study

In the literature survey stage of this study, a number of references about data mining
and knowledge discovery in databases have been studied and some sample data
sets are investigated. Some of these references are summarized in the following

sections.

BECERRA-FERNANDEZ et al. [2] had a chapter on knowledge discovery systems in
their book on knowledge management. Knowledge management is defined as having
four basic processes such as Knowledge Discovery, Knowledge Capture, Knowledge
Sharing and Knowledge Application. The authors claim that knowledge discovery

technologies can be very powerful for organizations wishing to obtain an advantage

1



over their competition. They define knowledge discovery in databases as the process
of finding and interpreting patterns from data, involving the application of algorithms
to interpret the patterns generated by these algorithms. They also state that although
the majority of the practitioners use KDD and DM interchangeably, for some, KDD is
defined to involve the whole process of knowledge discovery including the application

of DM techniques.

LUTZ [4] had a relatively recent book on the knowledge discovery with support vector
machines (SVM) algorithm. In Chapter 1 of his book, LUTZ defined data mining as a
specific kind of knowledge discovery process that aims at extracting information
(knowledge) from databases. He also added that knowledge discovery is a highly
interdisciplinary undertaking ranging from domain analysis, data cleansing and

visualization to model evaluation and deployment.

BANDYOPADHYAY and et al. [5] presented the basic concepts and basic issues of
KDD in their book. They discussed the challenges that data mining researchers are
facing. They also made a review of recent trends in knowledge discovery such as
Content-based Retrieval, Text Retrieval, Image Retrieval, Web mining, Biological
data mining, Distributed data mining, Mining in sensor, Peer-to-peer Networks, Case-

based reasoning and mining techniques based on soft computing approaches.

MAIMON and ROKACH [6] discussed data mining and knowledge discovery in
databases extensively in their handbook published in 2005. The handbook also
included a chapter on data mining in medicine and another on data mining for

software testing.

MAIMON and ROKACH [7] discussed decomposition methodology for knowledge
discovery and data mining in their book. The book has a chapter where taxonomy of

data mining methods is given.

As claimed by FAYYAD and et al [8] data mining and knowledge discovery in
databases have been attracting a significant amount of research, industry, and media
attention during the last decades since the late nineties. Their article provides an

overview of this emerging field, clarifying how data mining and knowledge discovery
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in databases are related both to each other and to related fields, such as machine
learning, statistics, and databases. The article included particular real-world
applications, specific data-mining techniques, challenges involved in real-world
applications of knowledge discovery, and current and future research directions in the
field.

An interesting study is reported by GOEBEL and GRUENWALD [9] which includes a
feature classification scheme to study knowledge and data mining software. The
scheme is based on software’s general characteristics, database connectivity and
data mining characteristics. It is applied on 43 software products which are either
research prototypes or commercially available.

1.3 Organization of the Thesis

In the thesis, Chapter 2 provides background on the methodology known as KDD

(Knowledge Discovery in Databases).

Chapter 3 presents information on Data Mining (DM) giving an introduction of Data
Mining and presenting its tasks. The confusing KDD and Data Mining relationship is
later debated. This chapter also presents available methodologies or processes on
Knowledge Discovery and Data Mining. One of the methodologies named as KDD
will be discussed in Chapter 2 of the thesis. Other methodologies are CRISP-DM*,
SEMMA? and Six Sigma®. All these methodologies are explained in that chapter and

later compared to each other in a table.

Chapter 4 contains a summary of data mining tools: Oracle Data Miner, WEKA, R,

RapidMiner, and ToolDiag.

Chapter 5 explains the data set, namely “IRIS dataset” which is used during the

thesis study.

! hitp://www.crisp-dm.org/CRISPW P-0800.pdf
2 http://www.sas.com/offices/europe/uk/technologies/analytics/datamining/miner/semma.html
3 http://web.archive.org/web/20080723015058/http://www.onesixsigma.com/node/7630
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Chapter 6 provides application with various DM tools on IRIS* dataset. Applications

are explained step by step for all tools.

Chapter 7 explains the discussion of results obtained by data mining software tool

applications and their comparison.

Chapter 8 presents the summary and conclusions of the thesis and also explains the

extension of the study.

* http://archive.ics.uci.edu/ml/datasets/Iris



http://archive.ics.uci.edu/ml/datasets/Iris

2. KNOWLEDGE DISCOVERY IN DATABASES

Knowledge discovery may be defined as a process of picking up useful information
from huge amount of data that are too much to be investigated manually as noted by
LUTZ [4].

KDD is developed as a combination of research in databases, machine learning,
pattern recognition, statistics, artificial intelligence, expert systems, information
retrieval, signal processing, high performance computing and networking as noted by
BANDYOPADHYAY, et al [5].

According to the FAYYAD and et al. [10] the knowledge discovery process is
iterative and interactive, consisting of nine steps which are named as Domain
Understanding and KDD Goals, Selection and Addition of Data a Set, Pre-processing
and Data Cleaning, Data Transformation, Data Mining Task, Choosing the Data
Mining Algorithm, Employing the Data Mining Algorithm, Evaluation and
Interpretation, and Discovered Knowledge, respectively as given in Figurel. An
interesting comment made by FAYYAD et al. is that “One cannot present one formula

or make a complete taxonomy for the right choices for each step and application

type.”

In the following subsections each of these steps are summarized referring to
MAIMON and ROKACH [6].
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2.1 Domain Understanding and KDD Goals

While charging KDD project, one needs to understand and define the relevant prior

knowledge and the goals of the end-user and the environment.

2.2 Selection and Addition of Data Set

Selection of which data is available and which data is necessary to add, and then
aggregate all the data for the knowledge discovery into one data set is the objective
of the this step. Data set includes the attributes that will be considered for the

process. If some important attributes are missing, then the entire study may fail.

2.3 Pre-processing and Data Cleaning

In this step, data reliability is improved. To make this, data is cleaned, that is missing
values are handled and removal of noise or outliers to get reliable study are

performed.

2.4 Data Transformation

In this step, in order to prepare data for Data Mining, data transformation methods
that include dimension reduction (such as feature selection and extraction and record
sampling), and attribute transformation (such as discretization of numerical attributes

and functional transformation) are applied.

2.5 Data Mining Task

In this step, which type of Data Mining to use for data set is to be decided. One

chooses one of two major types in Data Mining: prediction or description.



2.6 Choosing the Data Mining Algorithm

In this step, the specific method to be used for searching patterns of selected Data

Mining type is selected.

2.7 Employing the Data Mining Algorithm

Data Mining algorithm is reached and it is needed to employ several times until a

suitable result is gained.

2.8 Evaluation and Interpretation

In this step, gained results of mined patterns are evaluated and interpreted according
to the goals defined in the first step. Then discovered knowledge is documented for

usage.

2.9 Discovered Knowledge

In this step, the knowledge becomes active in the sense into another system for
action that may make changes to the system and measure the effects. Generally the

success of this step relates the effectiveness of the entire KDD process.



3. DATA MINING

Data Mining is the technology of exploring data in order to discover previously
unknown patterns in huge amounts of datasets. Data Mining can also be considered
as a central step of the overall process of the KDD process as noted by MAIMON
and ROKACH [7].

Data Mining process of discovering unknown and potentially useful patterns from
large amounts of data is performed with different types of tools such as associations,
sub graphs, trees, anomalies and regression. Discovered patterns being interesting
or useful are related with the domain and interested user. It is true that, such

information may be valuable for one user and completely useless to another.

As defined by BANDYOPADHYAY, et al. [5] a model, a preference criterion and
search algorithm are the three components of any Data Mining techniques. The
flexibility of the model for representing the underlying data and the interpretability of

the human model in human terms is determined by model representation.

The preference criterion is used to determine, depending on the underlying data set,
which model to use for mining, by associating some measure of goodness with the

model functions.

Finally, once the model and the preference criterion are selected, specification of the

search algorithm is defined in terms of these along with the given data.

3.1 Tasks in Data Mining

Data Mining tasks are mostly divided into two main categories such as discovery-
oriented and verification-oriented. Discovery oriented methods are divided into two as
descriptive and predictive techniques. The descriptive techniques support a summary
of the data and characterize its general properties to be used for some conclusions.

Predictive techniques on the other hand learn from the data to make predictions

9



about the behaviour of new data set. Verification oriented methods that are common
statistics methods are the evaluation of a hypothesis proposed by an external source.
Figure 2 shows the classification of Data Mining that is illustrated as referring the
referring to MAIMON and ROKACH [6].

Data Mining Types

/\

I Discovery Verification
Description Prediction
|*’assccialion Clustering Classiﬂcationl Regression

Figure 2. Classification of Data Mining

3.1.1 Descriptive techniques

In the following some of the descriptive techniques are summarized referring to
MAIMON and ROKACH [6]:

a) Association
Association rule mining task can be named as market basket or transaction data
analysis. Association rules are finding with given a set of transactions that predicting
occurrence of an item based on occurrences of other items in transaction data set.
Some association rule mining techniques may be defined as:

a) Find all rules having in given set of transaction

b) Generate strong association rules from finding rules

10




b) Cluster Analysis

Cluster analysis can be applied dataset having a set of attributes and similarity
measure among them. Data points is finding in one cluster are more similar to
another or separating in less similar to one another. The process of clustering is
shown in Figure3 as given by KOUTSONIKOLA et al. [11].

Preprocessing
Pattern table (n > m)

Normalizarion

.

Normalized table (n < m)

DATA

Distance compiutatior

2

Distance table (n > m)

Kl -clustering

|

Knowledge Clusters

Figure 3. The Process of Clustering

Some clustering task algorithms are given below:
e Euclidean distance
e K-means algorithm
e CLARA

e Balanced lterative Reducing and Clustering using Hierarchies (BIRCH)

3.1.2 Predictive techniques

In the following some of the predictive techniques are summarized referring to
MAIMON and ROKACH [6]:

11




a) Classification

A typical pattern recognition system consists of three phases such as acquisition,
feature extraction and classification respectively. In the data acquisition phase,
depending on the environment within which the objects are to be classified, data are
gathered using a set of sensors. These are then passed on to the feature extraction
phase, where the dimensionality of the data is reduced by measuring/retaining only
some characteristic features or properties. Finally, in the classification phase, the
extracted features are passed on to the classifier that evaluates the incoming

information and makes a final decision.

Classification task finds a model for class attribute as a function of the values of other
attributes. Datasets are divided into training and test set, with training data set used
to build a model and test set used to validate the finding model. Figure 4 shows the
process of classification.

The problem of classification is basically one of partitioning the feature space into
regions, one region for each category of input. Classifiers are usually, but not always,
designed with labelled data, in which case these problems are sometimes referred to

as supervised classification.

Training Set Learn Classifier Create Madel

Classify Data Test Data

Figure 4. The Process of Classification

12



Some of the commonly used classification algorithms are given below:
e Decision Trees
e Naive Bayes
e Support vector machines

¢ Rule-based methods

Since decision tree algorithm is relatively simple and commonly used, during this
study, decision tree algorithm is used. It generates rules which are conditional
statements that can easily understand and used within a database to release
dataset. Support and confidence are the metrics which measure the strength of the
rules. Support determines how often a rule applicable to a given data set. On the
other hand, confidence determines how frequently items in Y appear in transactions

that contain X.

number of X and Y
total

Support(X - Y) = (3.1)

number of X and Y

Confidence(X - Y) =

(3.2)

number of X

There are many measures that can be used to determine best split of the decision
tree. Best split are often based on the degree of impurity of child nodes. Some
examples of impurity measures are defined such as gini, entropy and classification

error.

Equation for gini index for a given node t where p(j/t) is the relative frequency of

class j at node tis given by TAN et al. [12].

Gini(t) = 1 - 3, [p(0)] 2 (33)

Entropy is measure of information or the degree of randomness in data. Equation for
entropy index for a given node t where p(j/t) is the relative frequency of class | at

node t.

Entropy(t) = —%; p(jlt) log, p(j|t) (3.4)

13



Classification error measures misclassification error made by a node. Equation for
error index for a given node t where p(j/t) is the relative frequency of class j at node
t.

Error(t) =1— "™ {ip|t)] (3.5)

b) Regression

Regression is a technique used to predict a numerical variable while building an
equation to a dataset. The simplest form of regression is linear regression which uses
the formula of a straight line (f = ax + b) and determines the suitable values for ‘a’
and ‘b’ to predict the value of f by using a given value of x. These relationships
between predictors and given value of target are composed in a regression model,
which can then be applied to a different dataset in which the target values are

unknown. Figure 5 shows the process of regression®.

Raw-Data

v

Data Partition

v

Replacement

L////_l;pute .
Interactive
J& Decision Tree

Decision Tree

Transform Variables

v

Regression

Figure 5. The Process of Regression

®http://support.sas.com/documentation/cdl/en/emgsj/61207/HTML/default/viewer.htm#p0Otad07m88xmo
tn1c78zunl7sm5i.htm
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3.2 A Comparison of Knowledge Discovery in Databases(KDD) and Data
Mining(DM)

There are a variety of names that may be given to discovering useful patterns in data.
These are data mining, data archaeology, data pattern processing, knowledge
extraction, information discovery and information harvesting. Data Mining is the most

widely used term.

As noted earlier, to elaborate the difference between KDD and DM is the one of the

major objectives of this study.

Referring to Figure 1 in Chapter 1, one notes that KDD is the whole process of the
discovering the useful information in large databases. On the other hand, Data
Mining (DM) is the particular set of steps in such a KDD process. Data Mining uses

specific algorithms to find the model from data.

KDD has a relationship between research areas such as artificial intelligence, pattern
recognition, databases, statistics, machine learning, and knowledge acquisition for
expert systems. Its goal is take out the high level knowledge from meaningless data
in the large datasets. Data Mining, as a part of the KDD, provides patterns by using
known algorithms in the steps of KDD process already as shown in Figurel. Data
Mining consists of applying data analysis and discovery algorithms which are tasks of

Data Mining.

3.3Available Methodologies for Data Mining

There exist different methodologies for Data Mining in order to perform KDD. Most

common of them are CRISP-DM, SEMMA and Six Sigma methodologies.
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3.3.1 CRISP-DM (Cross- Industry Standard Process for Data Mining)

CRISP-DM® methodology for Data Mining provides a life cycle that is an overview of
the project that was conceived in late 1996. It has six stages in life cycle. Figure 6°
shows that the phases of life cycle methodology. The sequence of the phases is not

strict. Moving back and forth between each phases, that is, iteration is allowed.

Business (

Data
Understanding Understanding

Y

Data
Preparation
~ I
Deployment I Ee
> Modeling

Evaluation

Figure 6. CRISP-DM Life Cycle

In the following subsections the six stages of the CRISP-DM are summarized:
a) Business understanding
This initial phase focuses on understanding the project requirements from a business

side, and then converting this knowledge into a Data Mining problem definition, and a

preliminary plan designed to achieve the objectives.

® http://www.crisp-dm.org/CRISPWP-0800.pdf
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b) Data understanding

The data understanding phase starts with an initial data collection and proceeds with
activities in order to get familiar with the data, to identify data quality problems, to
discover first insights into the data, or to detect interesting subsets to form

hypotheses for hidden information.

c) Data preparation

The data preparation phase covers all activities to construct the final dataset from the

initial raw data.

d) Modeling

In this phase, various modeling techniques are selected and applied, and their

parameters are calibrated to optimal values.

e) Evaluation

At this stage in the project you have built a model that appears to have high quality,
from a data analysis perspective. Before proceeding to final deployment of the model,
it is important to more thoroughly evaluate the model, and review the steps executed
to construct the model, to be certain it properly achieves the business objectives. A
key objective is to determine if there is some important business issue that has not
been sufficiently considered. At the end of this phase, a decision on the use of the

Data Mining results should be reached.

f) Deployment

Creation of the model is generally not the end of the project. Depending on the
requirements, the deployment phase can be as simple as generating a report or as
complex as implementing a repeatable Data Mining process.
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3.3.2 SEMMA (Sample, Explore, Modify, Model, Assess)

The SAS Company claims that SEMMA” is not a Data Mining methodology but rather
a logical organization of the function tool set of SAS Enterprise Miner for core tasks
of Data Mining. However, it may also be considered to use it is a methodology.
SEMMA is a cycle with five stages for process. Figure 7 shows that the phases of the
methodology.

SAMPLE | S | ExpLORE| SN | MODIFY | @ | MODEL | GEE{ AssESs

Figure 7. The Phases of SEMMA Methodology

In the following SEMMA phases are summarized:

a) Sample

Sample your data by extracting a portion of a large data set big enough to contain the
significant information, yet small enough to manipulate quickly. Data partition nodes
are: training which is used for model fitting, validation which is used for assessment
and to prevent over fitting, test which is used to obtain an honest assessment of how

well a model generalizes.

b) Explore
Explore your data by searching for unanticipated trends and anomalies in order to
gain understanding and ideas. Exploration helps refine the discovery process.

c) Modify

Modify your data by creating, selecting, and transforming the variables to focus the

model selection process. Based on your discoveries in the exploration phase, you

" http://www.sas.com/offices/europe/uk/technologies/analytics/datamining/miner/semma.html
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may need to manipulate your data to include information such as the grouping of

customers and significant subgroups, or to introduce new variables.

d) Model

Model your data by allowing the software to search automatically for a combination of

data that reliably predicts a desired outcome.

e) Assess

Assess your data by evaluating the usefulness and reliability of the findings from the
Data Mining process and estimate how well it performs. A common means of
assessing a model is to apply it to a portion of data set aside during the sampling

stage.

3.3.3 Six Sigma

Six Sigma® is a business management strategy originally developed by Motorola. Six
Sigma seeks to improve the quality of process outputs by identifying and removing
the causes of errors and minimizing variability in manufacturing and business

processes.

It uses a set of quality management methods, including statistical methods, and

creates a special infrastructure of people within the organization.

Six Sigma projects follow two project methodologies each composed of five phases
called DMAIC (Define, Measure, Analyse, Improve, Control) and DMADV(Define,
Measure, Analyse, Design, Verify) as noted by DE et al [13].

8 http://web.archive.org/web/20080723015058/http://www.onesixsigma.com/node/7630
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3.3.3.1 DMAIC (Define, Measure, Analyse, Improve, Control)

DMAIC is used for projects for improving an existing business process which is used
in the projects for creating new product or process designs and it has the following
phases as defined by DE et al. [13].

a) Define

This step is voice of the customer and the project goals, specifically.

b) Measure

Key aspects of the current process and collect relevant data.

c) Analyze

Investigating and verify cause-and-effect relationships. Determine what the
relationships are, and attempt to ensure that all factors have been considered. Seek

out root cause of the defect under investigation.

d) Improve

Improving the current process based on data analysis using techniques such as
design of experiments or mistake proofing, and standard work to create a new, future

State process.

e) Control

Controlling is the future state process to ensure that any deviations from target are
corrected before they result in defects. Implement control systems such as statistical
process control, production boards, and visual workplaces, and continuously monitor

the process.
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3.3.3.2 DMADYV (Define, Measure, Analyse, Design, Verify)

The DMADV project methodology is also known as DFSS (“Design for Six Sigma”)
and features five phases:

a) Define
Define design goals that are consistent with customer demands and the enterprise
strategy.

b) Measure
Measure and identify CTQs (characteristics that are Critical to Quality), product
capabilities, production process capability, and risks.

c) Analyze
Analyze to develop and design alternatives, create a high-level design and evaluate
design capability to select the best design.

d) Design details
Optimize the design, and plan for design verification. This phase may require
simulations.

e) Verify the design
Set up pilot runs, implement the production process and hand it over to the process

owner(s).

As noted above DMADV has two phases on design such as design details and verify

the design compared to DMAIC.
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3.4 A Comparison of KDD, SEMMA, CRISP-DM and Six Sigma

Similar to AZEVEDO and SANTOS [14] and adding Six Sigma one may compare
SEMMA, CRISP-DM and Six Sigma to KDD process as given in the Tablel.

Table 1. Comparison between KDD, SEMMA, CRISP-DM and Six Sigma

Methodologies
KDD SEMMA CRISP-DM Six Sigma
Pre KDD Business Understanding  Define
Selection Sample Measure

' Data Understanding
Pre-processing  Explore

Transformation  Modify Data Preparation Analyze
Data Mining Model Modelling Improve
Interpretation Assessment  Evaluation Control

Post KDD Deployment
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4. AN OVERVIEW OF DATA MINING TOOLS

4.1 Oracle Data Mining

Oracle Data Mining (ODM)® is an option to the Enterprise Edition of Oracle Database.
Oracle Data Mining enables to easily build and deploy applications that deliver
predictive analytics and new insights. It includes programmatic interfaces for SQL,

PL/SQL, and Java. It also supports a spreadsheet add-in.

a) SQL Functions

The Data Mining functions are SQL language operators for the deployment of data
mining models. They allow data mining to be easily incorporated into SQL queries,
and thus into SQL-based applications. Application developers can rapidly build next-
generation applications using ODM’s SQL APIs that automatically mine Oracle data
and deploy results in real-time-throughout the enterprise. Because the data, models
and results remain in the Oracle Database, it is claimed by ORACLE that data
movement is eliminated, security is maximized and information latency is minimized.
Oracle Data Mining models can be included in SQL queries and embedded in

applications to offer improved business intelligence.

b) Oracle Data Miner

Oracle Data Miner is the graphical user interface for Oracle Data Mining. Oracle Data
Miner provides wizards that guide you through the data preparation, data mining,
model evaluation, and model scoring process. Data analysts can quickly access their
Oracle data using the optional Oracle Data Miner graphical user interface and
explore their data to find patterns, relationships, and hidden insights. Oracle Data
Mining provides a collection of in-database data mining algorithms that solve a wide
range of business problems. Anyone who can access data stored in an Oracle
Database can access Oracle Data Mining results-predictions, recommendations, and

discoveries using SQL-based query.

® http://www.oracle.com/technetwork/database/options/odm/index.html#learnmore
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c) PL/SQL Packages

The Oracle Data Mining PL/SQL API is implemented in the following PL/SQL

packages:

m DBMS_DATA_MINING — Contains routines for building, testing, and applying
data mining models.

m DBMS _DATA_ MINING_TRANSFORM — Contains routines for transforming
the data sets prior to building or applying a model. Users are free to use these
routines or any other SQL-based method for defining transformations. The
routines in DBMS_DATA_MINING_TRANSFORM are simply provided as a
convenience.

m DBMS PREDICTIVE_ANALYTICS — Contains automated data mining
routines for PREDICT, EXPLAIN, and PROFILE operations.

d) Java API

The Oracle Data Mining Java API is an Oracle implementation of the JDM standard

Java API for data mining. The Java API is layered on the PL/SQL API, and the two

APIs are fully interoperable.

4.1.1 Oracle Data Mining Techniques and Algorithms

ODM provides several data mining techniques and algorithms to solve many types of

business problems:

a) Classification
Classification is the most commonly used technique for predicting a specific outcome.

It has four algorithms to create model such as Decision Tree, Naive Bayes, Support

Vector Machine (SVM) and Logistic Regression.
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b) Regression

Regression is the technique for predicting a continuous numerical outcome such as
customer lifetime value, house value, process yield rates. Multiple Regression and

Support Vector Machine are the algorithms of regression technique.

c) Attribute Importance

This technique ranks attributes according to strength of relationship with target
attribute. Use cases include finding factors most associated with customers who
respond to an offer, factors most associated with healthy patients. Minimum
Description Length is the algorithm that considers each attribute as a simple

predictive model of the target class

d) Anomaly Detection

Anomaly Detection identifies unusual cases based on deviation from the norm.
Common examples include health care fraud, expense report fraud, and tax
compliance. One-Class Support Vector Machine is the algorithm of anomaly
detection.

e) Clustering
Clustering is useful for exploring data and finding natural groupings. Members of a
cluster are more like each other than they are like members of a different cluster.
Enhanced K-Means and Orthogonal Partitioning Clustering are algorithms for
clustering.

f) Association
Association technique finds rules associated with frequently co-occurring items, used

for market basket analysis, cross-sell, and root cause analysis. Algorithm of the

association is Apriori algorithm.
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g) Feature Extraction

This technique produces new attributes as linear combination of existing attributes. It
is applicable for text data, latent semantic analysis, data compression, data
decomposition and projection, and pattern recognition. Non-negative Matrix
Factorization algorithm used for next generation, maps the original data into the new
set of attributes.

4.2 WEKA

“WEKA™ stands for the Waikato Environment for Knowledge Analysis, which was
developed at the University of Waikato in New Zealand. WEKA is a free software.
WEKA is extensible and has become a collection of machine learning algorithms for
solving real-world data mining problems. It is written in Java and runs on almost
every platform. The WEKA contains a collection of visualization tools and algorithms
for data analysis and predictive modeling, together with graphical user interfaces for

easy access to this functionality as noted by HOLMES and et al [15].

WEKA supports several standard data mining tasks, more specifically, data
preprocessing, feature selection, classification, regression, clustering and

visualization.

Besides actual learning schemes, WEKA also contains a large variety of tools that
can be used for pre-processing datasets, so that you can focus on your algorithm
without considering too much details as reading the data from files, implementing

filtering algorithm and providing code to evaluate the results.

WEKA has some user interfaces such as Explorer, Knowledge Flow and
Experimenter. Its main user interface is the Explorer. On the other hand, Knowledge
Flow interface is including the command line. There is also the Experimenter, which
allows the systematic comparison of the predictive performance of WEKA’s machine

learning algorithms on a collection of datasets.

10 hitp://www.cs.waikato.ac.nz/ml/weka/
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The Explorer interface has several panels that are Preprocess, Classify, Associate,
Cluster, Select Attributes and Visualize. The Preprocess panel is for importing data
from a file. The Classify panel enables to apply classification and regression
algorithms to the resulting dataset, to estimate the accuracy of the resulting predictive
model. The Associate panel provides access to association rule learners that attempt
to identify all important interrelationships between attributes in the data. It has apriori
algorithm. The Cluster panel gives access to the clustering techniques in WEKA, for
example, simple k-means algorithm. The Select attributes panel provides algorithms
for identifying the most predictive attributes in a dataset. The Visualize panel shows a

scatter plot matrix and analysed further using various selection operators.

43R

R is a language and environment for statistical computing and graphics. It is a GNU

(GNU's Not Unix) project which was developed at Bell Laboratories.

R provides a wide variety of statistical such as classification, clustering, linear and

nonlinear modeling and graphical techniques, and is highly extensible.

One of R’s strengths is the ease with which well-designed publication-quality plots
can be produced, including mathematical symbols and formulae where needed.
Great care has been taken over the defaults for the minor design choices in graphics,

but the user retains full control.
R is available as Free Software under the terms of the Free Software Foundation’s
GNU General Public License in source code form. It compiles and runs on a wide

variety of UNIX platforms, Windows and MacOS.

The R environment features are given below:

M hitp://cran.r-project.org/doc/manuals/R-intro.html
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« an effective data handling and storage facility,

e asuite of operators for calculations on arrays, in particular matrices,

e alarge, coherent, integrated collection of intermediate tools for data analysis,

e graphical facilities for data analysis and display either on-screen or on
hardcopy, and

« a well-developed, simple and effective programming language which includes
conditionals, loops, user-defined recursive functions and input and output

facilities.

The term “environment” is intended to characterize it as a fully planned and coherent
system, rather than an incremental expansion of very specific and inflexible tools, as

is frequently the case with other data analysis software.

R allows users to add additional functionality by defining new functions. For
computationally-intensive tasks, C, C++ and Fortran code can be linked and called at

run time. Advanced users can write C code to manipulate R objects directly.

It is an environment within which statistical techniques are implemented. R can be
extended via packages. There are many packages for data mining in R such as
Party, 1071, RandomForest etc. Also it supports the all WEKA algorithms in

package Rweka.
4.4 RapidMiner

RapidMiner'? is an open source learning environment for data mining and machine
learning. This environment can be used to extract meaning from a dataset. There
are hundreds of machine learning operators to choose from, helpful pre and post
processing operators, descriptive graphic visualizations, and many other features. It
is written in the Java programming language and therefore can work on all popular
operating systems. It also integrates learning schemes and attributes evaluators of
the WEKA learning environment. RapidMiner was successfully applied on a wide

range of applications where its rapid prototyping abilities demonstrated their

2 hitp://rapid-i.com/content/view/181/190/lang,en/
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usefulness, including text mining, multimedia mining, feature engineering, data
stream mining and tracking drifting concepts, development of ensemble methods,
and distributed data mining.

RapidMiner can be used as stand-alone program on the desktop with its graphical
user interface (GUI), on a server via its command line version, or as data mining

engine for your own products and Java library for developers.

This environment has a steep learning curve, especially for someone who does not
have a background in data mining. It allows experiments to be made up of a large
number of arbitrarily nestable operators, described in XML files which are created
with RapidMiner’s graphical user interface. RapidMiner is used for both research and

real-world data mining tasks.

The Community Edition of RapidMiner’s (formerly known as “YALE”) strengths reside
in part in its ability to easily define analytical steps (especially when compared with
R), and in generating graphs more easily than e.g., R, or more effectively than MS
Excel.

Some of important features of RapidMiner are given below:

1) RapidMiner is based on modular operator concept which facilitates rapid
prototyping of data mining processes by way of nesting operator chains and using
complex operator trees.

RapidMiner provides flexible operators for data input and data output in different file
formats such as excel files, files, SPSS files, data sets from well known databases
such as Oracle, mySQL, PostgreSQL, Microsoft SQL Server, Sybase, and dBase. It
also accepts sparse file formats such as SVMight, mySVM; standard data mining and

learning scheme formats such as csv, Arff, and C4.5.

2) RapidMiner follows a multi-layered data view concept which enables it to store
different views on the same data table and therefore facilitates cascading multiple
views in layers through a central data table. RapidMiner data core is typically similar
to a standard database management system.

3) RapidMiner has a flexible interactive design which lets user to additional Meta data
on the available data sets to enable automated search and optimized preprocessing

which are both needed for an effective data mining processes.
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4) RapidMiner also acts as a powerful scripting language engine along with a
graphical user interface. Since using RapidMiner, data mining processes are
designed as operator trees defined in XML, where operators are not defined in a
graph layout so as to be positioned and connected by a user. Therefore data flow
normally follows “depth first search,” resulting in optimization of data mining

processes.

4.5 TOOLDIAG

TOOLDIAG" is a collection of methods for statistical pattern recognition. The main
area of application is classification. The application area is limited to multidimensional
continuous features, without any missing values. No symbolic features (attributes)
are allowed. The program is implemented in the ‘C’ programming language and was
tested in several computing environments. The user interface is simple, command-

line oriented, but the methods behind it are efficient and fast.

Possibilities of TOOLDIAG are classification, feature selection, feature extraction,
performance estimation and some statistics. Classification provide some algorithms
such as K-nearest neighbor, linear machines, Q* algorithm and etc. Feature selection
provides best features, sequential forward selection, sequential backward selection
etc. Feature extraction algorithms are such as linear discriminate analysis. Several
performance estimation methods can be combined with all available classifier

paradigms such as cross validation methods, accuracy, precision etc.

Only databases with continuous attributes and no missing values are allowed as
input to TOOLDIAG.

Application with TOOLDIAG cannot be able to apply because of limited information
about TOOLDIAG software tool.

13 hitp://sites.google.com/site/tooldiag/Home
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5. APPLICATION DATA: IRIS DATASET

In this study, special data set named “IRIS dataset” which is taken from UC Irvine

Machine Learning Repository'* is used as an example application.

Iris is a garden flower. It has three types as iris-setosa, iris-versicolor and iris-
virginica. Iris dataset has four attributes such as petal length, petal width, sepal
length, sepal width of the Iris in centimetres. The sepals of a flower are the outer
structures that protect the more fragile parts of the flower, such as the petals. In
many flowers, the sepals are green, and only the petals are colourful. For Irises,
however, the sepals are also colourful. As an example Figure 8 shows iris-versicolor.

Figure 8. Iris-versicolor

Dataset has 150 instances and these instances’ associated task is classification. The
data set contains 3 classes of 50 instances each, where each class refers to a type of
iris plant such as iris-setosa, iris-versicolour and iris-virginica. The data in the dataset
follows same order as setosa-versicolor-virginica. Figure 9a and 9b show the partial

data for iris dataset.

% hitp://archive.ics.uci.edu/ml/datasets/Iris

31


http://archive.ics.uci.edu/ml/datasets/Iris

File Edit Format View Help

5.1,3.5,1.4,0.2,Iris-setosa -

4.9,3.0,1.4,0.2,Iris-setosa

4,7,3.2,1.3,0.2,Iris-setosa

4.6,3.1,1.5,0.2,Iris-setosa

5.0,3.6,1.4,0.2,Iris-setosa

5.4,3.9,1.7,0.4,Iris-setosa

4.6,3.4,1.4,0.3,Iris-setosa d

5.0,3.4,1.5,0.2,Iris-setosa 1

4,4,2.9,1.4,0.2,Iris-setosa

4.9,3.1,1.5,0.1,Iris-setosa

5.4,3.7,1.5,0.2,Iris-setosa

4.8,3.4,1.6,0.2,Iris-setosa

4,.8,3.0,1.4,0.1,Iris-setosa

4,3,3.0,1.1,0.1,Iris-setosa
Figure 9a. Screen Shot of Partial Data for IRIS Dataset

Sepal_width |sepal_length| petal_width | petal_length Class
5.1 3.5 1.4 0.2 Iris-setosa
4.9 3 1.4 0.2 Iris-setosa
6.1 3.0 4.6 1.4 Iris-versicolor
5.8 2.6 4.0 1.2 Iris-versicolor
6.4 3.1 55 1.8 Iris-virginica
6.0 3.0 4.8 1.8 Iris-virginica

Figure 9b. Partial Data for IRIS Dataset

Whole data is divided to three data sets. 90 of them are for training data set. 40 of
them are for test data set and 20 of them are for applying data. This division is made

randomly for the application.
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6. APPLICATIONS

6.1 Introduction

In this chapter, IRIS dataset is used for data mining software tools. Data set includes
the four attributes as noted in Chapter 5 and its attributes are not missing. In this
study class attribute of IRIS is used for understanding how they are classified with

three different types.

As noted in Chapter 3 Discovery-oriented methods are divided into two as descriptive
and predictive. In this study, predictive technique is applied to find flowers’ type from

decision tree which will be applied with training dataset.

Feature extraction that is one of the data transformation methods is built with DM

tools for IRIS training dataset to prepare data for data mining.

6.2 Application with Oracle Data Miner

Before starting the study, data set is imported in ODM. Training set, test set and
apply set are imported in the same way. Figure 10 shows the import data to ODM
that has Data tab and below of this tab select import and follow the directions of file
import wizard. In this wizard, data is specified with field delimiter that may be comma,

space etc.

33



Specity data Tormat of the e 10 be impored.

Field Delmier |¢..,...,,[_;

Fisdd Enclosune [Nnne

[w] First record contains fiskd names

| erevew | | Advanced Seltngs

|t | | <Back | Heit> |

=)

Figure 10. Import Data to ODM

Partial view including only 25 instances of the training dataset for model building that

consists of attributes of data after imported in ODM is given as Figure 11.
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laining ris_deta :: ﬁ 1: Ef :F'S::m
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%ﬂs 54 37 15 02 Iris-setosa

45 34 16 02 Iris-setosa

%m 43 3 14 01 Iis-setosa

. GkORDS‘fS 43 3 11 01 ris-setosa

58 4 12 02 ris-setosa

svs 57 44 15 04 is-setosa

B svsTen 54 39 13 04 is-setoss

B warsvs 51 35 14 03 Iis-setosa

308 57 38 17 03 is-setoss

(5 Pubished Objects 5 1 38 15 03 his-selosa

(o) Models 54 34 17 02 is-setosa

(73 Resubs 5.1 37 15 04 Iis-setosa
[ Tasks 7 32 47 14 Iris-versicolor
64 32 45 15 Iris-versicalor
g4 31 44 15 Iris-versicolor

Figure 11. Partial View of the IRIS Dataset and Its Attributes

After importing the training set, feature extraction which stands in activity — build tab

is built. Figure 12 shows the mining activity screen.

35




% Oracle Data Miner . A 'R T == 3

Toals

File iews Data  Activity Help |

New Activity Wizard - Step 1 of 4: Madel Type [

.
o
il
O

Select Mining Activity Type

Choose a model function type and algorithm. Review the descriptions to be sure you have picked the most appropriste
selections. Click the Help button for additional details.

EEEOE R
E00@ i

Function Type: |Feature Extraction 4 |
Algorithm: |N0n-Negaﬂve Wistrix Factarization i |
Description: Feature Extraction function:

- Create features describing data
Mon-fegative Matrix Factorization algorithm:

- Supports sparse transactional data
- Supports text data

Usage:

Mgl Feature Extraction crestes a newy set of festures by decomposing the arigingl data, A festure iz &
combingtion of sttributes in the data that is of special interest and captures impottant characteristics of the
data. Festure extraction lets you describe the data with & number of festures far smaller than the number

Activities l of arigingl dimensions (attributes).
—lij

Figure 12. Feature Extraction Step for ODM

After this method, petal length and petal width are the useful features for this dataset

that is shown in Figure 13 and decision tree was created according to this extraction.

i Activity:training i data529168072_BA; Result Viewer: TRAINING IRISZ7 11 NF || |

File  Help

r Feature r Results r Build Settings |/ Task |

Feature |1_v|

Fetch Sige: Refresh | |£| |§|

Aftribute Mame Coefficient
netal width

petal_lenght 05285243682
sepal_width 04026531659
sepal_lenght 01709734851

Figure 13. Result of Feature Extraction

As noted in Chapter 3.1 Discovery-oriented methods are divided into two as
predictive and descriptive. In this study, predictive technique is applied to find flowers’

type from decision tree which will be applied with training dataset.
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ODM provides predictive techniques of Data mining such as classification and
regression. In this study, decision tree algorithm is used for searching patterns of
Data Mining classification task. As noted earlier in Chapter 3, classification assigns
items in a collection to target classes. Its goal is to accurately predict the target class
for each instance in the dataset. ODM provides two metrics such as gini and entropy

for decision tree algorithm. In this study gini is used.

Decision tree classification model is built and tested with ODM in activity-build tab.
The randomly selected training dataset is selected as input to mining activity. Class

attribute is chosen for target value.

The decision tree model for the training data of Iris dataset defined by ODM is given

in Figure 14. The decision tree defined by ODM is shown graphically in Figure 15.

fTree rResuﬂs ’/Build seftings ’/Task ‘

Target Airiute: class

Nodes || Show Leaves Orly Show Levels: Ei |@H@Hﬁ‘
Mode D Predicate Predicted Value | Confidence ases Suppaort
= e llrigvirginica (03929 |86 10000
i netal_lenght==17 Iris-versicolor  0.5882 3 06071
! petal_lenght =108 Iris-5etnsa 1.0000 1 0.2400
] netal_lenght=0.8 [ris-versicalor —1.0000 0 03671
4 netal_lenght=1.7 Irig-virginica 1.0000 12 03829

Figure 14. The Decision Tree Model of Iris Dataset

Some of the terms in Figure 14 such as Node ID, Predicate, Predicted Value,

Confidence, Cases and Support are defined below:

37




e Predicate shows the conditional statements in the data.

e Predicted value is the names of types of iris plant which are the member of

target values.
e Confidence and support are already defined in Chapter 3. In this figure, for
instance, confidence of the node 2 is 100% that means at this case is satisfied

with this decision tree.

e Cases are the number of instances on nodes.

petal_lenght==1.7 petal_lenght=1.7

IRIS-VIRGINICA
petal_lenght==08

petal lenght=0.8

IRIS-SETOSA IRIS-VERSICOLOUR

Figure 15. Visualization of the Decision Tree

In the decision tree classification algorithm of ODM, the default settings are chosen
such calculation metric gini, maximum depth 7, minimum records in a node 10,
minimum percent of records in a node 0.05, minimum records for a split 20, and
minimum percent of records for a split 0.1. The user may change these default values

if necessary.

Figure 16-18 show the generated rules by decision tree which according to target

attribute of the data set.
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%# Rule Viewer o — - g

Thizs viewer shows the rule referenced by the selected rule id in the apply output
table. To view anather rule, zelect a newy rule id in the takle

Mode Detail

IF ]
petal_lenght == 0.8 AND
petal_lenght ==1.7

THEM
clazs equal Iriz-setoza

Confidence (%)=100.00
Support (%)=25.00

| tel | Lok |

Figure 16. Rule View for Iris-Setosa

% Rule Viewer — ﬁ

Thiz viewwer shows the rule referenced by the selected rule id in the apply output
takble. To viewy anather rule, select a newy rule id in the takle

Mode Detail

IF
petal_lenght = 0.5 AMD
| petal_lenght ==1.7

I THEM
clazz equal riz-versicolor

Confidence (%1=100.00
Support (9%1=35.71

| Help | | omi

.. — —

Figure 17. Rule View for Iris-Versicolor
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%# Rule Viewer — - lﬁ

Thiz viewer shows the rule referenced by the selected rule id in the apply outpot
table. To view ancther rule, select a newvy rule id in the takle

Mode Detail

IF
petal_lenght = 1.7

THER
clasz equal IFis-virginica

Confidence (%)=100.00
Support (3%)=39.29

[ | o]

Figure 18. Rule View for Iris-Virginica

Generated decision tree is used for applying the test data. Decision tree predicts a
target value of dataset by asking sequence questions that are generated by rules.
Performance of classification model and predictive confidence is used to decide
model is good for this dataset or not. Predictive confidence of decision tree model is
shown in Figure 19. In this study, predictive confidence is 85.45%. Predictive

confidence of ODM calculation is shown below:

Predictive Confidence = 1 - ((Error of Predict) / (Error of naive model)) (6.1)

A1 +A2+A3
N

Error of Predict = 1 (6.2)

Al is accuracy for target class 1, A2 is accuracy for target class 2, A3 is accuracy for

target class 3 and N is the number of target classes.

Error of naive model = (N —1)/N (6.3)
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File  Publizsh  Help

Predictive Confidence |/ Aocuracy |/ ROC |/ Lift |/ Test Seftings |/ Tazk |

Predictive Confidence iz uzed to measure how good the maodel is compared to & naive model. Maive Clazsification Models would
predict the most frequently occuring class value based on the build data. If a madel has a Predictive Confidence of 50%, that
means it is S30% better than a naive model.

B 2verage [ Good [ Best
Predictive Confidence: 85.45%

Figure 19. Predictive Confidence of Decision Tree Model

Accuracy presents the percentage of correct predictions made by the decision tree
model when compared with the actual values in the test data shown in Figure 20. In
this study, iris- versicolour target is correctly predicted 90.91%. Iris-setosa is correctly

predicted 100%. Iris- virginica is correctly predicted 80%.

Confusion matrix displays the number of correct and incorrect predictions in the test
data. In this matrix columns are predicted values, rows present actual values. When
looking the iris-versicolour case, model predict six of them true but others are not. It

predicts them like iris-virginica. In this case the model misclassified.
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File  Pubklizh  Help

Marme:
Average ACCUracy:

r Predictive Confidence |/ Accuracy |/ RCC |/ Lift |/ Test Setting= |/ Tazk |

"DhA4 I TE24321 563402 _M"
0903030303

Owverall Accuracy: 0825
Tatal Cost: 3
Model Perfarmance |:| Showy Cost | |:[§ |
Target Total Actuals Correctly Predicted %
Irig-getosa 19 100
[rig-versicolor 11 S90.91
[rig-virginica 10 a0

]

| Less Detail... |

Confuzion Matrix: Rowws = Actual, Columns = Predicted Showe Total and Cost

£l

Iris-s... |Iri5-ve... | Iria-vir...|TntaI |Cnrre... |C|:|St |

Itis-setosa |19

Iris-versic... U

Iris-wirginica |0

Total 14
Correct % | 100
Cost 0

1] 1] 18 100 0
10 1 11 90.91 1
2 g 10 g0 2
12 4 40

g93.33 88.89

2 1

Figure 20. Accuracy Table and Confusion Matrix of Decision Tree Model

In Figure 21 the applied data and predictions of them are shown.
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r.&pply Outpt r.&pply Settings rTask |

Apply Output Takle: iris_apply3s1 329521 _4 -
FetchSize: (100 | | Refresh | |q§
DMREFCASE_ID | class PREDICTION FROBABILITY NODE

1 Iris-setosa Iriz-setosa 1 2 Z
2 Iris-zetosa Iris-zetosa 1 2

3 Iris-setosa Iris-setosa 1 2

4 Iris-zetosa Iris-zetosa 1 2

] Iris-zetosa Iris-cetosa 1 2

] Iris-wersicolor Iris-wersicolor 1 3

7 Itis-wersicolar Iris-wersicolar 1 3 |
a Iris-vwersicolar Iris-wersicolar 1 3

] Iris-versicolar Iris-versicolar 1 3

10 [ris-versicolor Iris-versicolor 1 3

11 [ris-wersicolor Iris-wersicolor 1 3

12 Iris-wersicolor Iris-wersicolor 1 3

13 [ris-wersicolor Iris-wersicolor 1 3

14 [rig-wirginica [Fig-wirginica 1 4

14 IFis-virginica Iris-virginica 1 4

16 Iris-virginica Iris-virginica 1 4

17 [ris-virginica Iris-virginica 1 4

18 [ris-wirginica [ris-wirginica 1 4

149 [ris-wirginica [ris-wirginica 1 4

20 [ris-wirginica [ris-wirginica 1 4

Figure 21. Predictions of Decision Tree Model

Finally, generated rules and decision tree show that one class is linearly separable

from the others however the latter are not linearly separable from each other.

If the predictive confidence of dataset is enough for user of system, there can be a
desktop application with using generated rules. This application used for writing the
attributes of iris plant and finding which iris plant it is.

6.3 Application with WEKA

WEKA explorer is imported data using open file tab and choosing data set files.

Figure 22 shows the importing data to WEKA and Figure 23 shows the general

information about data.
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Freprocess | I |

Open file... .| [ OpenURl | [ openpB.. [[ Generste.. [ Lndo Ll Edik Ll save
Open
Filter g -
Nl: Look in: | Fl Desktop - ¥ il | e = Apply
Current relation X il Cornputer
Relation: Non &} ﬁ“j Metwork Mone
Instances: Mon R U ﬁ Libraries Monge
Attributes A Dido
. .. masadstd
will - i) apply
Desktop @ test
§
My Documents
(ll  Visuslize Al
; |
A
Computer
=
A File name: training.csv
MNetwark : r ,
=hnar Files of type:  [csy data fles (*.csv) )

Figure22. Import Data to WEKA

Preprocess | Classify | Cluster | Associate | Select attributes | visualize |

’ Cpen file...

|| OpenuRL..

. || openpDB.. ||

Generate... Undo

Current relation

Relation: training

Selected attribute
Mame: sepal_width

Edit...

AttributeSelection -E "weka, attributeSelection. CFsSubsetEval " -5 "weka, aktributeSelsction, BestFirst -0 1 - 5"

Type: Mumeric

Instances: 90 Attributes: 5 Missing: 0 (0%%) Distinct: 32 Unigue: 11 (12%%)
Attributes Statistic Valus
Minimum 4.3
[ All ] [ Mone l ’ Invert l ’ Pattern Maximum 70
Mean 5.924
Mao. Name StdDev 0.311
2| |sepal_lenght
3|[Cpetal_width
4] |petal_lenght r 1 = |
5": P .Class. dass (Nom) 7 Visualize Al
34 34

Remove ]

T4

Stathie

Figure 23. Visualization of Data in WEKA
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To make attribute selection for WEKA, selecting filter tab and choosing
AttributeSelection algorithm for iris data gives the selected attributes are petal width

and petal length is shown in Figure 24.

Filter
AttributeSelection -E "weka, attributeSelection, CfsSubsetEval " -3 "weka, attributeSelection. BestFirst -D 1 -1 5"

Current relation Selected attribute
Relation: training-weka. filters. supervised. attribute. AttributeSelection. .. Name: petal_width Type: Numeric
Instances: 90 Attributes: 3 Missing: 0 (%) Distinct: 35 Unique: 11 (12%)
Attributes Statistic Value
Mirimum 11
l Al ] [ Mone ] l Invert l l Pattern ] Maximum 5E
Mean 3.913
Mo. Mame StdDev 1.696
1 [l petal_width
2| |petal_lenght
3| Jclass

.Class: class (Nom) - Visualize Al

e

Remave ]

T
1.1 185 il
Status _

Figure 24. Attribute Selection for WEKA

After attribute selection for iris data in Classify section choosing the trees and

NBTree(Naive Bayes Tree) algorithm for classification of data is shown in Figure 25.
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Preprocess | Classify | Cluster I Associate | Select attributes I '\.ﬁsualize|

Classifier
) weka -
= || dassifiers Nl
1 & | bayes routput
& || functions
-- | lazy
-- | meta
-- ) mi
-- J misc
B L rules
S |, trees
—| - BFTree -
i - #¢ Dedsion5Stump 1
— = Nl
[: i
o J48
A - @ 148graft
[l - # LADTree
- LMT
.
- # RandomForest
- # RandomTree &
-4 REPTree
- 4 SimpleCart =
[ Filter... ] ’ Remove filter ] ’ Close l
Il

Figure 25. Visualization of algorithms for Classification of WEKA

After performed NBTree algorithm, only one instance is classified in correctly is
shown in Figure 26. While performing the NBTree, test option is tenfold cross-
validation which is mainly used in setting where goal is prediction. Accuracy of the
tree is 98.88%.
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Test options

(7) Use training set

(7) Supplied test set Set...
@ Cross-validation Folds |10

() Percentage split % |66

l More options. .. ]

Classifier output

(Nom) class v

Result list (right-click for options)

20:50:43 - frees.NBTree

Size of the tree : 3

Time taken to build model: 0.253econds

=== Stratified crogs-validaticn ===

=== JUMmary ===
Correctly Classified Instances 89
Incorrectly Classified Instances 1
Kappa statistic il
Mean abaclute error 0.
Root mean squared error il
Relative absclute error 3
Root relative sguared error 18
Total Number of Instances 90
=== Detailed Accuracy By Clasg ===
TP Rate FP Rate Precisio

1 0 1

0.968 0 1

1 0.018 0.971
Weighted Avg. 0.989 0.008& 0.989

=== Confusion Matrix ===

a b ¢ <--clazsified as
26 0 0| &= Iris-setoss
030 11| b=Iris-versicolor

0 0331 c=Iris-virginica

98,8889 &
11111 %
L9832
0152
0888
4363 &
8215 &%
n Recall F-Measure
1 1 1
0.968 0.984 0.9928
1 0.985 0,993
0.989 0.989 0.999

ROC Area Class

Iris-setosa
Irig-versicolor
Irig-virginica

m

Figure 26. NBTree and Confusion Matrix in WEKA

Generated NBTree is used for applying the test data. Performance

model and correctly classified instances are used to decide model is good for this
dataset or not. When model is applying to test data, test option is supplied test set. In
this section, test data is imported. Generated NBTree for test data is shown in Figure
27. Accuracy of test data is 92.5%.
predicted 90.91%. Iris-setosa is correctly predicted 100%. Iris-virginica is correctly

predicted 80%.
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Test options

(7) Use training set

(@) Supplied test set Set.

(7) Crossvalidation  Folds |10

(7) Percentage spit

% |66

Classifier output

’ Mare options...

(om) diass

Result ist (right-click for options)

20:50:43 - trees.NBTree

20:52:32 - frees NBTree

Size of the tree : 5

Time taken to build model: 0.1ls3econds

=== Evaluation on test set ===
=== Summary ===

Correctly Clagsified Instances
Incorrectly Classified Instances
Kappa statistic

Mean absolute error

Root mean aquared error
Relative absolute error

Root relative aguared error
Total Number of Instances

=== Detziled Accuracy By Clasg ===

TP Rate  FP Rate
1 0
0.909 0.089
0.8 0.033
Weighted Avg. 0.925 0.027

=== Confusion Matrix ===

a b ¢ <-- claszified a3
13 0 01| &= Iris-setosa
010 11 b= Irig-veraicolor
0 2 &1 c=Irizg-virginica

K] 82.5

3 7.5

0.882

0.0854

0.2187

14,6304 %

45,6574 &
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Precision Recall F-Measure

1 1 1
0.833 0.909 0.87
0.889 0.8 0.842
0.92¢ 0.925 0.925

ROC Area Claas
1 Irig-setoaa

0.962 Iris-versicolor
0.957 Iris-virginica
0.979

m

Figure 27. Evaluation of NBTree on Test Data

In Figure 28 the applied data and predictions of them are shown.
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Test options
() Use training set
(@ Supplied test set Set...
(™) Crossvalidation Folds |10

(™) Percentage split % |GG

[ More oplions... ]

Classifier output

(Mom) dass -

[ Start Stop

Result list (right-dick for options)

20:50:43 - frees.METree
20:52:32 - frees.METree
20:53:19 - frees.METree
22:15:20 - trees.NETree

22:15:35 - frees.METree

Time taken to build model:

=== Predictions ontest aplit

inat#,

Wooe ] & U s L R

e el el el =
A S

15

L L8 L Lo L L La R ORD R ORI ORI R R R P

actual,

:Iris-get
:Iris-get
:Iris-get
:Iris-get
:Iris-get
:Iris-wver
:Iris-ver
:Iris-wver
:Iris-wver
:Iris-wver
:Iris-wver
:Iris-wver
:Iris-wver
:Iris-wvir
:Iris-vir
:Iris-vir
:Iris-wvir
:Iris-wvir
:Iris-wvir
:Iris-wvir
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:Iris-wer
:Iris-set
:Iris-set
:Iris-set
:Iris-set
:Irig-wver
:Irig-ver
:Irig-wver
:Iris-wer
:Iris-wer
:Iris-wer
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:Iris-vir
:Iris-vir
:Iris-wir
:Iris-wir
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Figure 28. Predictions of NBTree Model

In WEKA, there are many tree algorithms such as BFTree, J48, Random Tree and

RepTree. Iris dataset is also applied to these algorithms and gained some results.

These results’ screen shots are given in Appendix A.

When BFTree algorithm is applied to training data set, correctly prediction is 96.66%.

In test data 87.5% and apply data is correctly classified 95%.

When J48 algorithm is applied to training data set, correctly prediction is 97.77%. In
test data 87.5% and apply data is correctly classified 95%.

When Random Tree algorithm is applied to training data set, correctly prediction is

98.88%. In test data 87.5% and apply data is correctly classified 95%.
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When RepTree algorithm is applied to training data set, correctly prediction is

97.77%. In test data 87.5% and apply data is correctly classified 95%.

To sum up, using different algorithms for classification in WEKA shows that also

algorithms show changes among them. NBTree algorithm is provided the best result
among for this data.

6.4 Application with R

R has a console and commands are written here. When data is imported, reading

data file is shown in Figure 29. “training” is the name of dataset.

File Edit View Misc Packages Windows Help
EEEREE
R R Conscle EI@

e

training<-read.cav("c: /users/dido/desktop/training.casv", header=TRUE)

WoOW N W WY

Figure 29. Import Data to R

R has some data mining packages. Party is the one of them and it includes

classification tree (ctree) algorithm. Package is used like command which is shown in
Figure 30.

Reei T
File Edit View Misc Packages Windows Help

EEENEEE
R R Console El@

librarv(party)

WoOoNOW N W

Figure 30. Using Data Mining Packages for R
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After initialize package, creating ctree is shown in Figure 31. Plot command is shown

the graphics of the generated tree.

RGui
File History Resize Windows
R R Console R R Graphics: Device 2 (ACTIVE) [r |- ]
>
N petal width
> p<00m
> irisct<-ctree(class~.,data=training) 19 19
> plot {irisct) = = 1.
>
. petal_lenght
> p = 0.001
>
> =16 =16
> 4]
S petal_width
> p=0.001
; <46 =46
> AN
> Node 2 (n = 26) Node 5 (n = 26) Node 6 (n=8) Node 7 (n = 30)
> 1 1 1 7 1
> 08 0.8 08 — 0.8
> 06 06 06 06
> 04 04 04 4 04
. 02 02 02 4 |[] 02
> 0 0 711 0 =71 0 =717
i Ins-setosa Ins-setosa Ins-setosa Ins-setosa

Figure 31. Ctree for R

Confusion matrix for ctree algorithm in R is created with table command is shown in

Figure 32. In this confusion matrix is said that accuracy of this tree is 96.67%.

>

R R Console

» table (predict(iri=sct),trainingsclaszs)

Iris-=setosa Iris-versicolor Iris-virginica

Iris—-=setosa 26 4] 4]
Iris-versicolor 4] 31 3
Iris-virginica 4] 4] 30

Figure 32. Confusion Matrix of ctree
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Figure 33 shows that the classification tree of training dataset. Weights means how
many data related to that leaves. In this tree again petal_width and petal_length are

the attributes of tree.

> print (iri=sct)

Conditional inference tree with 4 terminal nodes

Eeszponse: class
Inputs: sepal width, sepal lenght, petal width, petal lenght
Humber of observations: 1]
1) petal width <= 1.3; criterion = 1, statistic = £84.447
2)* welights = 26

1) petal widch > 1.8
3) petal lenght <= 1.6; criterion = 1, statistic = 43.851%8
4} petal width <= 4.6; criterion = 0.933, statistic = 14.425
5)*% weights = 26
4} petal width > 4.6
6)*% weights = &
3) petal lenght > 1.6
T1* weights = 30

Figure 33. Ctree for Training Dataset

While test data is applied to classification tree, predicted table is generated as shown

in Figure 34. In this confusion matrix is said that accuracy of this tree is 92.5%.

> table(predicted, testiclaszs)

predicted Irisz-zgetosa Iris-versicolor Iris-virginica
Irizs—-=etosa 15 0 0
Iris-ver=sicolor 0 9 1
Fris—virginica 0 b ]

Figure 34. Confusion Matrix of Test Dataset

6.5 Application with RapidMiner

RapidMiner is imported data using repositories tab and choosing import which file

type you have. Figure 33 shows the importing data to RapidMiner. While importing
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data, how the data should be parsed and how columns are separated is choosing. In
iris data columns are separated with comma. Also should define the one attribute for
class label is shown in Figure 34.

\.ﬂir' RapidMiner@Dido-PC

File Edit Process Toaols View Help
= T g
JHEHESY >~ PR Y I
< Process S
[ T R S ) =
® Operaiors @ - - Hirrocess » &~ & ~ 2 Parameters
[__ﬂ Repositaries a B % T % B
‘ & Process
E L§ Import Excel Sheet...
1 logfile D '\EE'
L§ Impont Access Database Table...
L§ Import Catabase Table.. |
L§ Import Binary File..
A 4 hidden expert paramet...
— = = Comment
Ay Problems & Log g Help
% Mo problems found @ S 9
Message Fixes Location " | | ¥
® (

Figure 35. Import Data to RapidMiner

a’ Data import wizard - Step 4 of

Ep This wizard guides you to importwour data.
/\; Step 4: RapidiMiner uses strangly typed attributes. In this step, vou can defin
attributes, defining what they can be used for by the individual operators. The
them entirely.

[ % Reload data l [ {?E_i) Guessvalue types l Preview uses only first 100 rows.

[sepal_width”sepal_lengr”petal_width ”petal_lenghi”class ]
[real v][real '][real '][real v][pulynn... "']
“attribute] "][[attribute] v][[attribute] vH[attribute] "H[aﬂribute] "]
5100 3.5800 1.400 0.200 attribute 0
4,800 3 1.400 0.200
4.700 3.200 1.300 0.200 id
4.600 2100 1.500 0.200 weight
5 3,600 1.400 0.200 hatch
cluster
5.400 3.8900 1.700 0.400 .
predictic
4 6500 3.400 1.400 0.300 outlier £9
a 2.400 1.500 0200 Irs-setosa
4.400 2.800 1.400 0.z200 Iris-setosa
4.900 3.100 1.500 0.100 Iris-setosa

Figure 36. Select Which Attributes is Class
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RapidMiner provides some tree induction algorithms and decision tree is one of them.
Iris data is applied to decision tree algorithm in RapidMiner is shown in Figure 35. In
this decision tree classification algorithm settings are chosen such calculation metric
gain ratio, minimal size for split 4, minimal leaf size 2, minimal gain 0.1, maximal
depth 20 and confidence is 0.25. Generated decision tree model is shown in Figure
36.

& Overview o Process = XML =3 Parametens
@ -t 5 rocess g-piiEd- e n §-
' ' Decision Tree
trilarian gain_ralio v
) {m
((na  Minimal sze fr sp.|4 J

i Repasiones Redr i ..

E Operalors q o J) minimal leafsize |2 l
¢~ | |@ » ¥ LI nlice ] | : |
E L) Process Control (34) A {= 0 b minimsal gain i}

B L) Uslity {359 d m p

B L) Reposiony Access (2) o maximal depth 20 l
B ) Iwpod (24)

& L) Expest{17) confidente 0.25 |

B L) Data Transformaton (113)

£ i Modeling (118)

G Classification and Regrass

& L) Lazy Modeling (2)

& 1) Bapesian Modelng (1)

= o Tree Induchion ()
LIeCision

Decision Trae (Wil

o Dacision Trae e

Figure 37. Decision Tree for RapidMiner

=7 Result Overvievr ) Tree (Decision Tree)

P

(@) Graph view () TextView () Annotations

Zoom
6@ 69 :petal_width
Mode
= 2600 = 2.600
a

(b ) —
ree - | petal_widih |

Mode Labels > 4.750 = 4.750

Edoge Labels "

~4
Iris-wirginica Iris-versicolor
Save Image. . [ —

Help

Figure 38. The Decision Tree Model of IRIS Dataset
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To show performance of the data in RapidMiner, apply model and the performance

are linked to generated decision tree. In Figure 37 shows the relation with each other.

= Process Z| ML
& ~ ~ 1+ &iProcess » g~ E S~
Retrieve
inp [ @ out [}
L
e /A
Decision Tree Apply Model Performance
{tra P mod [} ] mod lab [} { 1ab @ per [}
x';’" exa ::I ( unl 7| mad :1 EC per \_J‘i{) exd :1
& a a

Figure 39. Visualization of Main Process of Decision Tree

In matrix rows are predicted values, columns present actual values in Figure 38.
When looking the iris-virginica case, model predict 33 of them true but one is not. It

predicts them like iris-versicolor. Accuracy of model is 98.89%.

% Result Ovenview 1’{, Performancelectar (Peformance) Ij ExampleSet {fmpartitraining) "-;-" Tree (Decision Tree)
TablePlotView () TextView () Annotations [= ]
Ctrion Selector Mulclass Classification Performance () Annotations mé

Tahle View () PlotView

accuracy: 98.99%
trug Iris-setosa true Iis-versicalaor trug Irig-virginica tlazs precision
pred. Irs-setosa 26 0 0 100.00%
pred. Iis-versicolor 0 a0 0 100.00%
pred. Iris-virginica 0 1 K] 87.06%
tlass recall 100.00% 86.77% 100.00%

Figure 40. Classification Performance of Decision Tree
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Generated decision tree is used for applying the test data. Performance of
classification model and correctly classified instances are used to decide model is
good for this dataset or not. When model is applying to test data, test set is linked to
apply model. In this section, test data is imported. Generated decision tree for test
data is shown in Figure 39. Accuracy of test data is 87.5% is shown in Figure 40. In
this study, iris- versicolour target is correctly predicted 87.5%. Iris-setosa is correctly
predicted 100%. Iris- virginica is correctly predicted 69.23%.

Retrieve
b - out [ g 1ab e per [
a 'EJ ¢ per % exa [}
a
Decision Tree Apphr Mocdel
{: tra ™y miod :I ( mod  — lab :I
a exa [ { uni w mod [
& a8
Retrieve (2)
% out [
6 L
Figure 41. Applying Decision Tree to Test Data
Multiclass Classification Performance () Annotations Iﬁ q‘%
Table View FlotWiew
accuracy: 87.50%
true Iris-zetosa true Iris-versicolor true Iris-virginica class precision

pred. Iris-setosa 14 0 0 100.00%
pred. Iris-versicalor 0 i 1 87.480%
pred. Iris-virginica 0 4 g £3.23%
tlass recall 100.00% fi3.64% 90.00%

Figure 42. Classification Performance for Test Data
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6.6 Comparison of Data Mining Techniques

Data mining techniques may be compared with sensitivity, specificity and

classification accuracy.

Sensitivity measures the proportion of actual positives which are correctly identified.
Specificity measures the proportion of negatives which are correctly identified. To
calculate these measures, some terms also have. TP means true positive items that
correctly classified. TN means true negative items correctly classified. FN means

false negative items correctly classified and FP means false positive items correctly

classified.
o TP

Sensitivity = . (6.1)
e TN

Specificity = PP (6.2)

The classification accuracy depends on the number of samples correctly classified.

TP+TN

total number of items

Accuracy = * 100 (6.3)
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7. DISCUSSION OF THE RESULTS

In the thesis, Oracle Data Miner, WEKA, R, RapidMiner and ToolDiag tools have
been used for comparison. In Oracle Data Miner, decision tree with gini metric is
applied. In WEKA, NBTree algorithm is applied. In R, ctree algorithm is applied. In
RapidMiner, decision tree with gain ratio metric is applied. All tools give different
results for same dataset. In Table 2 shows that their sensitivity, specificity and

accuracy of models.

Table 2 — Comparison of Data Mining Software Tools

2 © = 2 g2 Accuracy
= = < = = = < =
Software Method £ f:—) S E £ E S :E of Test
Tools S g O - O S g 0 —~ © |Data
SE5a| 838 |8S85g| 86
R ) = N = v
Decision Tree
ORACLE (gini) 96.4% 97.3% | 91.6% | 90.3% | 92.5%
WEKA NBTree 99.4% 97.3% | 98.92% | 90.3% | 92.5%
R Ctree 98.3% 96.6% | 96.9% | 90.6% | 92.5%
Decision Tree
RapidMiner (gain ratio) 99.4% 94.4% | 98.9% | 85.5% |87.5%

There are a few points to be added for the sake of discussion.

First of all, the decision tree algorithms of software tools are not exactly the same.

Thus results may have some effects.

The accuracy drop that appears in RapidMiner might be eliminated or reduced by

playing with the default values of the gain ratio.

The software tools might also be compared according to their usability, efficiency and

GUI capabilities.
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Even for decision tree algorithms the results may differ. In order to show this different
WEKA algorithms are applied on the same data. The results are given as Appendix A

for comparison.

In addition to this study, larger data set available about heart disease is also applied

but it is not in thesis because of timeless and insufficient data information about it.

The last but not the least point is to make the comparison using different training and

test data instances to see the differences.
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8. SUMMARY AND CONCLUSIONS

8.1 Summary

In this study, knowledge discovery and data mining topics are elaborated and their
interrelationships are defined. Classification that is a predictive technique of data
mining is used to compare the data mining tools and their algorithms. There are
many tools for data mining and many algorithms for them. ORACLE Data Miner,
WEKA, R, RapidMiner and ToolDiag are applied on the IRIS data set and predictions

are gained from decision trees.

8.2 Conclusions

The IRIS dataset has 4 attributes that contains sepal and petal details for types of iris
plant. By applying classification techniques on this dataset some predictions can be
gained for IRIS plant. IRIS dataset is available free and it is commonly used for

comparison.

8.3 Extension of the Study

In the thesis a sample dataset known as IRIS dataset is treated using the several
data mining tools to be able to get some experience in using professional software on
the topic and making comparison among them.

As an extension of the thesis, these tools will be applied on a larger data set
available about heart disease which is also taken from UC Irvine Machine Learning

Repository. It has 303 instances named “Cleveland Dataset” and has 14 attributes.

The real objective of this study is after testing other algorithms, to apply the result on

the real heart disease data that may be obtained in the Baskent University Hospitals.
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APPENDIX A

Different WEKA Algorithm Applications

Results for BFTree

=== Confusion Matrix

a2 b o <—- classified as

19 0 0| a = Iris-setosa
0 7 4| b= Iris-versicolor
0 1 8| c=Iris-virginica

Test options Classifier output
() Use training set === Summary ===
() Supplied test set Set...
Correctly Classified Instances a7 96.6667 %
@ Cross-validation  Folds |10 Incorrectly Classified Instances 3 3.3333 %
() Percentage split % |66 Kappa statistic 0.9433
Mean absolute error 0.0264
[ CEET RIS ] Eoot mean sgquared error 0.1202
Relative absclute error 5.9804 %
(MNom) dass - l Root relative sguared error 25.5408 %
Total Number of Instances a0
=== Detailed Accuracy By Claszs ===
Result list (right-dick for options) ¥Ry
13:43:15 - trees.BTree TP Rate FP Rate Precision Recall F-Measure ROC Area Class
13:50:37 - trees.BFTree 1 a 1 1 1 1 Tris—setosa
13:31:03 - trees. 148 0.968 0.034 0.938 0.968 0.952 0.98 Iris-versicolor
0.93% 0.018 0.969 0.939% 0.954 0.988 Iris-virginica
Weighted Avg. 0.967 0.018 0.967 0.947 0.987 0.989
=== Confuzion Matrix ===
a b c <-— classiiied as
26 0 0| a = Iris-setosa
030 1| b= Iris-versicolor
0 231 | e =Iris-virginica
Test options Classifier output
() Use training set === Summary ===
() Supplied test st Set.
Correctly Classified Instances 35 87.5 %
(@) Cross-validation  Folds |10 Incorrectly Classified Instances 5 12.5 %
() Percentage split o |66 Kappa statistic 0.8041
Mean absolute error 0.0858
[ CETSLRTTEE ] Root mean squared error 0.2821
Relative absolute error 19.0329 3
(Mom) dass - l Root relative squared error 58.8933 &
Total Number of Instances 40
=== Detailed Accuracy By Claszs ===
Result list (right-click for options) ¥Ry
13:49:15 - trees BFTree TF Rate FP Rate Precision Recall F-Measure ROC Zrea Class
1 a 1 1 1 1 Iris-setosa
13:51:03 - trees. 148 0.636 0.034 0.875 0.636 0.737 0.92 Iris-versicolor
0.9 0.133 0.892 0.9 0.783 0.883 Iriz-virginica
Weighted Awg. 0.875 0.043 0.889 0.875 0.873 0.949
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Results for J48

Test options

(71 Use training set

Classifier output

=== Summary ===

=== Confusion Matrix

a b © <«-- classified as

19 0 0| & = Iris-getosa

0 7 4| b= Iris-versicolor
0 1 9| c = Iris-virginica

() Supplied test set Set...
Correctly Classified Instances g8 97.7778 %
Cross-validation  Folds |10 Incorrectly Classified Instances 2 2.2222 %
(©) Percentage split o, |66 Kappa statistic 0.9665
Mean absolute error 0.0221
[ fcntion= ] Root mean squared error 0.1227
Relative absclute error 4.9355 %
(Nom) dass - Root relative sguared error 26.0593 %
Total Number of Instances a0
Result list {right-dick for options) === Detailed hecuracy By Class ===
13:49:15 - trees.BFTree TP Rate FP Rate Precision Recall F-Measure ROC ZArea Class
13:50:37 - trees.BFTree 0.962 a 1 0.962 0.98 0.981  Iris-setosa
LA e 0.968 0.017 0.968 0.968 0.968 0.967  Iris-versicolor
1 0.018 0.971 1 0.985 0.983 Iris-wirginica
Weighted Awvyg. 0.978 0.012 0.978 0.978 0.978 0.977
=== Confusion Matrix ===
a b o <-- claszified as
25 1 0| a = Iris-setosa
030 1| b= Iris-versicolor
0 033 | c = Iris-virginica
Test options Classifier output
Use training set === Summary ===
(@) Supplied test set Set...
Correctly Classified Instances 335 87.5 3
Cross-validation ~ Folds |10 Incorrectly Classified Inatances 5 12.5 %
Percentage split o |66 Kappa statistic 0.28041
Mean absolute error 0.0858
[ SIS ] Root mean squared error 0.2821
Relative absolute error 19.0329 %
{Nom) dass - ] Root relative sguared error 58.8933 %
Total Number of Instances 40
Result list (right-click for options) === Detalled hccuracy By Class ==
13:45:15 - trees.BFTree TP Rate FP Rate Precision Recall F-Measure ROC Area Class
13:50:37 - trees.BFTree 1 0 1 1 1 1 Tris-setosa
13:51:03 - trees. 143 0.636 0.034 0.875 0.636 0.737 0.92 Iris-versicolor
0.9 0.133 0.692 0.9 0.783 0.883 Iris-virginica
Weighted Avg. 0.875 0.043 0.889 0.873 0.873 0.94%9
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Results for RandomTree

Test options

Classifier output

() Use training set

=== Summary ===

=== Confuzion Matrix ===

<-- clagaified as

a b c
19 0 0] & = Iris-setosa

0 7 4| b= Iris-versicolor
0 1 9| ¢ =Iris-virginica

) Supplied test set Set...
Correctly Classified Instances 4] 95.8889 %
Cross-validation  Folds |10 Incorrectly Classified Instances 1 1.1111 %
(7 Percentage split % |66 Kappa statistic 0.9832
- Mean absclute error 0.0074
[ SIS ] Root mean squared error 0.0861
Relative absolute error 1.6726 %
{Nom) dass - Root relative sguared error 18.2808 %
Total Number of Instances a0
=== Detailed RAccuracy By Class ===
Result list {right-dlick for options) ¥R
13:43:15 - trees.BFTres TP Rate FP Rate Precision Recall F-Measure ROC Area Class
13:50:37 - trees.BFTree 1 0 1 1 1 1 Iris-setosa
13:5L:03 - frees. 143 0.968 0 1 0.968 0.984 0.984  Iris-versicolor
2'995'48 = 1 0.018 0.971 1 0.985 0.991  Iris-virginica
2.2 = s HREs S ANNGRIeS Weighted Avg.  0.989 0.006 0.989 0.989 0.989 f.991
=== Confuzicn Matrix ===
a b c <-- classified as
26 0 0| & = Iris-setosa
030 11| b= Iris-versicolor
0 033 | c = Iris-virginica
Test options Classifier output
(0) Use training set === Evaluaticn on test set ===
@ Supplied test set Set... === Summary ===
() Cross-validaton  Folds |10 Correctly Classified Instances 35 87.5 ]
(7 Percentage split % |66 Incorrectly Classified Instances 5 12.5 %
- Kappa statistic 0.8041
[ Slocesontiogs ] Mean absolute error 0.0833
Root mean sguared error 0.2887
(Nom) dass - Relative absolute error 158.4891 %
Root relative sgquared error 60.2589 %
Stop Total Number of Instances 40
Result list (right-dlick for opti
=T : s === Detailed Accuracy By Class ===
13:49:15 - trees.BFTree
13:50:37 - frees.BFTree TP Rate FP Rate Precision Recall F-Measure ROC Area Class
13:51:03 - trees. 148 1 ] 1 1 1 1 Iris-setosa
ij':i"l‘é'gees';“sd . 0.636 0.034 0.875 0.636 0.737 0.801  Iris-versicolo
:54:19 - frees.RandomTree
0.9 0.133 0.892 0.9 0.783 0.883 Iris-virgini
13:54:47 - frees.RandomTree i rls-virginica
Weighted Avg. 0.87% 0.043 0.889 0.875 0.873 0.918
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Results for RepTree

Test options Classifier output
(™) Use training set === Summary ===
(™) Supplied test set Sek...
Correctly Classified Instances =t-} 97.7778 %
Cross-validation ~ Folds |10 Incorrectly Classified Instances 2 2.2222 %
() Percentage split o, |65 Kappa statistic 0.9665
- Mean absolute error 0.027
[ SR Root mean squared error 0.1142
Belative absolute error 8.0983 %
(Mom) dass ] Root relative sguared error 24.2644 %
Total Number of Instances 30
=== Detailed & By C1 ===
Result list (right-click for options) aLse CEREREY BY 33
13:45:15 - trees BFTree TP Rate FP Rate Precision Recall F-Measure ROC Area Class
13:50:37 - trees.BFTree 1 a 1 1 1 1 Iris-setosa
13:5L:03 - frees. 148 0.968 0.017 0.968 0.968 0.968 0.995  Iris-versicolor
E'gi'ﬁ':ees';“sd . 0.97 0.018 0.97 0.97 0.97 0.995  Iris-virginica
:54:19 - trees.RandomTree .
47 - trees RandamTres Weighted Awg. 0.978 0.012 0.978 0.978 0.978 0.99&
- trees.REFTree
=== Confusion Matrix ===
a b c <-- classified as
26 0 0O | a = Iris-setosa
030 1| b= Iris-versicolor
0 132 | c = Iris-virginica
Test options Classifier output
() Use training set === Summary ===
(@) Supplied test set Set
Correctly Classified Instances 33 87.5 %
() Cross-validation  Folds |10 Incorrectly Classified Inatances 5 12.5 H
(") Percentage split o |66 Kappa statistic 0.8041
Mean absolute error 0.0858
’ OERTTES Root mean squared error 0.2821
Belative absolute error 19,0329 %
‘{Nom} dass Boot relative aguared errcr SB.E933 %
Total Hurmker of Instances 40
=== Detailed Accuracy By Class ===
Result list {right-dlick for options) vy
13:49:15 - trees.BFTree TP Rate FP Rate Precision Recall F-Measure ROC Area Class
13:50:37 - trees.BFTree 1 0 1 1 1 1 Iris-setosa
13:51:03 - trees 143 0.636  0.034 0.875  0.636  0.737 0.92  Iris-versicoler
E':i'ﬁ'gees';“sd . 0.9 0.133 0.692 0.9 0.783 0.883  Iris-virginica
15419 - trees, RandomTree
Weighted Rwvg. 0.875 0.043 0.889 0.875 0.873 0.9449

13:54:47 - trees.RandomTree
13:55:13 - trees, REPTree
+35 - trees.REPTree

=== Confusion Matrix ===

a b c© < classified as

1 0 01| &= Iris-setosa

0 7 4| b =Iris-versicolor
0 1 8| c=Iris-virginica
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