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ABSTRACT

In flexible manufacturing systems (FMS), deadlocks occur due to shared resources
and lead to catastrophic results. Petri nets have been widely used as a modeling and design
tool for the study of deadlock problems in FMSs. In this thesis, a Petri net based divide and
conquer method is proposed for the synthesis of liveness enforcing supervisors (LES) in
FMSs. To deal with deadlocks in a complex Petri net model (PNM), the use of reachability
graph (RG) is unmanageable. To overcome this problem, in the method proposed in this
thesis, the Petri net model is divided into small connected sub-nets. Then, a LES is
computed for the original PNM by using these sub-nets. The proposed method is generally
applicable, very effective and straight forward although its off-line computation is of
exponential complexity in theory. Examples are provided to show the applicability of the
proposed method.

Keywords: Flexible Manufacturing Systems, Deadlock Prevention, Petri nets.



ESNEK URETIM SiSTEMLERINDE CANLILIK SAGLAYICI GOZETICIiLERIN
SENTEZLENMESI iCiN PETRi AGI TEMELLI BOLVE KAZAN METODU

Rabiu Saleh ZAKARIYYA

Yiiksek Lisans Tezi — Elektrik ve Bilgisayar Miihendisligi

Haziran 2014

Tez Danigsman: Prof. Dr. Murat UZAM

(0Y/

Esnek iiretim sistemlerinde (Flexible Manufacturing Systems — FMS) koérdiigiimler
paylasilan kaynaklar nedeniyle ortaya ¢ikar ve feci sonuglara yol agarlar. Petri aglart FMS’
lerde kordiigiim problemlerini ¢alismak i¢in yaygm olarak kullanilan bir modelleme ve
tasarim aracidir. Bu yiiksek lisans tezinde, FMS’ lerde canlilik saglayici denetgilerin
sentezi (LES) igin Petri ag1 temelli bir b6l ve kazan yontemi 6nerilmistir. Karmasik bir
Petri agi modelinde (Petri net model — PNM) kordiigiim problemleriyle basa ¢ikmak igin,
ulagilabilirlik grafi (RG) kullanim1 miimkiin degildir. Bu sorunun istesinden gelmek igin,
bu tezde Onerilen yontemde, Petri ag1 modeli, kii¢lik bagli alt aglar1 boliiniir. Sonra, LES bu
alt-aglar1 kullanarak orijinal Petri agi modeliigcin hesaplanir. Her ne kadar Onerilen
yontemin c¢evrim dig1 (0ff-line) hesaplanmas: teorisi olarak tstel karmasikliga sahip olsa
dadnerilen ydntem uygulanabilir, ¢cok etkili ve kolay anlasilirdir. Onerilen ydntemin
uygulanabilirligini gdstermek i¢in baz1 6rnekler sunulmustur.

Anahtar Kelimeler: Esnek Uretim Sistemleri, Kordiigiim Onleme, Petri aglari.
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CHAPTER 1

INTRODUCTION

A flexible manufacturing system (FMS) is an automated manufacturing system that
produces parts in many sequences of operations using limited number of shared resources
which includes machines, robots, fixtures and buffers. The flexibility of an FMS depends
on an automated programmable transportation system linking the workstations and on a
complex computer control supervision processes activities, transfer of operations,
information channel, and so on. As a result of shared resources, the system may enter into a
deadlock. Deadlocks are undesirable situation in a resource allocation system. Their
occurrence implies the stoppage of the whole or partial system operation. In a production
system, deadlocks and related blocking phenomena often cause unnecessary costs such as
long downtime and low utilization of some critical and expensive resources, and may lead
to catastrophic results in highly automated systems, e.g., semiconductor manufacturing
systems. Therefore, it is necessary to develop an effective control policy to make sure that
deadlocks never occur in these systems [1]. There are four necessary conditions for a
deadlock to occur [2], known as the Coffman conditions:

1. Mutual exclusion condition: a resource can only get involved in one process at a
time.

2. Hold and wait condition: processes (operation) already holding resources may
request new resources.

3. No preemption condition: no resource can be forcibly released from a process
holding it, when processing is under progress and resources can be released only by

the explicit action of the process.
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4. Circular wait condition: two or more processes form a circular chain where each

process waits for a resource that the next process in the chain holds.

A deadlock will never occur if one of these conditions is not satisfied. The physical
characteristics and technical background of an FMS which is a discrete event system, show
that the first three deadlock conditions always hold and any method which guarantees that
the fourth condition (the circular wait) does not hold, is a valid solution to tackle problem
of deadlock in FMS [3].

1.2 DEADLOCK HANDLING STRATEGIES

To deal with a deadlock problems in FMS, there are mainly three approaches [4, 5]:
deadlock detection and recovery [2, 6], deadlock avoidance [7, 8] and deadlock prevention
[5, 10 and 22].

1.2.1 Deadlock detection and recovery approach

A deadlock detection and recovery approach permits the occurrence of deadlocks.
When a deadlock occurs, it is detected and then the system is put back to a deadlock-free
state, by simply reallocating the resources. The efficiency of this approach depends upon
the response time of the implemented algorithms for deadlock detection and recovery. In
general, these algorithms require a large amount of data and may become complex when

several types of shared resources are considered [1].

1.2.2 Deadlock avoidance approach

In deadlock avoidance, at each system state an on-line control policy is used to
make a correct decision to proceed among the feasible evolutions. The main purpose of this
approach is to keep the system away from deadlock states. Aggressive methods usually

lead to higher resource utilization and throughput, but do not totally eliminate all deadlocks

Meliksah Universitesi, Turkey, M.Sc. Thesis, 2014 Rabiu S. Zakariyya
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for some cases. In such cases if a deadlock arises, suitable recovery strategies are still
required [1].

1.2.3 Deadlock prevention approach

Deadlock prevention is considered to be a well-defined problem in DES literature.
It is usually achieved by using an off-line computational mechanism to control the request
for resources to ensure that deadlocks never occur. The goal of a deadlock prevention
approach is to impose constraints on a system to prevent it from reaching deadlock states.
In this case, the computation is carried out offline in a static way and once the control
policy is established, the system can no longer reach undesirable deadlock states. A major
advantage of deadlock prevention algorithms is that they require no run-time cost since
problems are solved in system design and planning stages. The major criticism is that they
tend to be too conservative, thereby reducing the resource utilization and system

productivity [1].

1.3 TOOLS USED IN HANDLING DEADLOCK IN FMS

Digraphs, Automata and Petri nets are major mathematical tools to investigate
deadlock problems in FMSs. Recent decades have seen that Petri nets are increasingly
becoming an important, popular and fully-fledged mathematical model to provide solutions
to the issues. There are three criteria to evaluate and design a liveness-enforcing Petri nets
based supervisor for an FMS to be controlled, which takes the form of monitors sometimes
called control places that can be regarded as the intervention from human being or other
external agencies. The criteria include behavioral permissiveness, computational

complexity and structural complexity [9].

A maximally permissive supervisor implies that all legal states in the sense of
deadlock control in a plant to be controlled are reachable in the controlled system, which,
from the productivity point of view, usually leads to high utilization of system resources. A
deadlock control algorithm with low computational complexity usually means that the

calculation of its corresponding supervisor is tractable and that it can potentially be applied

Meliksah Universitesi, Turkey, M.Sc. Thesis, 2014 Rabiu S. Zakariyya
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to the real-world systems. Structural complexity of liveness-enforcing supervisor is
referred to as the number of monitors as well as related arcs in the supervisor. A supervisor
with a small number of monitors can always decrease the hardware and software costs in

the stage of model checking and verification, and control validation and implementation

[9].

In general, it is difficult or even impossible, given a real world system, to find a
maximally permissive, yet computational efficient, supervisor with a minimal number of
monitors. A trade-off among behavioral permissiveness, structural complexity, and
computational tractability is usually adopted. For example, siphon-based deadlock
prevention approaches that do not depend on a partial or complete state enumeration cannot
in general lead to a maximally permissive supervisor. On the other hand, most deadlock
prevention approaches, existing in the literature that can derive maximally permissive
liveness-enforcing supervisors expressed by a set of monitors depend on a complete

marking enumeration except for some net subclasses at special initial markings [9].

In this thesis, we focus on deadlock prevention approach. In dealing with a
deadlock prevention policy in FMS, Petri nets are widely used due to their properties such
as liveness, boundedness, deadlock freeness and conservativeness. The analysis of Petri
nets are mostly categorized into two techniques: structural (SA) analysis and reachibility
graph (RG) analysis. The works found in [5, 10] make use of the structural analysis of Petri
nets for enforcing liveness on FMS by adding control places (monitor) and related arcs to
the plant net model. Some methods based on RG analysis are proposed in [11-12]. The
problem with these methods is that when dealing with large Petri net models, the RG
analysis becomes difficult and time consuming due to “state explosion problem”. To
overcome this problem, an efficient method based on the first met bad marking (FBM) is
proposed in Chen et al. [13]. It is an expensive method that requires high computational
cost in obtaining the optimal solution to the deadlock prevention problem. Therefore, to
provide a solution to the deadlock prevention problem for a complex FMS as in [14], the

net model is divided into smaller sub-nets and then control places are computed easily.

Meliksah Universitesi, Turkey, M.Sc. Thesis, 2014 Rabiu S. Zakariyya
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1.4 THESIS OBJECTIVE

The objective of this thesis is to propose a Petri net based divide and conquer
method for the synthesis of liveness enforcing supervisors (LES) in FMSs. To obtain the
LESs from a very big PNM is not an easy task. In this thesis, to ease this problem the PNM
of a system is divided into small connected subnets. Each connected subnet prone to
deadlock is then used to compute the LES for the original PNM. The proposed method
makes it possible to compute monitors for PNMs with very big RGs, for which traditional
RG based deadlock prevention methods [14, 15] cannot be used due to very hard

computation load.

The remainder of this thesis is organized as follows. Chapter 2 is the introduction
and basics of Petri nets followed by the definition of some terms and properties of Petri net
with examples. Chapter 3 provides the implementation of the proposed method with an
illustrative FMS example prone to deadlocks. Chapter 4 considers two application

examples. Chapter 5 gives the conclusions.

Meliksah Universitesi, Turkey, M.Sc. Thesis, 2014 Rabiu S. Zakariyya



CHAPTER 2

BASICS OF PETRI NETS

This chapter focuses on the basics, structural and behavioral properties of Petri nets
[1, 6, and 16] such as liveness, boundedness, safeness, conservativeness and reversibility.
The reachability graph analysis of Petri nets, Petri net reduction rule, redundancy test and
computation of monitors are considered. Finally, modeling of an FMS with Petri net
structures such as sequence, concurrency, conflict and synchronization are explained in this

chapter.

2.1 INTRODUCTION

A Petri net is a directed bipartite graph. It consists of two components: a net
structure and an initial marking. A net (structure) contains two sorts of nodes: places and
transitions. There are directed arcs from places to transitions and directed arcs from
transitions to places in a net. Places are graphically represented by circles and transitions
by boxes or bars. A place can hold tokens denoted by black dots, or a positive integer
representing their number. The distribution of tokens over the places of a net is called a
marking that corresponds to a state of the modeled system. The initial token distribution is

hence called the initial marking [1].

2.2 BASIC STRUCTURAL PRORERTIES OF PETRI NETS

Definition 2.1. A Petri net [1, 16] in terms of structure, is a 4-tuple N = (P, T, F, W), where
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P={pl, p2, ..., pa} is a finite set of places represented by circles, where a > 0, and
T={t1, 12, ....., tb} is a finite set of transitions represented by bars or boxes, where b > 0.

F < (P xT)u (T xP)isaflow relation of the net with directed arcs represented by arrows
connecting places to transitions or transitions to places.

W: (P x T) U (T x P) is a mapping of N called the weight of an arc, i.e. W(x, y) > 0 iff (x,
y) € F, and W(x, y) = 0 otherwise, where x,y € PUT.

Example 2.1. Fig. 2.1 shows a Petri net with P = {p1, p2, p3, p4}, T = {t1, 12, 13, t4}, F =
{(p1, 1), (13, p1), (P2, 12), (t1, p2), (P3, t3), (12, p3), (P4, 12), (13, p4), (p2, 14), (t4, p4)},
W(p1, t1) = W(t3, p1) = W(p2, t2) = W(t1, p2) = W(p3, t3) = W(t2, p3) = W(t3, p4) = W(p2,
t4) = W(t4, p4) = 1, and W(p4, t2) = 2. It is clear that the net is not ordinary because of the
multiplicity of arcs (p4, t2).

tl

\ 4

t4

p3

t3

Fig. 2.1. A simple Petri net.

Definition 2.2. A marking M of a Petri net N is a mapping from P to N. M(p) denotes the
number of tokens in place p. A place p is marked by a marking M iff M(p) > 0. A subset S

< P is marked by M iff at least one place in S is marked by M. The sum of tokens of all

Meliksah Universitesi, Turkey, M.Sc. Thesis, 2014 Rabiu S. Zakariyya
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places in S is denoted by M(S), i.e., M(S) =X.,es M(P), S is said to be empty at M iff M(S) =
0. (N, Mo) is called a net system or marked net and Mo is called an initial marking of N.
Example 2.2. In Fig. 2.1, the initial marking Mo = (2 0 0 1) " which shows that only p1 and
p4 are marked.

Definition 2.3. Fort € T, p € ‘tis defined as input place of t and p € tis defined as
output place of t. For p € P, t € “pis defined as input transition of pand t € p” is defined
as output transition of p.

Definition 2.4. Anet N = (P, T, F, W) with anode by x € PU T. preset of x is defined as
x={y € P UT|(y, x) € F}, while the postset of x isdefinedasx’={y € P UT|(x,y) €
F}. For an extended node, the set of nodes are defined as follows: given X €P U T, X =
UxeX ™ and X" = UxeX *. Also "X is defined as the preset of "X and X defined as the
postset of X".

Example 2.3. In Fig. 2.1, we have ‘t1 = {p1}, t2={p2, p4}, t2°= {p3}, t3°= {p1, p4}, ‘p3 =
{t2}, p3" = {13}, 'p4 = {t3, t4} and p4" = {t2}. let S = {p3, p4}. Then 'S = "p3 U 'p4 = {12,
t3, t4} and S* = p3° U p4” = {t2, t3}. It is easily seen that max,,. = 2 and vp € P|{p4},

maxp. = 1. pl is an input place of transition t1 and output place of t3.

Definition 2.5. A transition t € T is enabled at a marking M iff vp € °t, M(p) > W(p, t).
This fact is denoted by M[t >. Firing it yields a new marking M’ such that vp € P, M'(p) =
M(p) — W(p, t) + W(t, p), as denoted by M[t > M’. M is called an immediately reachable
marking from M. Marking M" is said to be reachable from M if there exists a sequence of
transitions ¢ = totstz...tn and markings M1, Mz, ---, and M, such that M[to > Mi[t1 > M>
--Mp[tn > M" holds. The set of markings reachable from M in N is called the reachability
set of Petri net (N, M) and denoted by R(N, M).

Example 2.4. In Fig. 2.2, t1 is enabled at initial marking Mo = 2p1+ p4 since «t1 = {p1} and
Mo(pl) =2 > W(pl, t1) = 1. Firing t1 leads to M1 with M1(p1) = Mo(pl) — W(p1, t1) + W(t1,

Meliksah Universitesi, Turkey, M.Sc. Thesis, 2014 Rabiu S. Zakariyya
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pl) = 1, M1(p2) = Mo(p2) — W(p2, t1) + W(t1, p2) = 1, M1(p3) = Mo(p3) — W(p3, t1) +
W(t1, p3) =0, and M1(p4) = Mo(p4) — W(p4, t1) + W(t1, p4) = 1.

Fig. 2.2. The reachability graph of net (N, Mo) shown in Fig. 2.1.

At marking My, both t1 and t4 are enabled. Firing t1 at M1 leads to M. Firing t4 at
M leads to Ms. Only t1 is enabled at Ma. After t1 fires at Ms, it leads to Ma. At My, only t4
is enabled. Firing it leads also to Ms. After t4 fires at My, it leads to Ms, after t2 fires at Ma,
it leads to Me, after t3 fires at Mg, it leads to My, after t1 fires at My, it leads to Mg, after t4
fires at Mg, and it leads to M. The reachability set of the net in Fig. 2.2 is R(N, Mo) = {Mo,
M1, M2, M3z, M4, Ms, Mg, M7, Mg, Mo}, Where Mo = 2pl + p4, M1 = pl+ p2+ p4, M = 2p2+
p4, M3 = pl+2p4, M4 = p2+2p4, Ms = 3p4, Ms = p3, M7 = p1 + p4, Mg = p2 + p4, and Mg =
2p4. Note that at markings Ms and Mg, no transition is enabled. Therefore these states are

deadlock states.

Definition 2.6. A pure net N = (P, T, F, W) can be represented by its incidence matrix [N],
where [N] is a |P| x [T| integer matrix with [N](p, t) = W(t, p) — W(p, t). For a place p
(transition t), its incidence vector, a row (column) in [N], is denoted by [N](p, -) (IN](-, 1)),
or [N] = [N]* — [N] —. Where, [N]* = W(t, p) and [N] = W(p, t) is called input and output

incidence matrix.

According to the definition, it is easy to see the physical meanings of an element in

an incidence matrix of a Petri net N. Specifically, [N](p, t) indicates that p receives (loses)
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I[N](p, t)| tokens if [N](p, t) > 0 ([N](p, t) < 0) after t fires. The number of tokens in p does
not change if [N](p, t) = O after t fires. Vector [N](p, ) shows the token variation in p with
respect to the firing of each transition once in the net N.

Example 2.5. In Fig. 2.1, the input and output incidence matrices are;

0010 100 0
Np=|t 0 0 Ol =[O0 1 01
0100 0010
00 1 1 020 0

Therefore, the incidence matrix [N] is

_ 1 -1 0 -1|p2

N1 =[N]*—[N] =
[N] = [N]"—[N] 0 1 -1 olp3
0o -2 1 11 p4

2.3 BEHAVIORAL PROPERTIES OF PETRI NETS

1. Boundedness: A net (N, Mo) is said to be k-bounded if the number of tokens in
each place does not exceed ‘k’ for every R(N, Mo) from Mo.

2. Safeness: A net (N, Mo) is said to be safe in any R(N, Mo) if all its places are safe. A
place ‘p’ is safe if it contains no more than one token. In other words, a Petri net is
called safe if it is 1-bounded.

3. liveness: A net (N, Mo) is said to be live if all its transitions are firable in all R(N,
Mo). A live Petri net is free from deadlocks.

4. Conservativeness: A net (N, Mo) is said to be conservative, if the total number of
tokens in all of places in all R(N, Mo) is constant.

5. Reversibility: A Petri net (N, Mo) is said to be reversible, if for each marking Me
R(N, Mo), Mo is reachable from M. It is possible for a reversible net to go back to

initial marking Mo. This shows that a deadlocked Petri net is not reversible.
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2.4 PETRI NET REDUCTION APPROACH

Petri net reduction approach is a well-known method to derive the properties of a
complex Petri net model, while preserving the concerned properties, such as boundedness,
liveness and reversibility [4]. It is possible to analyse and derive the properties of a
complex Petri net model, by simplifying the subnet or structure. In this section, some
simple reduction rules are considered [15]. A set of easy-to-use reduction rules is given in
Fig. 2.3, including the following.

Rule 1: Fusion of series places as shown in Fig. 2.3 (a).

Rule 2: Fusion of series transitions as shown in Fig. 2.3 (b).

Rule 3: Fusion of parallel places as shown in Fig. 2.3 (c).

Rule 4: Fusion of parallel transitions as shown in Fig. 2.3 (d).

Rule 5: Elimination of self-loop places as shown in Fig. 2.3 (e).

Rule 6: Elimination of self-loop transitions as shown in Fig. 2.3 (f).

It can be proven that these six operations preserve the properties of liveness,
safeness and boundedness, when they are applied to reduce a Petri net. That is, let (N, Mo)
and (N’, M) be the Petri nets before and after one of the above mentioned operations.
Then (N, M) is live, safe, or bounded iff (N, Mo) is live, safe, or bounded, respectively.

These rules are from [15].
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~X ~ R

(a) (b)
(c) (d)

(e) (e)
Fig. 2.3. Petri net reduction rules from [15].

2.5 SIMPLIFIED CONTROLLER COMPUTATION FOR A PLACE INVARIANT

In this section, we briefly recall the controller computation method mentioned in
[15] to be used in the computation of a Petri net controller when there is only one place
invariant to be enforced on a plant Petri net. In [17], a computationally efficient method
was presented for constructing Petri net controller for a discrete event system modeled by a
Petri net. The controller consists of places and input-output arcs, and is computed based on
the concept of Petri net place invariants and is able to enforce logical and algebraic

constraints containing elements of the marking and firing vectors. The system (also known
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as the plant or the process net) to be controlled is modeled by a Petri net with n places and
m transitions. The incidence matrix of the plant net is Dp. The controller net is a Petri net
with incidence matrix D. made up of the transitions of the plant net and a separate set of
places. The controlled plant is the Petri net with incidence matrix D made up of both the
original plant net and the added controller. The control goal is to force the plant to obey
constraints of the form

Z'iﬂi <p
i1

(1)

Where u; is the initial marking of place pi, and the |; and fare integer constants. By
introducing a nonnegative slack variable uc this inequality constraint can be transformed

into equality as follows:

n
Z iz + pe =p
= @

In this case, the slack variable denotes a new place pc, generally called a control
place or a monitor, which holds the extra tokens required to meet the equality. The control
place ensures that the weighted sum of tokens in the places of the plant net is always less
than or equal tof. The controller net, composed of the control places and their input and
output arcs, maintains the inequality constraint. Place invariants are sets of places whose

token count remain constant for all possible markings. All constraints of the type (1) can be

grouped in matrix form as follows:

Where 1 is the marking vector of the plant Petri net model, L is an nex n integer matrix, b
is an ncx1 integer vector and nc is the number of the constraints of type (1). All place

invariants of type (2) can be grouped in the matrix form as follows:

Lu+uc="hb 4)
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Where y¢ is an ncx1 integer vector, representing the marking of the control places. Finally,
given a plant Petri net model Dy and the constraints the plant must satisfy, namely L and b,
the Petri net controller D¢ is defined as follows:

c = —LDp (5)

The initial marking of the controller Petri net o, is calculated in such a way that the place
invariant equation (4) is initially satisfied. Therefore the initial marking vector is as
follows:

Mo =b —L tpo. (6)

In [17], it is assumed that all place invariants to be enforced on the plant net are
given and therefore in the controller computation the incidence matrix Dy of the plant net is
used. As a result the controller net can be computed with one matrix multiplication as
shown in (5). In iterative deadlock prevention approach, one control place with its input-
output arcs at each iteration is computed. In [12], the method of [17] was used, namely (5)
and (6) as it is, for the computation of the controller at each iteration, the incidence matrix
D, of the plant plus the controller net obtained in the previous iterations are used. This
means that for the computation of the controller the matrix multiplication must be
performed with a very big incidence matrix at each iteration. However, it can be observed
that the control net, i.e. the control place and its input-output arcs, to be computed at each
iteration within our deadlock prevention approach consists of only the input-output
transitions of those places which appear within the place invariant. This means that for
computing one control net for a single place invariant there is no need to use the incidence
matrix Dy of the plant net. Rather, this computation can be carried out by using the
incidence matrix Dp; of the place invariant related net. Of course at each iteration, for each
controller computation we must use a different incidence matrix Dp;. However, when we
are dealing with very complex Petri net models this simplification is justified because
otherwise we must use a very big incidence matrix Dy of the plant net at each iteration.

Given a place invariant related net, i.e., a set of places with their input-output arcs and the
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constraint, the place invariant related net must satisfy, i.e. Lp; and b, we simplify (5) and as
a result the Petri net controller D¢ is defined as follows:

D¢ = —LpiDp (7)

Where Dpg is the incidence matrix of the place invariant related net with j places and k
transitions, Lpi is a j x1 integer row vector representing the invariant related places and D¢
is a k x1 integer row vector representing the incidence matrix of the computed controller

net.

The initial marking of the computed controller net o, can be found by
Heo = b —Lpiopio (8)

Where upio is the initial markings of the place invariant related places. Note that by using
the (7) and (8) it is possible to simplify the computation of a Petri net controller when there
is only one place invariant to be enforced on a plant Petri net. In the special case of (8),
within our deadlock prevention approach a place invariant consists of only activity places.
By definition, there is no token within the activity places initially. This means that Lpiopio =

0. As a result in our deadlock prevention approach, (8) becomes

Heo = b 9)

This shows that when we obtain a place invariant to be enforced on a plant net in
our deadlock prevention approach, the initial marking of the controller is equal to b. This
also further simplifies the controller computation. Let us consider an example to see how
useful the simplification of the controller computation. Assume that we have a place
invariant (P1) p2 + us < 1 to be enforced on the Petri net model shown in Fig. 2.4. The

incidence matrix Dy of the Petri net model, shown in Fig. 2.4, is as follows:
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t1 2 t3 t4 t5 t6
1 -1 0 0 0 07P2
o 1 -1 0 O 0 |p3
D= 0 0 0 1 -1 0]p5
P 0 0 0 0 1 -11lpe
-1 1 0 0 -1 1({p7
0 -1 1 -1 1 odps

while its initial marking is

p2 p3 p5 p6 p7 p8
wo=[0 0 o0 o0 1 1]

Here b = 2 and we have L as follows:

p2 p3 p5 p6 p7 p8
L=[1 0 1 0 0 0]

We compute the Petri net controller D¢ by using (5) as follows:

t1 t2 13 t4 t5 16
De=[-1 1 0 -1 1 0]

The initial marking of the Petri net controller is computed by using (6) o =b —L zpo= 1.

The above computations require Dy to find out the Petri net controller for the given place

invariant. If we use (7) and (9) we can obtain the same Petri net controller easily. Here we
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have a place invariant (PI) p + pus < 1 to be enforced on the Petri net model shown in Fig.

2.4. It is obvious from (9) that the initial marking of the Petri net controller x =1 and that

the PI related places are p2 and p5. This means that the Pl related net consists of p2 and p5

together with their input-output arcs as shown in Fig. 2.5 (a). Therefore we have:

tl t5 tl

5

pS

4

C
p2 p5 p2
t2 t4 t2
(a) (b)
Fig. 2.5. (a) Place invariant related net for Pl = po + us<1, (b) Controller C computed for
Pl=p2+pus<1.
t1 t2 t4 t5
_p2;1 -1 0 0
D = pslo 0 -1 1]
and
pZ p>5
Lpy = [1 1]

We compute the Petri net controller D¢ by using (7) as follows

t1 2 t4 t5
De=[-1 1 -1 1]

Graphically the computed Petri net controller C is shown in Fig. 2.5 (b).
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2.6 REDUNDANCY TEST FOR LIVENESS ENFORCING SUPERVISORS OF
FMS

In Petri-net-based deadlock-prevention/liveness enforcing approaches, an FMS is
modeled as a Petri net, and then the liveness enforcing supervisor (LES), consisting of a
number of control places (CPs), together with their related arcs and initial markings, is
computed as a Petri net. There may exist redundant CPs in a live Petri net (LPN) model,
denoted by a net system (No, Mo), controlled by nCPs: CP = {C4, Ca,...,Cn}. In this paper, a
CP is called redundant if removing it still keeps the net live. It should be noted that this
definition is different from that of a redundant place in literature. Removing the latter does
not change the net’s reachability graph. Also, redundant CPs are not necessarily unique
given a set of CPs used to make a deadlock-prone net live [15].

Redundancy Test Algorithm: Redundancy test for LES of FMS.

Input: A live Petri net (LPN) model, denoted by a net system (No, Mo), of an FMS,
controlled by nCPs; CP= {Cy, C, ..., Cn};

1) [Define] fo: the number of reachable markings or states of reachability graph (Ro) of
(No, Mo)
[Defined for Algorithm A] Sa: the number of reachable markings or states of Ra of (Na,
Ma); n = j + k, where n: the number of CPs of LPN; j: the number of redundant CPs; k:

the number of necessary CPs;

[Defined for Algorithm B] f&: the number of reachable markings or states of Rg of (Ng,
Mg); n = | + m, where n: the number of CPs of LPN; I: the number of redundant CPs;

m: the number of necessary CPs;

2) Apply Algorithm A to (No, Mo) and the resultant net system is denoted as (Na, Ma).
3) Apply Algorithm B to (No, Mo) and the resultant net system is denoted as (Ng, Mg).
Output: If (j>0) [for Algorithm A]
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then Output A = an LPN, denoted by a net system (Na, Ma),controlled by k necessary CPs;
there are j redundant CPs;

if Sa = o then the controlled behaviour of (Na, Ma) is the same as (No, Mo)
if Sa> o then the controlled behaviour of (Na, M) is more permissive than (No, Mo)

else there is no redundant CPs obtained due to Algorithm A and therefore for Algorithm A:
Output = Input;

If (1> 0) [for Algorithm B]

then Output B = an LPN, denoted by a net system (Ns, Mg),controlled by m necessary CPs;
there are | redundant CPs;

if Sz = o then the controlled behaviour of (Ng, Mg) is the same as (No, Mo)
if fs> o then the controlled behaviour of (Ns, Mg) is more permissive than (No, Mo)

else there is no redundant CPs obtained due to Algorithm B and therefore for Algorithm B:

Output = Input;

end Redundancy Test Algorithm

Algorithm A: Front-to-Back (FTB) redundancy test for LES of FMS.

Input: A live Petri net (LPN) model, denoted by a net system (No, Mo), of an FMS,
controlled by nCPs; CP= {Cy, C,,...,Cv};
1) [Initialize]Na := No; Ma := Mo; i=1; j=0;k =0;
2) Remove C;i from (Na, Ma). Denote the resultant net system by (Ni, M;).
3) Check the liveness property of (Ni, Mi), compute the reachability graph (Ri) of (Ni, M)
and define Sa;, i.e., the number of reachable markings of R;;
If (Ni, Mi) is NOT LIVE
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then put C; back into (Ni, Mj); k = k + 1; which means that C; is necessary to keep the PN

model live,

else [i.e., If (Ni, Mi) is LIVE], j =] + 1; which means that Ciis redundant,

if Bai = fo then the controlled behaviour of (Ni, M) is the same as (No, Mo)

if Sai> fo then the controlled behaviour of (Ni, M;) is more permissive than (No, Mo)
end if

4) Na:=Ni; Ma: = M;

5 i=i+1.

6) Ifi<nthen go to step 2.
Output: If (j > 0)

then Output = an LPN, denoted by a net system (Na, Ma), controlled by k necessary
CPs; there are j redundant CPs;

if Sa = fo then the controlled behaviour of (Na, Ma) is the same as (No, Mo)

if Sa> fo then the controlled behaviour of (Na, Ma) is more permissive than (No, Mo)

else there is no redundant CPs and therefore Output = Input;

end Algorithm A

Algorithm B: Back-to-Front (BTF) redundancy test for LES of FMS.

Input: A live Petri net model (LPN), denoted by a net system (No, Mo), of an FMS,
controlled by nCPs; CP= {Cy, C,, ..., Cv};

1) [Initialize] Ns: = No; Mg: = Mo; i=n; 1=0;m =0;
2) Remove Ci from (Ng, Mg). Denote the resultant net system by (Ni, M;).
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3) Check the liveness property of (Ni, M;), compute the reachability graph (Ri) of (Ni, Mi)
and define /i, i.e., the number of reachable markings of R;;

If (Ni, Mi) is NOT LIVE

then put Ci back into (Ni, Mi); m = m + 1; which means that C; is necessary to keep the PN

model live,

else [i.e., If(Ni, Mi) is LIVE], | = | + 1; which means that C iis redundant,

if Sei = fo then the controlled behaviour of (Ni, M) is the same as (No, Mo)

if Bsi> fo then the controlled behaviour of (Ni, Mi) is more permissive than (No, Mo)

end if

4) Ng:=Ni; Mg: =M;

5 i=i-1.

6) Ifi =0 then go to step 2.

Output: If (1 >0)

then Output = an LPN, denoted by a net system (Ng, Mg),controlled by m necessary CPs;

there are | redundant CPs;
if s = [ then the controlled behaviour of (Ng, Mg) is the same as (No, Mo)
if fg> fo then the controlled behaviour of (Ns, Mg) is more permissive than (No, Mo)

else there is no redundant CPs and therefore Output = Input;

end Algorithm B

The Redundancy Test Algorithm makes use of both Algorithms A and B. The former
tests each CP starting from number 1 to the end, i.e., to n, while the latter tests each CP
starting from number n to 1. Both tests may produce the same result or it may be possible
to obtain different outcomes. It depends on the controlled live net system (No, Mo)

considered. Of course if there is no redundant CP in an LPN, then the Algorithm
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Redundancy Test finds no redundant CP. In the existence of one or more redundant CP in
an LPN, we may obtain the following results:

1. We may obtain the same set of redundantCPs and necessary CPs. In this case, the
live behaviour of the Petri net model, controlled by the set of necessaryCPs, may be
the same as or more permissive than the original controlled net system, obtained
with a smaller number of CPs.

2. We may obtain two different sets of redundantCPs and necessary CPs.The live
behaviour of the Petri net model obtained with each set of necessary CPs, may be
the same as or more permissive than the original controlled net system, obtained

with a smaller number of CPs.

The Redundancy Test Algorithm is easy to use, very effective and straight forward.
Its complexity is, however, exponential with respect to the net size since it requires
generating the reachability graph. At the worst cases, Algorithm A and Algorithm B, i.e.
BTF and FTB redundancy tests respectively, also exhibit the same exponential complexity.
When dealing with a particular case, their performance may vary significantly. The
Redundancy Test Algorithm is applicable to any LPN consisting of a PNM, prone to
deadlocks, of an FMS, controlled by means of a set ofCPs. It has been applied to a number
of LPN currently available within the Petri net based deadlock prevention/liveness
enforcing literature with success. The liveness property can be checked and the reachability
analysis can be carried out by currently available Petri net analysis tools. In this work, INA
[14] is used.

2.7 PETRI NETS MODELS OF MANUFACTURING SYSTEMS

Petri nets are characterized by their ability to represent operation sequences,
concurrency, conflict, mutual exclusion, and synchronization in a system. These features
make them a promising tool for describing and analyzing DES including automated

manufacturing systems, as seen in Fig. 2.6 [18].
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Sequence Concurrency Conflict Synchronization

Fig. 2.6. Petri net representations of system features from [18].

1. Sequence: The operation of DESs or manufacturing systems occurs in a sequential
manner. For example, in Fig. 2.5 the following events occur in sequential order
before the raw part P2 to become finished product. “robot upload M2”, “M2
processing P27, “robot download M2 and upload M1”, “M1 processing P2”, and
“Robot download M1” occur in a sequential way.

2. Concurrency: In manufacturing systems, many operations occur simultaneously in
order. For example, in Fig. 2.5, “P1 is machined in M3” and “P2 is machined in
M1” can occur concurrently.

3. Conflict: In manufacturing systems, conflict may occur when many events share
same resources at the same time. For example, in Fig. 2.5, initially, the robot may
upload M1 or M3. A simple way to resolve the conflict is to assign a priority level
to each of conflicted events.

4. Synchronization: In manufacturing systems, the occurrence of events is aperiodic.
In the case of the parts assembly, there is a time variation from one machine to
another so that parts are produced asynchronously. For example, in Fig. 2.5, the
events “M1 is processing a part” and “the robot is downloading M3” are

asynchronous.
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5. Event Driven: In manufacturing systems, the behavior of a system can be
described by a discrete set. That is to say the effect of an event may propagate
through the system. For example, in Fig. 2.5, uploading M1 with a raw part of P1
makes the robot from being available to be occupied, implying the change of

system states.

Fig. 2.7. A manufacturing system from [18].
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CHAPTER 3

A DIVIDE AND CONQUER SYNTHESIS APPROACH FOR
DEADLOCK PREVENTION IN FMS

In this chapter, a divide and conquer synthesis approach is proposed for deadlock
prevention in FMS. An illustrative example from the literature is considered to show the
applicability of the proposed method.

3.1 A DIVIDE AND CONQUER (DAC) SYNTHESIS APPROACH FOR
DEADLOCK PREVENTION IN FMS

It is assumed that a Petri net model (PNM) of an FMS suffering from deadlocks is
given. The proposed method requires the use of reachability graph of the given PNM. The
RG of the PNM consists of a dead zone (DZ) and live zone (LZ). The DZ consists of
deadlock states and bad states of the RG while LZ consists of good states representing the
optimal solution. Therefore, the control policy in this case depends on the removal of the
DZ from the RG.

In PNM of an FMS, places are categorized into three groups: sink/source places
(Psss), resource places (Pr) and activity places (Pa). Resource places correspond to the
shared/non shared resources. Activity places correspond to the part of production by a
resource while sink/source places correspond to the maximum number simultaneous

activities that can take place in production sequences. In order to simplify the computation,
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Petri net reduction approach is used as in [14]. Therefore, to obtain the LES of a complex
PNM, it is divided into small connected sub-nets. Each connected sub-net suffering from
deadlocks is then used to compute the LES for the PNM. The RG of each sub-net suffering
from deadlock is divided into DZ and LZ. All states in the DZ are considered as bad
markings (BM) and they are prevented from being reached using an invariant based control
method [15].

Next, the computation of monitors is followed for bigger (reduced) sub-nets.
Previously computed monitors are included within the bigger (reduced) sub-nets based on
proposed method. This process keeps the DZ of the bigger (reduced) sub-nets smaller
compared with the original uncontrolled sub-nets. When all (reduced) sub-nets are live we
obtain a set of monitors (control places), which are included within the PNM to obtain a
partially controlled PNM (pCPNM). A new set of monitors is also computed for the
pCPNM. Finally, a live controlled Petri net system is obtained. The redundancy check [19]

is used to remove redundant monitors.

3.2.1 The DAC Algorithm

Definition 3.0 [PI] 4y is the set of marked activity places of a bad state within the DZ. For
example, assuming that a deadlock is reached when the activity places p5 and p9 are both
marked with one token each i.e. u5 = 1 and u9 = 1. Then the place invariant (PI) is defined

as p5 +p9 < 1. Therefore, the marked activity places of this Pl are [PI],,4,= {p5, p9}.

Algorithm: Divide-and-conquer Based liveness Enforcing supervisor Design

Input: The PNM of an FMS prone to deadlocks;
Output: A live controlled PNM for the FMS;
1) Divide the given PNM into connected sub-nets SNjj, i=1,2 ..., 1;j=1,2 ..., J.

for(i=1;i<1;i++4)
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{
for(=1;j<J;j++)
Extract the connected sub-net SN;j from PNM;

¥

/*1 is the number of total shared resources; i is the index value showing the number shared
resources in a connected sub-net; J is the total number of connected sub-nets for the
considered i; j is the index value showing the current connected sub-net for the considered
i. Note that I is known beforehand but J is defined from the considered PNM.*/

2) Compute the RG;j; of all connected sub-nets SNj;, and then divide these sub-nets into two
sets SN = SN U SNp (SN: the set of all connected sub-nets; SN.: the set of connected live
sub-nets; SNp : the set of connected sub-nets prone to deadlock). Let K be the number of all
connected sub-nets in SNp and then rename the set of connected sub-nets prone to deadlock
from 1 to K, i.e., SNp = SNy, SNa,..., SNk

3) Define the set of activity places exists within SNp
4)For (k=1;k<K;k ++)
{

4.1 If there are previously computed monitors and if the set of marked activity places of a
sub-set of SNk, i.e., [P1]map < [SNk]ap,

Then Obtain the partially controlled SNk, called pCSNk, by including all previously

computed monitors whose [Pl]map < [SNk Jap, Within SN;
Compute the RGk of pCSN,
If pCSNk is live,

Then Consider the next SN, i.e. SNk+1: goto Step 4.1
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Else Define the LZx and the DZ of the RGx
Else Make use of the RGk together with its LZx and DZx computed in Step 2.

4.2 Define a PI for each BM within the DZy, from the sub-set of the marked activity places
of the BM;

4.3 Compute a monitor (control place) C, for each PI using the invariant-based control
method [12]

4.4 Obtain the live controlled sub-net CSNk by including all computed monitors for SN,
within pCSNk (resp. SNk)

45 If the live controlled sub-net CSNk includes more than 1 monitor C, then the
redundancy check using the method proposed [25] is used to identify the set of necessary

monitors for CSNk

¥

5) Obtain the partially controlled PNM, called pCPNM, by including all computed
monitors in Step 4 within the PNM

6) Compute the RG of the pCPNM,
If pPCPNM s live, then the PNM is live, therefore go to Step 10
Else Define the LZ and the DZ of the pCPNM

7) Define a PI for each BM within the DZ, from the sub-set of the marked activity places of
the BM;

8) Compute a monitor C, for each PI using the simplified invariant-based control method
[12]

9) Obtain the live controlled PNM by including all computed monitors within the PNM
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10) Carry out the redundancy check using the method of [13] to find out the set of
necessary monitors for PNM

11) Exit

End of the Algorithm

First of all it is checked to see if the RG of the given PNM is the same as the RG of
the PNM with no sink/source places. If this is true, then the connected sub-nets to be
constructed need not to have sink/source places. Otherwise all sub-nets will include them.
Connected sub-nets SN;;, i=1,2 ..., 1;j=1,2, ..., J, include SR (shared resource) place(s)
with their input/output transitions and input and output arcs, to and from these input/output
transitions. They also include activity places with their input/output arcs present between
the input/output transitions of SR place(s). INA [14] is used for the RG analysis of PNMs.
DZ is then considered as the collection of all bad markings BM;, i= 1, 2, ... for each
connected sub-net. Now let us apply the proposed algorithm to the Petri net model of an

FMS prone to deadlocks.

3.3 AN FMS ILLUSTRATIVE EXAMPLE

To show the applicability of the proposed method here is illustrative example from
[8] is considered. Fig. 3.1 shows a System of Simple Sequential Process with Resources
(S3PR) model of an FMS with deadlocks. In this PNM there are six activity places Pa =
{p2-p4 and p6-p8}, three shared resource places Pr = {p9-p11}, and two sink/source places
Psis = {p1, p5}. The RG of this PNM is computed by using INA [14]. It contains 20 states,
5 of which are bad states. Then, the optimal solution should provide a live system behavior

with 15 good states.
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Fig. 3.1. S°PR model of an FMS with deadlocks from [21].

As the RG of the given PNM computed, it can be observed it is the same as the RG
of the PNM without sink/source places. Therefore, the connected sub-nets constructed here

have no sink/source places.

Step 1. The PNM is divided into five connected sub-nets SN;;, There are three connected
sub-nets with one shared resource place (i.e. SN1,1, SN12, SN1,3) as shown in Fig. 3.2 and
two connected sub-nets with two shared resource places (i.e. SN21, SN22) as shown in Fig.
3.3.
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t8 t2 t7 t3 to
plo pll
p8 p3 p7 p4 po
R M2
t7 3 t6 4 ts
SN1,1 SN2 SNi,;3

Fig. 3.2. Three connected subnets with one shared resource place.

SN2,1(SN1) SN2,2(SN2)

Fig. 3.3. Two connected subnets with two shared resources places.

Step 2. As the RG;j; of all connected sub-nets SNjj computed, the following results are
obtained: SN = {SN11, SN1,2, SN1,3} and SNp = {SN21, SN2.2} which are renamed as SN
and SN2. The number of states exists within the RG, the DZ and the LZ of the connected
sub-nets SN1 and SN2 and the PNM are all provided in Table 3.1.
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Table 3.1. The number of states exists within the RG, the DZ and the LZ of the connected
sub-nets SN1, SN2 and the PNM.

#S | SN1 [ SN2 | PNM
RG 8 8 20
Dz 1 1 5
LZ 7 7 15
Step 3. The set of activity places exist within the connected sub-nets SN1, SN2 and the PNM

are all shown in Table 3.2. For example the set of activity places in SN is [SN1 Jap = {p2,

p3, p7, p8}.

Table 3.2. The set of activity places exist within the connected sub-nets SN, SN2 and the

PNM.
NET | p2| p3 | p4 | p6 | p7 | p8
SN |11 111
SN2 11|11
PNM| 1|1 (11|11

Step 4. (k = 1); The RG of the SN; consists of 8 states, with BM: constituting the DZ and 7
good states (GSs) representing the LZ. The marking of the activity places of the BMs is

shown below:

Statenr. | p2 | p3 | p7 p8
5 1 0 1 0

In order not to reach BMy, the following place invariant is established: Ply = p» + u7 < 1.

[Pli]map = {p2, p7}. The monitor C1 to enforce Pl1 is computed as follows:

D¢1=—Lppy - Dppy

Meroy =1

where Lp;, is the place invariant related place and is given by:

p2 p7
Lpy = [1 1]
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and Dp4 Is the incidence matrix of the PI related places.

tl 2 t6 t7
_p2;1 -1 0 0
Dpin = p7[0 0 1 —1]

Therefore DCl = _LP11 . Dp11
1 -1 0 O
Do ==l ufy 5 7
Dei=—[1 -1 1 —1]

t1 t2 t6 t7
Dep =[-1 1 -1 1]

The computed monitor C1 is shown below.

Ci °Ci Ci* | no(Ci)
Cl | t2,t7 | t1,t6 1

It is verified that the controlled SN;, obtained by adding the monitor C1 to the uncontrolled

SN is live with 7 good states. This is the optimal live behavior for the controlled SN;.

(k = 2); The set of marked activity places of the Pl of the previously computed C1 is not a
sub-set of [SN2]ap. The RG of the SN consists of 8 states, with BMz constituting the DZ and
7 GSs representing the LZ. The marking of the activity places of the BM; is shown below:

Statenr. | p3 | p4 | p6 | p7
5 1 0 110

Therefore, in order not to reach BM, the following place invariant is established: Plo= ps +

us < 1. [Pl2]map = {p3, p6}. The monitor C2 to enforce Pl is computed as follows:
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D¢ 2= —Lpjz . Dpy,

Mezco) =1
p3 p6
Lpp, = [1 1]

2 t3 t5 t6
p3 [1 -1 0 0]
p6lo 0 1 -1

Therefore DC2 = _LP12 . DPIZ

Dpj, =

Dep = =11 1] [(1) _01 (1) —01]

De, = —[1 -1 1 —1]

2 t3 t5 t6

Do, = [-1 1 -1 1]

The computed monitor C2 is shown below.

Ci °Ci Ci* | wo(Ci)
C2 [t3,16 | t2,t5 1

It is verified that the controlled SN2, obtained by adding the monitor C2 to the uncontrolled
SN is live with 7 good states. This is the optimal live behavior for the controlled SN>.

Step 5. The pCPNM is obtained by including monitors C1 and C2 as computed in Step 4,
within the PNM.

Step 6. The RG of the pCPNM consists of 16 states, with BM3 constituting the DZ and 15
GSs representing the LZ. The marking of the activity places of BMsare shown below:
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State nr.

p2

p3

p4

p6

p7

p8

9

1

0

0

1

0

0

Step 7. In order not to reach BMs, the following place invariant is established: Plz = po +

pr < 1.

Step 8. The monitor C3 to enforce Pls is computed as follows:

D¢3=—Lpiz. Dp3

Hez0)

Lp;3 =

1

p2 p6

[1 1]
tl t2

p2 [1 -1

p6lo 0

t6

A

Therefore Dg3 = —Lp;3 . Dpy3
-1 0

D¢s =

D¢s =

D¢s =

1 1] [(1)

-1 -1 1

t1 t2 t5
-1 1 -1

0

—1]

t6
1]

1

¥

The computed monitor C3 is shown below:

Ci

.Cl

G

1o(Ci)

C3

t2, t6

t1, t5
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Step 9. It is verified that the controlled PNM, obtained by adding monitor C3 to the
pCPNM is live with 15 good states. This is the optimal live behavior for the controlled
PNM. The optimally controlled PNM is shown in Fig. 3.3. Table 3 briefly shows the
liveness enforcing procedure applied for the S®PR Petri net model. In this table the last
column shows the number of unreachable states. As the elements of this column are all
zero this indicates that there are no good states lost due to included monitors.

Fig. 3.4. The optimally controlled S°PR.
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Table 3.3. The Divide-and-conquer based liveness enforcing procedure applied for S®PR

PNM.
steps net Included C | # states within controlled net | Computed C | # states within
controlled net
RG Dz LZ RG UR
4.1 SN - 8 1 7 Cl 7 0
4.2 SN» - 8 1 7 C2 7 0
5-9 | pCPNM C1, C2 16 1 15 C3 15 0
10-11 | PNM | C1,C2,C3 15 - 15 - 15 0

Step 10. The redundancy check carried out show that there is no redundant monitor, i.e.,

the computed monitors C1, C2 and C3 are all necessary.

Step 11. Exit.
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CHAPTER 4

APPLICATION EXAMPLES

4.1 INTRODUCTION

In this chapter, three example Petri net models suffering from deadlock problems
from the literature are considered in order to show the applicability of the proposed divide
and conquer method. The performance comparison of the proposed method and the

previous methods in terms of behavioral permissiveness are also included.

4.2 FMS APPLICATION EXAMPLE 1

Fig. 4.1 shows an S*PGPR? Petri net model of an FMS taken from [15]. In this
PNM, there are nine activity places Pa = {p11-p15, p21-p24}, three shared resource places
Pr = {p31-p33}, and two sink/source places Ps;s = {p10, p20}. The RG of this PNM is
computed by using INA [14]. It contains 363 states, 40 of which are bad states. Then, the

optimal solution should provide a live system behavior with 323 good states.

38
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Fig. 4.1. S’PGPR? Petri net model of an FMS taken from [15].

It is observed that the RG of the given PNM is not the same as the RG of the PNM

with no sink/source places. Therefore, the sink/source places will not be removed.

Step 1. The PNM is divided into six connected sub-nets SN;j. There are three connected
sub-nets with one shared resource place (i.e. SN11, SN12, SN13), as shown in Fig. 4.2 and
three connected sub-nets with two shared resource places (i.e. SN2,1, SN2,2, SN2,3), as shown
in Fig. 4.3.
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SN1,2(SN2) SN13

Fig. 4.2. Three connected sub-nets with one shared resource place.
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SN22(SNa) SN23(SNs)

Fig. 4.3. Three connected sub-nets with two shared resource places.
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Step 2. After computing the RG;j; of all connected sub-nets SNjj computed, the following
results are obtained: SNL = {SN13}, SNp = {SN1,1, SN12, SN21, SN222, SN2,3} renamed as
SNi, SN2, SN3, SN4, SNs. The number of states exists within the RG, the DZ and the LZ of
the connected sub-nets SN, ..., SNs and the PNM are all provided in Table 4.1.

Table 4.1 The number of states exists within the RG, the DZ and the LZ of the SNy, ..., SNs
and the PNM.

#S | SN1 | SN2 | SN3 | SN4 | SNs | PNM
RG | 22 | 74 | 414|158 | 133 | 363
Dz | 1 2 139 | 6 6 40

Lz | 21 | 72 | 375|152 | 127 | 323

Step 3. The set of activity places exist within the SN, ..., SNs and the PNM are shown in
Table 4.2.

Table 4.2 The set of activity places exist within the SNy, ..., SNs and the PNM.

NET | p11 | p12 | p13 | p14 | p15 | p21 | p22 | p23 | p24
SN: | 1 1 1 1 1
SN2 1 1 1 1 1
SN3 | 1 1 1 1 1 1 1 1 1
SN4 1 1 1 1 1 1
SNs | 1 1 1 1 1
PNM | 1 1 1 1 1 1 1 1 1

Step 4. (k =1); The RG: of the SN1 consists of 22 states, with BM; constituting the DZ and

21 good states (GSs) representing the LZ. The marking of the activity places of the BMs is
shown below:

Statenr. | p11 | p12 | p13 | p14 | p23
23 2 0 0 0 0
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In order not to reach BM;j, the following place invariant is established: Ply = pi1 < 1.
[Pl1]map = {p11}. The monitor C1 to enforce Ply is computed as follows:

Ci *Ci Ci* | no(Ci)
C1 t2 tl 1

It is verified that the controlled SN; is obtained by adding the monitor C1 to the
uncontrolled SNy is live with 21 good states. This is the optimal live behavior for the

controlled SN;.

(k = 2); the set of marked activity places of the PI; of the previously computed C1 is not a
subset of [SN2]ap. The RG of the SN2 consists of 74 states, with BM. and BM3 constituting
the DZ and 72 GSs representing the LZ. The markings of the activity places of the BM. and

BMs are shown below:

State nr. | pl15 [p21|p22|p23 | p24
12 03|00 /|0
19 0O|1]0|0 |1

In order not to reach BM> and BM3, the following place invariants are established: Plz = s
< 2. [Pl2]map = {p21} and Plz = pa1 + poa < 1. [Pla]map = {p21, p24}. The monitors C2 and
C3 to enforce Pl2 and Pls are computed as follows:

Ci °Ci Ci uo(Ci)
C2 t9 t8 2
C3 | ti13 t8 1

It is verified that the controlled SN2 is obtained by adding the monitor C2 to the
uncontrolled SN2 is live with 72 good states, this is the optimal live behavior for the
controlled SN». C3 is redundant.

(k = 3); It is verified that [Pl1]map < [SN3]ap and [Pl2]map < [SN3]ap. Therefore, the pCSN3 is
obtained by including C1 and C2 within SNz. The controlled SNs is equal to the pCSNs is

live with 375 good states. This is the optimal live behavior for the controlled SNa.
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(k = 4); It is verified that [Pl2]map < [SNa]ap. Therefore, the pCSN4 is obtained by including
C2 within SNs. The controlled SN4 is equal to the pCSNa4 is live with 152 good states. This
is the optimal live behavior for the controlled SNa.

(k =5); It is verified that [Pl1]map < [SNs]ap. Therefore, the pCSNs is obtained by including
C1 within SNs. The controlled SNs is equal to the pCSNs is live with 127 good states. This
is the optimal live behavior for the controlled SNs.

Step 5. The pCPNM is obtained by including the necessary monitors C1 and C2 computed

in Step 4, within the PNM.

Step 6. The RG of the pCPNM consist of 324 states, with BMs constituting the DZ and 323
GSs representing the LZ. The marking of the activity place of BMs is shown below:

State nr. |pll|pl2|pl13|pld|pl5|p21|p22|p23|p24
66 1/10(2]0]0]212]1]0]O0

Step 7. In order not to reach BMs, the following place invariant is established: Plz = pi1 +
u13 + p21 + 2o < 4. [Pls]map = {p11, p13, p21, p22}.

Step 8. The monitor C3 to enforce Pls is computed as follows:

Ci °Ci Ci* uo(Ci)
C3 | t2,t5,t10,t11 | t1,t3,t8 4

Step 9. It is verified that the controlled PNM, obtained by adding monitors C1, C2, and C3
to the pCPNM is live with 322 good states. This is the optimal live behavior for the
controlled S*PGPR? model. The optimally controlled PNM is shown in Fig. 4.4. Table 4.3
briefly shows the liveness enforcing procedure applied for the S*PR PNM model. In this

table the last column shows the number of unreachable states. As the elements of this
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column are all zero this indicates that there are no good states lost due to included

monitors.

Fig. 4.4. The optimally controlled S°PGPR?.
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Table 4.3 The divide-and-conquer based liveness enforcing procedure applied for S*PGPR?

# states

within
. #states within controlled

steps net included C controlled net computed C net
RG DzZ LZ
RG UR
4.1 SN; - 23 1 22 C1 22 0
C2

4.2 SN2 - 78 2 76 Rd-1 76 0
4.3 SN3 C1,C2 375 - 375 - 375 0
4.4 SNs C2 190 - 190 - 190 0
4.5 SNs C1 157 - 157 - 157 0
5-9 | pCPNM C1,C2 324 1 322 C3 322 1
9-10 PNM C1,C2,C3 322 - 322 - 322 0

Rd.: the number of redundant monitors.

Step 10. The redundancy check carried out shows that the computed monitors C1, C2 and

C3 are necessary.

Step 11. Exit.

4.3 FMS APPLICATION EXAMPLE 2

Fig. 4.5 shows an S*PR Petri net model of an FMS taken from [22]. In this PNM,
there are eleven activity places Pa = {p1-p11}, six resource places Pr = {p21-p26}, and
two sink/source places Ps;s = {p31, p32}. p21, p22 and p24 are non-shared resource places
while p22, p25 and p26 are shared resource places. The RG of this PNM is computed by
using INA [20]. It contains 282 states, 77 of which are bad states. Then, the optimal

solution should provide a live system behavior with 205 good states.
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p3l€°

Fig. 4.5. S*PR Petri net model of an FMS taken from [22].

It is observed that the RG of the given PNM is the same as the RG of the PNM with no

sink/source places. Therefore, the connected subnets constructed here have no sink/source

places.

Step 1. The PNM is divided into four connected sub-nets SNjj. There are three connected
sub-nets with one shared resource place (i.e. SN11, SN12, SN1,3) as shown in Fig. 4.6 and

one connected sub-net with two shared resource places (i.e. SN21) as shown in Fig. 4.7.
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t5 t8 t2 t13
p22 p26
p4 p7 pl pll
M2 R2
t4 t10 tl t14
SN11 SN12 SN13

Fig. 4.6. Three connected sub-nets with one shared resource place.

SN2,1(SN1)

Fig. 4.7. One connected sub-net with two shared resource places.
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Step 2. After computing the RG;j; of all connected sub-nets SN;j; computed, the following
results are obtained: SNL = {SN1,1, SN12, SN13}, SNo = {SN21} renamed as SNi. The
number of states exists within the RG, the DZ and the LZ of the connected sub-net SNy and
the PNM are all provided in Table 4.4.

Table 4.4 The number of states exists within the RG, the DZ and the LZ of the SN1 and the
PNM.

#S SN; | PNM
RG 24 282
DZ 6 77

LZ 18 205

Step 3. The set of activity places exist within the SN1 and the PNM are shown in Table 4.5.

Table 4.5 The set of activity places exist within the SN; and the PNM.

NET |pl|p2| p3 | pd | pS | p6 | p7 | p8 | p9 | p10 | p1l
SN1 1 1711 ]1 1|1
PNM| 1] 1] 1 1 /1] 1]1 1|1 1 1

Step 4. (k = 1); The RG; of the SNz consists of 24 states, with BMy, ..., BMg constituting
the DZ and 18 good states (GSs) representing the LZ. The markings of the activity places of
the BM1, BMg, ..., BMs are shown in Table 4.6.

Table 4.6 The markings of the activity places of the BMy, ..., BMe.

Statenr. | p3 | p4 | p5S | p6 | p7 | p8 | p9
4 1 1700|000
8 1 10|00 110
14 110,00 1]0]O0
15 0| 0] O 1|1 110
19 1 1700|100
22 0O 1|0 110 110
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In order not to reach bad markings BMi, ..., BMe the following place invariants are

established as shown in Table 4.7.

Table 4.7 The place invariants of the BMy, ..., BMe.

Ply s+ pa<l
Pl s+ s+ pg <2
Pls us+u7 <1
Pl4 Ue + 7+ ug< 2
Pls Uz + s+ py <2
Pls s + pet pg <2

Monitors C1, ..., C6 to enforce place invariants Ply, ..., Plg for the SN; are computed as

shown in Table 4.8.

Table 4.8 Computed monitors for the SNi.

Ci °Ci Ci* uo(Ci)
Cl t5 t3 1
C2 t10, t11 t7 2
C3 t4, t10 t3, t8 1
C4 | 5,18, 111 t4, t7 2
C5 t5, t11 t3, 19 2
C6 | t4,110,t11 t3, t8, t9 2

It is verified that controlled SNy, obtained by adding monitors C1, C2, C3 and C4 to the
uncontrolled SN, is live with 18 good states. This is the optimal live behavior for the

controlled SN1. The monitors C5 and C6 are redundant.

Step 5. The pCPNM is obtained by including the necessary monitors C1, C2, C3 and C4
computed in Step 4, within the PNM.

Steps 6-8. The RG of the pCPNM consists of 209 states, with BMs, ..., BMs constituting
the DZ and 205 GSs representing the LZ. The markings of the activity places of the BM:s,
..., BMg are shown in Table 4.9.

Meliksah Universitesi, Turkey, M.Sc. Thesis, 2014 Rabiu S. Zakariyya



Chapter 4

Application Examples

51

Table 4.9 The markings of the activity places of the BMs,

..., BMg of the pCPNM.

Statenr. | pl |p2| p3 | p4 | p5 | p6 | p7 | p8 | p9 | p10 | p11
97 i1(1{0j0|0]O0|0]|O0]|1 1 0
102 i1(1{0j0|0|2 0|10 1 0
105 1/1{0]0|0]O0]2]0|1]|0 0
115 i1(1{0j0|0]O0O|0|1]|0O0 1 0

In order not to reach bad markings BMs,
established as shown in Table 4.10.

The computed monitors for the place invariants Pls, ..., Plgare shown in Table 4.11.

Table 4.10 The place invariants of the BMs, ..

Table 4.11 The Computed monitors of the PNM.

Pls M1+ o +po+ p1o<3
Pls i+ 2 + e+ pgt pio <4
Pl i+ o + U7+ Ho<3
Plg ui+ 2 +ug+ Ho<3

Ci Ci Cir 10(Ci)
C5 3, 113 {1,110, t11 | 3
C6 | 13,18 111,113 | tL,17,112 4
o 3, 112 {1, 18, tl1 3
C8 | 13,110, (13 {1, 18 112 3

., BMs.

Step 9. It is verified that the controlled PNM, obtained by adding monitors C5,

..., BMg the following place invariants are

.., C8 to

the pCPNM is live with 205 good states. This is the optimal live behavior for the controlled
S*PR model. The optimally controlled PNM is shown in Fig. 4.8. Table 4.9 briefly shows
the liveness enforcing procedure applied for the S*PR PNM model. In this table the last

column shows the number of unreachable states. As the elements of this column are all

zero this indicates that there are no good states lost due to included monitors.
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p3'é

Fig. 4.8. The optimally controlled S*PR PNM.
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Table 4.12 The divide-and-conquer based liveness enforcing procedure for S*PR PNM.

steps net Included # states within Computed | # states within
C controlled net C controlled net
RG DZ LZ RG UR
4.1 SN1 - 24 6 18 Cl-C4 18 0
Rd:2
5-9 | pCPNM | C1-C4 209 4 205 C5-C8 205 0
10-11 | PNM C1-C8 205 - 205 - 205 0

Rd.: the number of redundant monitors.

Step 10. The redundancy checks carried out and show that the computed monitors C1, C2,
..., C8 are all necessary.

Step 11. Exit.

4.4 FMS APPLICATION EXAMPLE 3

A hypothetical FMS with its layout shown in Fig. 4.9 (a) and production routings in
Fig. 4.9 (b) from [23] are considered as another application example. It consists of three
robots R1-R3, each of which can hold two, one and three products respectively, and three
machines M1-M3, each of which can process one, two and two products respectively.
There are two loading buffers 11 and 12, and two unloading buffers O1 and O2 to load and
unload the FMS. There are two raw product types, namely J1 and J2, to be processed. For
these raw product types the production cycles are as shown in Fig. 4.9 (b). According to the
production cycles, a raw product J1 is taken from 11 by R1 and put in M1 or M2. After
being processed by M1 it is then moved to O1 by R2 or after being processed by M2, it is
moved to M3 by R2 and then moved to O1 by R3. A raw product J2 is taken from 12 to M3
by R3. After being processed by M3 it is then moved from M3 to M2 by R2. Finally, after
being processed by M2 it is then moved from M2 to O2 by R1.
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Fig. 4.9. (a) Layout of an FMS (b) production routings.

The S*PR PNM of the FMS is shown in Fig. 4.10. In this PNM there are twelve

activity places Pa = {p2-p8, p10-p14}, five shared resource places Psg = {p15-p16, pl9-
p20}, one non-shared resource place pl17, and two sink/source places Ps;s = {p1, p9}. The
RG of this PNM is computed by using INA [20]. It contains 14473 states, 1510 of which

are bad states. Then, the optimal solution should provide a live system behavior with 12963

good states.
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A0p
12/02

Fig. 4.10. S*PR (N, Mo) taken from [23].

It is observed that the RG of the given PNM is the same as the RG of the PNM with no
sink/source places. Therefore, the connected subnets constructed here have no sink/source

places.

Step 1. The PNM is divided into fourteen connected sub-nets SN;;. There are five connected
sub-nets with one shared resource place (i.e. SN11-SN1s,), as shown in Fig. 4.11, four
connected sub-nets with two shared resource places (i.e. SN2,1-SN2.4), as shown in Fig. 4.12,
three connected sub-nets with three shared resource places (i.e. SN31-SN33), as shown in
Fig. 4.13 and two connected sub-nets with four shared resource places (i.e. SN41-SNa>), as

shown in Fig. 4.14.
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t7 t12
pl9
pll
M3
t11
SN11 SNi,2
t8 tll
p20
p8 plo
R3
t9 t10
SN13

p2

SN1.4 SNis

Fig. 4.11. Five connected sub-nets with one shared resource place.
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SN23(SN2) SN2.4(SNa)

Fig. 4.12. Four connected sub-nets with two shared resource places.
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SN31(SN4) SN32(SNs)

SN3,3(SNe)

Fig. 4.13. Three connected sub-nets with three shared resource places.
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SN4,1(SN7) SNa4,2(SNg)
Fig. 4.14. Two connected sub-nets with four shared resource places.

Step 2. After computing the RG;j; of all connected sub-nets SNj;, the following results are
obtained: SNL = {SN1,1, SN1,2, SN1,3, SN14, SN15 and SN21}, SNo = {SN2.2, SN2,3, SN224,
SN31, SN32, SN3,3, SNa1, SN4 2} that are renamed as SNy, ..., SNg respectively. The number
of states exists within the RG, the DZ and the LZ of the connected subnets SN1, SN2 ..., SNs
and the PNM are all shown in Table 4.13.

Table 4.13. The number of states exists within the RG, the DZ and the LZ of the connected
subnets SNy, ..., SNgand the PNM.

#S |SN1 [ SN2 |[SN3 [SNs [SNs [SNe | SNz | SNg PNM
RG |23 |23 59 133 130 | 225 | 748 |1268 | 14473
DZ |1 1 1 5 12 13 63 134 1510
LZ |22 |22 58 128 118 | 212 | 685 |[1134 | 12963
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Step 3. The set of activity places exist within the connected subnets SNq, ..., SNg and the
PNM are all shown in Table 4.14. For example the set of activity places in SN1 is [SNi]ap =

{p4, p5, p6, p12, p13}.

Table 4.14. The set of activity places exist within the subnets SNy, ..., SNg and the PNM.

net | p2 | p3|p4|p5|p6|p7|p8|pl0|pll|pl2| pl3|pl4
SNy 11111 1 1

SN2 11111 1 1

SN3 1111 1

SNg | 1 11111 1 1 1
SNs 11111 1 1 1

SNs 111 (111 1 1

SN7 | 1 11111 1 1 1 1
SNg 1)1 (11|11 1 1 1
PNM| 1|11 |1(1|1|1]1 1 1 1 1

Step 4. (k = 1); The RG of the SN1 consists of 23 states, with BM; constituting the DZ and
34 good states (GSs) representing the LZ. The marking of the activity places of the BMs is

shown below:

Statenr. | p4 | pS | p6 |pl2|pl3
9 2 10010

In order not to reach BM;, the following place invariant is established: Pl = ps + pu2 < 2.
[Pl1]map = {p4, p12}. The monitor C1 to enforce Pl; is computed as follows:

Ci °Ci G uo(Ci)
Cl |t6,t13 | t5,112 2

It is verified that the controlled SN: is obtained by adding the monitor C1 to the
uncontrolled SNy is live with 22 good states. This is the optimal live behavior for the

controlled SN;.

(k = 2); the set of marked activity places of the Pl1 of the previously computed C1 is not a
subset of [SN2]ap. The RG of the SN2 consists of 23 states, with BM> constituting the DZ and
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22 GSs representing the LZ. The marking of the activity places of the BM> and BMs are

shown below:

Statenr. | p5 | p6 | p7 | pll|pl2
15 01020

In order not to reach BM_, the following place invariant is established: Pl = pe + p11 < 2.
[P12]map = {p6, p11}. The monitor C2 to enforce PI. is computed as follows:

Ci Ci Ci* | w(Cj)
C2 |t7,t12 | t6,t11 2

It is verified that the controlled SN2 is obtained by adding the monitor C2 to the
uncontrolled SN2 is live with 22 good states, this is the optimal live behavior for the
controlled SNo>.

(k = 3); The set of marked activity places of the Pl and Pl of the previously computed C1
and C2 are not a subset of [SNz]sp. The RG of the SNz consists of 59 states, with BM3
constituting the DZ and 58 GSs representing the LZ. The marking of the activity place of

the BM3sare shown below:

Statenr. | p7 | p8 |pl0|pll
27 2 10|30

In order not to reach BMj, the following place invariant is established: Pls = p7 + pio < 4.
[Pl3]map = {p7, p10}. The monitor C3 to enforce Pls is computed as follows:

Ci °Ci Ci* uo(Ci)
C3 | 8,111 | t7,t10 4

The controlled SNs is obtained by adding the monitor C3 to the uncontrolled SN is live

with 58 good states. This is the optimal live behavior for the controlled SN.

(k = 4); 1t is verified that [Pl1]map < [SNa]ap. Therefore, the pCSNa is obtained by including
C1 within SN4. The controlled SN4 is equal to the pCSNg4 is live with 128 good states. This

is the optimal live behavior for the controlled SNa.
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(k = 5); It is verified that [Pl1]map < [SNs]ap and [Pl2]map < [SNs]ap. Therefore, the pCSNs, is
obtained by including C1 and C2 within SNs. The RG of the pCSNs consists of 119 states,
with BM4 constituting the DZ and 118 GSs representing the LZ. The marking of the activity
places of the BM4 is shown below:

State nr. |p4 |pS|p6|p7|pll|pl2|pl3
15 2/0/0|0] 2|00

In order not to reach BMas, the following place invariant is established: Pls = p + pi1 < 3.
[Pl14]map = {p4, p11}. The monitor C4 to enforce Pls is computed as follows:

Ci °Ci Ci* uo(Ci)
C4 | t6,t12 | t5,t11 3

It is verified that the controlled SNs is obtained by adding the monitor C4 to the pCSNs is
live with 118 good states. This is the optimal live behavior for the controlled SNs.

(k = 6); It is verified that [Pl2]map < [SNs]ap and [Pls]map < [SNe]ap. Therefore, the pCSNG,
is obtained by including C2 and C3 within SNe. The RG of the pCSNs consists of 213
states, with BMs constituting the DZ and 212 GSs representing the LZ. The marking of the
activity places of the BMs is shown below:

State nr. |p5|p6|p7|p8|pl0|pll|pl?2
47 0Oj1{1{0|3 (1|0

In order not to reach BMs, the following place invariant is established: Pls = pe + p7 + pio +
pir < 5. [Pls]lmap = {p6, p7, p10, p11}. The monitor C5 to enforce Pls is computed as

follows:

Ci °Ci G uo(Ci)
C5 | t8,t12 | t6,t10 5

It is verified that the controlled SNs is obtained by adding the monitor C5 to the pCSNs is

live with 212 good states. This is the optimal live behavior for the controlled SNe.
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(k =7); It is verified that [Pla]map < [SN7]ap and [Pls]map < [SN7]ap. Therefore, the pCSNy is
obtained by including C1, C2 and C5 within SN7. The controlled SNy is equal to the pCSNy
is live with 685 good states. This is the optimal live behavior for the controlled SN.

(k = 8); It is verified that [Pls]map < [SNg]ap and [Ple]map < [SNg]ap. Therefore, the pCSNg is
obtained by including C1, C2, C3, C4 and C5 within SNg. The RG of the pCSNg consists of
1137 states, with BMs, BM7 and BMg constituting the DZ and 1134 GSs representing the
LZ. The marking of the activity places of the BMg, BM7 and BMg are shown in Table 4.15.

Table 4.15. The markings of the activity places of the BMg, BM7 and BMs.

Statenr.| p4 | p5 | p6 | p7 | p8 [p10|pll|pl2|pl3
277 2 10(1]0]|0[3|1|0]0
357 2 1 0(0]1]0[3|]1]0]O0
415 2 11(0|1]0[3|1|0]|0

In order not to reach BMs, BM7 and BMs, the following places invariant are established:

Table 4.16. Place invariants for BMg, BM7 and BMs.

Pls pa+ pet+ pio+ p11<6
Pl7 pa+p7+ pio+ p11<6
Pls | pa+ps+pr+ po+pnu<?

The monitors C6, C7 and C8 to enforce Plg, Pl7 and Plg are computed as shown in Table

4.17.

Table 4.17. Computed monitors for Pls, Pl7 and Pls.

Ci °Ci Ci* 1o(Ci)
C6 17,112 15, t10 6
C7 | t6,18,1t12 | t5,t7,t10 6
C8 | t4,t7,t12 | t3, 5,110 7
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It is verified that the controlled SNg is obtained by adding the monitor C6 and C7 to the
uncontrolled SNg is live with 1134 good states. This is the optimal live behavior for the
controlled SNg. The monitor C8 is redundant.

Step 5. The pCPNM is obtained by including all monitors, namely C1, ..., C7, computed in
step 4, within the PNM.

The RG of the pCPNM consist of 13055 states, with BMs, ..., BM1o2 (92 bad
markings) constituting the DZ and 12963 GSs representing the LZ. In order to reduce the
bad markings, we apply the Petri net reduction approach to the pCPNM to obtain the
partially controlled reduced PNM (pCRPNM) model as shown in Fig. 4.15.

Fig. 4.15. The partially controlled reduced PNM (pCRPNM) model.
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Step 6. The RG of the pCRPNM consists of 1878 states, with BMg, ..., BM11 constituting
the DZ and 1874 GSs representing the LZ. It is important to note that by using the Petri net
reduction rules, bad markings of the pCPNM is greatly reduced from 92 to 4 in the
pcRPNM. The marking of the activity places of BMs, ..., BM11 are shown in Table 4.18.

Table 4.18. The marking of the activity places of the BMs, ..., BM11 of the pcRPNM.

State nr. |p2|p3|p4|p6|p7|pl0|pll|pl2|pl3
210 |2|1(1|0j0jJO0O O |11
262 |2|1(0|0|0| 2|2 |1]2
3% |2]1]0|0f1|3|1]1]?2
999 |2|1|1(0f1|3 |1 |11

Step 7. In order not to reach BMeg, ..., BM13, the following place invariants are established:

Table 4.19. Place invariants for the BMg, ..., BM11.

Plg M2+ p3+ g+ pao+ 13 <5

Plo p2+ p3+ pao+ par+ paz + 13 <9

Plio po + s + p7 + pao + par + pae + p1z <10
Plig | po+ps+ g+ pz + poo + pas + pa + pa3<10

Step 8. To enforce Plg, ..., Pli1, the following monitors are computed as follows:

Table 4.20. The computed monitors of the PNM.

Ci °Ci G uo(Ci)
C8 t3, t6, t14 t1,t12 5
C9 t3, t6, t8, t14 t1, t7,t10 10
C10 t3, t5, t14 t1, t10 9
Cl1 t3, t5, 18, t14 t1, t7, t10 10

Step 9. It is verified that the controlled PNM, obtained by adding monitor C8 to the
PCRPNM is live with 12963 good states. This is the optimal live behavior for the controlled
PNM. The controlled PNM is shown in Figure 4.16. Table 4.21 briefly shows the liveness

enforcing procedure applied for the S°PR model. In this table the last column shows the
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number of unreachable states. As the elements of this column are all zero this indicates that
there are no good states lost due to included monitors.

@

Fig. 4.16. The controlled S*PR PNM.
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Table 4.21. The divide-and-conquer based liveness enforcing procedure applied for S°PR

net.
# states
within
steps net included C #states within computed C controlled
controlled net net
RG DZ LZ
RG UR
4.1 SN1 - 23 1 22 C1 22 0
4.2 SN2 - 23 1 22 C2 22 0
4.3 SN3 - 59 1 58 C3 58 0
4.4 SNy C1 128 - 128 - 128 0
4.5 SNs C1, C2 119 1 118 C4 118 0
4.6 SNg C2,C3 213 1 212 C5 212 0
4.7 SN7 C1,C2,C5 685 - 685 - 685 0
4.8 SNg C1,C2,.,C5 | 1137 3 1134 CIS&'(i? 1134 0
5-9 | pCRPNM | C1,C2,.C7 | 1878 | 4 | 1874 Rffs 1874
9-10 PNM C1,C2,.,C8 | 12963 | - | 12963 - 12963

Rd.: the number of redundant monitors.

Step 10. The redundancy check carried out show that the computed monitors C8 is

necessary while monitors C9, C10 and C11 are redundant.

Step 11. Exit.

4.4 DISCUSSION

In this section, the performance of the method proposed in this thesis is compared
with the performance of the previously proposed methods in terms of behavioral
permissiveness. In these comparisons, the results obtained for three examples are used. In
the 1% example, it is verified that 322 good states are achieved (near optimal solution) with
three necessary monitors without applying the Petri net reduction rule. Therefore the

proposed method is simpler and straight forward compared with the methods in [15, 32]. In
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the second application example, it is verified that 205 good states are achieved (optimal
solution) with eight computed monitors. Table 4.22 shows the performance comparison of
the second application example using the methods of [22], [11] and our method.

Table 4.22. Performance comparison of 2" application example using different policies

policy # reachable states # arcs # monitors
[22] 210 23 5
[11] 205 42 9
Our method 205 33 8

In the third application example, it is verified that 12963 good states are achieved
(optimal solution) with eight computed monitors. Table 4.23 shows the performance
comparison of the third application example using the method [23], [10] and our method.

Table 4.23. Performance comparison of 3" example using different policies

policy # reachable states # arcs # monitors
[23] 7608 16 4
[10] 4217 35 9
Our method 12963 36 8

In Table 4.22, the policy in [22] provides 210 reachable states with five monitors
which cannot totally eliminate deadlocks. Secondly, in [11], 205 reachable states can be
obtained with nine monitors, but with the method proposed in this thesis, 205 reachable
states can be achieved with eight monitors which is of less complexity and easy to handle.
In Table 4.23, it has been observed that our policy can lead to more reachable states with
eight monitors then the other two policies. This indicates that the two methods cannot lead

to maximally permissible supervisors.
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CHAPTER 5

CONCLUSION

Deadlock is a highly undesirable situation, where each of a set of two or more jobs
keeps waiting indefinitely for the other jobs in the production sequence to release
resources. Deadlocks may arise as a number of jobs flow concurrently through FMS and
are generally difficult to predict. Therefore, it is necessary for an effective FMS control

policy to ensure that deadlocks never occurs [14].

In this study, a divide and conquer approach is proposed for the synthesis of Petri
net based liveness enforcing supervisors in FMS. It is an improved version of the method
proposed in [15] and the policy also includes Petri net reduction approach [12], redundancy
test for liveness enforcing supervisors of FMS [15] and simplified controller computation
for a place invariant [15, 17] so as to carry out necessary computation easily. The proposed
method is generally applicable, easy to use, effective and straightforward although its off-

line computation is of exponential complexity in theory.

The divide and conquer policy proposed in this Thesis can lead to a liveness
enforcing supervisor with maximally permissive results with easy computation compared
to the other policies. It can also be applied to all classes of Petri net models that are

proposed in the literature for the study of deadlock in FMSs.
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