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ABSTRACT

In many environments such as social, multimedia, education, news, politics, etc. people
need to learn more about new information from foreign sources more than past. Since
everybody cannot know any foreign language as well as an expert, they need to obtain
meaning of texts from computers with correct translation of texts immediately or by human
support manually. Every text cannot be translated by human labor immediately and fast.
Preparing correct translation for every text is hard, cost is high and it takes so long time for
experts. Computers provide candidate translations but their correctness levels are unknown.

In this research, a comparative evaluation about output quality of online machine
translation services was performed on a dataset collected from a randomly selected bilingual
sentence pairs in English and Turkish languages. Some sentences are used for training and
others are used for verification. Sentences are categorized based on their structure types and
statistical analysis on word counts done for better evaluation results, coming from 4 different
essential bilingual corpora, which contain source and human reference translation sentence.
They are compared with sentences coming from popular online translation services Google,
Bing and Yandex using some most popular and successful evaluation methods such as
Precision, Recall, Bleu, Meteor and Bleu+, which is an eligible approach for agglutinative
languages like Turkish. Then, human evaluation comparison tests were done to compare the
human approach and automatic evaluation results to measure output quality of online machine
translation services better correlated with expert judgment.

Keywords: Output Quality of Online Machine Translation Service, Evaluation of
Machine Translation, Precision, Recall, Bleu, Meteor, Bleu+



CEVRIMICI DIL CEVIRI SERVISLERININ CIKTI KALITESININ
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o)y

Sosyal, ¢oklu ortam ve egitim gibi pek ¢ok sahada insanlar yabanci kaynaklardaki yeni
bilgilere her zamankinden daha fazla 6grenme ihtiyaci duyuyorlar. Her insan yabanci bir dile
bir uzman kadar hdkim olamayabilir. Bu durum insanlara metinlerin dogru tercimelerinin
otomatik olarak ya da insan eliyle saglanmasini gerektiriyor. Her metin insan eliyle ani ve
hizl1 bir sekilde ¢evrilemez. Her metne dogru terciime hazirlamak uzmanlar i¢in zor, masrafli
ve uzun zaman alan bir is yiikiidiir. Makineler ise bize yaklasik bir terciime vermektedirler
fakat dogruluk seviyeleri bilinmemektedir.

Bu arastirmada, makine terciime servislerinin ¢ikt1 kalitesinin degerlendirme
karsilastirmasi, kaynak ciimle ve insan referans tercimesine icere iki dilli Tiirkce ve Ingilizce
cumle ciftleri Uzerinde uygulanmistir. Bu ciimle ¢iftlerinin bazilar1 egitim ve diger kalan
kismi teyit testleri i¢in kullanilmistir. Daha iyi bir degerlendirme beklenildigi igin, ciimle
cesitlerine ve kelime uzunluklarina gore siniflandirmak i¢in ayrilan ciimleler, kaynak ve insan
referans terciime climlesi iceren 4 temel farkli iki dilli ciimle kaynagindan alinmistir.
Cumleler Bulma (Precision), Duyarhlik (Recall), Bleu, Meteor, vb. popiiler degerlendirme
Olculeri, 6zellikle Tiirkge gibi bitisken dillere uygun olan Bleu+ kullanilarak meshur Google,
Bing ve Yandex gibi ¢evrimici makine tercime servislerinin ¢ikti kalitesini 6lgmek igin
karsilastirilmistir. Devaminda bu otomatik degerlendirme olgiitleri uzman goriisii yorumlari
ile karsilastirilarak daha iyi bir otomatik Ol¢limiin nasil yapilabilecegi tespit edilmeye
caligilmistir.

Anahtar Kelimeler: Cevrimici Makine Ceviri Servisi Cikt1 Kalitesi, Makine
Ceuviricisinin Degerlendirilmesi, Tutturma, Tespit etme/ Bulma, Bleu, Meteor, Bleu+
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CHAPTER 1

INTRODUCTION

1.1 Motivation of the Research

In the 21st century, called as Information Age, globalization and ever-increasing
technological developments affect every aspect of our lives. Citizens of this age need to be
able to locate, assess, and represent new information quickly. The Internet become
widespread and has created a tremendous content which brings together a big potential for
translation. Production of content in multiple languages has become one of the most

significant aspects of communicating information.

In recent years, there is a growing challenge trend toward Machine Translation (MT) and
its evaluation because of increasing text processing requirements. Machine translation is an
automated process by which computer is used to translate text from one natural language to
another. The need for machine translation is to overcome language barriers by providing
affordable cost and acceptable quality in translating information interested by people.

Machine Translation can be used for different purposes: Meaning, to just extract the
essential content of a text; Localization, to translate documentation and help files of
enterprises; Communication, to convey the basic content of electronic texts on the Internet,
such as web sites, electronic mail and even electronic chat lists; Professional: to contribute to

the productivity and efficiency of the work of professional translators.

MT evaluation is a difficult problem. Human evaluation is expensive. However, automatic
evaluation is cheap, but not always fair. Human evaluation of machine translation output is an

expensive process and inefficient when evaluations must be performed quickly or frequently.



On the other hand, automated evaluations focused on evaluating the correctness of the
output, but not the content translation. Nowadays, there are many translation services on the
web that aim to translate texts, but nobody knows whether the translation results are

completely true or not, except the experts.

There are many written and spoken languages in the world. Most of the internet content is
in English and many internet users, who don’t know English, want to read and understand the
information on the internet. Especially, news readers, students and internet users with less
knowledge in English use online dictionaries and translation services to overcome this
weakness. However, they don’t have any details about translation services’ output correctness
level. Sometimes many sentence translation meanings are far from real meaning of original
text. So using wrong translation outputs of text may cause misunderstandings, even big

problems.

Languages, which are source and target language, may belong to different language
family in to translation process. In this case translation process steps are increasing and
making the translation process complex. At the end, translation process output does not satisfy
the real, expected meanings because of lack of some translation steps. If there is a statistical
prediction of translation output quality according to sentence types or categories, users are

able to decide whether they will use the output of translation services directly or not.

Online translation services can instantly translate between any pair of over fifty languages
(such as from French to English). How do they do that? Why does it make the errors that it
does? And how can we build something better? Modern automated translation systems like
Google Translate and Bing Translator learn how to translate by reading millions of words of
already translated text. This research covers a diverse set of fundamental topics from
linguistics, machine learning, algorithms, data structures, and formal language theory, along

with their application to a real and difficult problem [2].

1.2 Significance of the Research

Nowadays, computational linguistic has very highly interest. And people want to know
more information about news in foreign languages, and many people make some agreements
with different people who are in different counties that are far away. In Yates’s paper, the

difficulties of MT were reviewed from the perspectives of the complexity of human language



and translation. Briefly, language is full of exceptions and ambiguities at all linguistic levels.
While humans can recognize these extraordinary linguistic features and handle them properly,

machines are incapable of performing the same job without adequate human intelligence [1].

Some people want to read news from internet or books. But generally the language of the
content is not the same language as the reader’s native language. If readers desire to reach
meaning of content, they will select one of three ways. First, people may learn other
languages which they read about. It may take years. Another one is that they can get help
from an expert. It takes weeks and it costs much. Lastly, they can use some dictionaries or
automated translation service tools. Last way is the fastest one but may not be reliable.
Several tools, free as well, are now available which support translation of text into one or

more languages.

In business life, some traders communicate with business chat programs. Many of them
are from foreign country. So even so small misunderstanding could result with big business
problem [1]. During business and communication, any wrong understanding causes big
problems such as loss of money and prestige. So, having information about relief and truth of
translation is crucial for those services’ users. It is becoming vital what using online

translation services directly by users who have insufficient number of people.

Currently there are a large variety of online MT systems to provide nearly instant
translation in almost all domains, far faster than human translators can, and free of charge.
They serve all popular languages. Their translation quality varies from system to system, from
language to language, and from text to text. In the last decade, there were many researches
that have grown rapidly on Evaluation of Machine Translation (EMT) under Natural
Language Processing and Computational Linguistic scientific field to measure output

quality of MT tools.

1.3 Objective of the Research

This research work will help in providing information to the users about how machine
translation evaluation is done and the quality of the online automated translation services.
This research work is going to answer the following main questions and related sub questions

below:



e Which online translation service provides better quality translation output?
0 What language pair to use to check the quality scores?
0 Are there significant quality scores between sentence structures?
e Which metrics can be used to measure the quality of the automated translation services
best correlated with human approach?
0 How to validate automated measurements of services?

o How to correlate automated measurements of services?

Since bilingual sentences are needed to evaluate the translation services. First aim of the
research is to determine some important and useful information about automatic machine
translation services. As in similar researches, additional information about the statistical
details from the content corpus need to be extracted [3]. However, number of words in a
sentence and number of verbs are indeed significant for analyze of a sentence. So it is needed
to classify over sentence in terms of sentence types. Because almost every meaning

surrounding of verbs.

We report on a horizontal comparison of different online MT systems carried out with a
large volume of legal texts. Unlike the approach of evaluating MT quality by human
judgment, which is in sharp contrast to the ordinary practice nowadays in the field of MT, our
approach adopts the state-of-the-art automatic quantitative MT evaluation technology that has
been commonly accepted and widely applied by MT developers and researchers in recent

years [1].
1.4 Contributions of the Research

As it is emphasized that “If the evaluation problem will be solved, the translation problem
also will be solved” [4], this research focuses on how to evaluate online translation outputs.
This research result leads whether online translation services’ are good to be used directly or
not by the users; and to give ideas what level online translation services can translate

correctly.

This thesis also contains comparison of evaluation methods, both automatic and human
evaluation approach, to decide which is useful during translation evaluation process. In
addition, this research leads to know whether sentence types or domains have any effects on

translation quality by comparison of online web translation services’ outputs.



1.5 Organization of the Research

The following sections provide details about the research. Chapter 2 presents some basic
information about my thesis study and | present what | search about it from the literature.
Then, Chapter 3 contains the methodology about how the individual steps of research to do in
translation evaluation, including collecting data, choosing evaluation metrics, and procedures
to follow. Chapter 4 demonstrates the metric results extracted from automated evaluation
tools for the online translation services. Chapter 5 summarizes the findings and comparisons
between the online translation services. Lastly, in Chapter 6 conclusion and future works are

described.



CHAPTER 2

BACKGROUND AND RELATED WORK

2.1 Background

Understanding and getting more benefits is crucial for this study. There is a strong, long
and deep infrastructure of this research. The main subtitles of background are on the

following with their definition:

e Language (Nature Language)
e Natural Language Processing
e Translation

e FEvaluation of Translation
2.2 Language

Language is an effective medium of communication that is used communicates between
those who are in the same language acknowledgement field [5]. Spoken languages called
natural language [6]. Texts contain sentences made of words. They contain symbols called
character. They reflect though to speech. Natural language is unique in being a symbolic
communication system that is learned instead of biologically inherited [7].

There are many languages exist in the world. Currently about 6000 languages are on our
planet, some spoken by millions, some by only a few dozen people [8]. Languages are named
natural and artificial according to their creating duration.



Table 2.2.1: Model of Grammar

Steps | Terms Content

4 Semantics Meaning

3 Syntax Sentence, phrase

2 Morphology Words, Affixes, Suffixes
1 Phonetics, Phonology | Sounds, Sound Symbols

Model of grammar is consisting of 4 subparts [9, 10]:

e Phonetic is concerned with speech, is produced by human mount and at human ear.

e Morphology bases on root/stem of word and affix/suffix basic morphemes.

e Syntactic is a patterns of sentence in language as well as a phrase or clause consist
of words. Lexical category interests words type such as noun, adverb, adjective,
etc.

e And semantic is a field that studies the meaning of words and sentence [11].

Table 2.2.2: Morphological Analysis

nation

nation-al
inter-nation-al
inter-nation-al-ise
inter-nation-al-is-ation

2.2.1 Spoken and Written Languages in the World

Languages, are generally called natural language in literature, and have many similarity
and diversity in the world. So linguists made a classification over them in terms of origins of

them.

In the world, internet is a currently good source of information and news. And the
language of internet source is English generally. In many countries, people need to know

internet information from the real source.

According to the British Council “Language for The Future” report in 2014, languages

the most important language for UK’ future was presented on the following:
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Figure 2.2.2: The Most Important Languages UK’s Future [12]

So understanding and managing of these languages are crucial for UK nowadays. In

addition, Turkish language is part of the list and in the same level with Russian on the table.

Actually, famous spoken languages are always symbolized with alphabetic characters.

So they are both spoken and written languages.

2.2.2 Languages on Internet
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Copyright @ 2000 -

2010, Miniwatts Marketing Group

Figure 2.2.2: Languages on Web Preferred by Users

This statistic show that internet users are usually prefers English language on web.



Content languages for websites

Estimates of the percentages of Web sites using various content languages as of 26 April 2013

Rank # Language # Percentage %

English
Russian
German

Spanish

1

2

3

4

5 Chinese
6 French

T Japanese
8 Arabic

9 Portuguese
10
1

Polish

14 Persian

15 Czech

16 Swedish
17 Indonesian
18 Greek

il{. %
13 s bl

54.9%
6.1%
5.3%
438%
4.4%
4.3%
4.2%
3.0%
23%
1.8%

L]
1.0%
0.6%
0.6%
0.5%
0.4%

Portuguese - 2%
Arabic - 3%

French -

Chiness - 4%, English - 5%

Az 2013
Content languages for websites!’! &3

Figure 2.2.3: Content of Languages on Websites

However Content of web sites is mostly written in English language in the world, Turkish

language is also on the web significantly.

2.3 Basic Terminology for Language

Languages consist of texts. Texts are occurred in paragraphs. Sentences contain words

and words are formed by characters/symbols.

There are generally two approaches to define structure of sentences:

1. Interms of sentence type

2. Interms of clause type

Table 2.3.1: Sentence Types in terms of Punctuation [13]

Sentence Type | Explanation
Statement Declarative

Question Interrogative

Exclamation | Exclamatory
Command Imperative
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The first approach, taking into account of types, is generally related with meaning and
punctuation. In the second approach, sentence classification is based on structure of sentence.

Structure is shaped by number of clause and their relations.

Table 2.3.2: Sentence structure

Structure Title | Clause Properties Sample
Simple Only 1 independent clause The dog barked.
Compound At least 2 independent clause The dog barked_and the cat yowled.
Complex At least 1 independent and 1 The dog that was in the street howled

dependent clause

loudly.

Compound and | At least 2 independent and 1 As the dog howled, one cat sat on the
Complex dependent clause fence, and the other licked its paws.

This approach gives us a list about sentence class separated with clause statement. There

are two clause types [14]:

1. Independent Clause

2. Dependent clause

Complex_sentence is consists of a combination of an independent clause and a

dependent clause. An example with a relative clause as the dependent clause:

Example 1: The dog that was in the street howled loudly.

Example 2: A student who is hungry would never pass up a hamburger.

An example with a subordinating conjunction creating the dependent clause (note the

various positions of the dependent clause):

Ex: End: The dog howled although he was well fed.

Ex: Front: Because the dog howled so loudly, the student couldn't eat his hamburger.

Ex: Middle: The dog, although he was well fed, howled loudly.

Compound sentence is consists of two or more simple sentences (Independent Clause)

joined by:




11

e acomma followed by a coordinating conjunction (and, but, or, nor, for, vet, so):

Ex: The dog barked, and the cat yowled.

e asemicolon: Ex: The dog barked; the cat yowled.

Compound-complex sentence is consists of a combination of a compound sentence and a

complex sentence [15].

Ex: As the dog howled, one cat sat on the fence, and the other licked its paws.

During separating sentence structure there are some confusion and harnesses.

1- Compound subject and verb statement using with "and" conjunction in simple
sentence versus compound sentence
2- Complex sentence without subordinates such as "that, who, which"

3- Adverb and noun-verb confusion

So sentence cannot be automatically separating with automatic methods and they must

separate by hand manually. Therefore/hence there may be some classification errors.
2.4 Natural Language Processing

Natural language processing (NLP), is a highly interest scientific field nowadays.

Because, management of increasing numbers of languages is very crucial.

NLP is a branch of artificial intelligence that deals with analyzing, understanding and
generating the languages that humans use naturally in order to interface with computers in
both written and spoken contexts using natural human languages instead of computer

languages [16].

NLP is a branch of information machine science that deals with natural language

information [17]. There are many NLP fields [18] such as:

. Text Classification
° Information Extraction
° Information Retrieval

o Machine Learning
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o Question Answering
. Word Semantic
. Machine Translation

° Evaluation of Machine Translation

Especially my interest is evaluation of machine translation scientifically natural
processing field. Because output correctness rates of machine translation systems are
uncountable flexible, insufficient, unstable, and unexpected level. One of the main NLP areas
is translation between languages and their evaluation. Both of them can be made by human

and machine now.
2.5 Translation

Translation is a process of translating text from one language into another [19]. In order to
translate, additionally reordering positions of words is needed. Also determining chunks and
phrases is mostly significant.

Interfingua

A Pt C Pt £ Pl
Semantictransier

43

Figure 2.5.1: Translation Steps

Generally, translation on language is made by transformation of meaning on different
level. There are mainly two approaches of translation such as human translation and machine
translation.
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2.5.1 Human Translation

Translation between languages is one of the most significant requirements of linguistic.
Since its high accuracy, human translation is accepted and preferred more reliable than other

translation types [20].

Human translation is the perfect one of translation approach, but it has many various
solutions in terms of expert’s mind, approach and culture. However all of these useful side of
human translation, it is expensive, it takes time and, more human labor is required than fast

one, machine translation with shortcomings.
2.5.2 Machine Translation

Machine translation is a one of the most challenges / research areas of computational
linguistics in computer science. It was adopted to communicate the texts from one language to
another [5]. It also called ‘“automatic”, “computer-aided” translation that is made by
computers/machines. There are many automatic language translation approaches. Different

methods of machine translation are presented in the followings:

‘_Ai?j;,,‘,-,,.,‘_ RbMT vs. Statistical MT

\

Rule Based

Has been around for 50 years IBM,
Systran, ProMT, SDL & many more
Based on buildinglinguisticmodels of
the rules and syntax of each specific
language combination

Linguistically appealing, well-
understood

Expensive to scale/extend to new
domains

Outputnot always fluent
Beginning to incorporate statistical
techniquesto improve quality
Generally regarded as inadequate for
many new applications because of
the difficulty in producing ongoing
improvements

| Statistical ey

Recent innovation with initiatives from
Google, Microsoft, Asia Online...
Thriving Open Source Movement

SMT is essentially a “pattern matching”
technology rather than a linguistic
technology

Learns automatically— assimilates
translation habits of real translators
Language models yield natural-
soundingoutput & rapid
development/customization cycle
Requireslots of training text & is
memory and computer intensive

The most rapidly evolving and
intensivelyresearched MT approach
today adding linguistics > Hybrid

Copyright © 2009, Az Online Pte Ltd

Figure 2.5.2: Comparison of SMT and RBMT

The figure below gives specifications of rule-based and statistical machine translation

approach. And more approaches used in literature are on the following table:
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Table 2.5.1: Machine Translation Types

MT Types Definition

Rule-Based Rule-Based Machine Translation systems use large collections of rules, manually developed over
time by human experts mapping structures from the source language to the target language [21].

Statistical- Statistical Machine Translation systems use computer algorithms to produce a translation that looks

Based best statistically from millions of permutations [22].

Hybrid- In order to address quality and time-to-market limitations, many Rule-Based Machine Translation

Based developers are augmenting their core technology with Statistical Machine Translation technology to
create ‘Hybrid Machine Translation’ solutions [22, 23].

Example- It also variant of corpus based machine translation type that databases of already translated

Based examples are used for matching against new input and proper samples are extracted after

recombination with analogical manner to determine the correct translation [24].

Also there are many other MT types such as phrased-based MT, knowledge-based MT,

etc., but the most common MTs in use are on the table 2.3.1.2 above [25].

Online Machine Translation Services and Their Limitations

There are many online translation services on web. But their abilities are different.

Some of them have character/symbol restrictions. They almost have secondary paid-based

translation. Some of them are allowing only word translation and some of them have both

word and sentence translation facility. Almost all of the most popular services on web with

their properties on the followings [26]:

Table 2.5.2: Comparison of MT Application

Name Platform Price

Asia Online Windows, Linux, Web Trial Demo
Apertium Unix No Fee Required
Anusaaraka Unix No Fee Required
IBM Cross-platform Commercial
OpenLogos Windows, Linux No Fee Required
Moses Cross-platform No Fee Required
NiuTrans Cross-platform No fee required

Google Translate

Web application

No fee required

Bing Translator

Web application

No fee required

SAIC

Windows, Linux, Web, i0S

Depends on configuration

SYSTRAN Web application Commercial

GramTrans Web application No Required Fee

Promt Web application Commercial

SDL Web application Commercial, Trial Demo
Babylon Web application Commercial, Trial Demo
WorldLingo Web application Trial Demo

IdiomaX Mobile Depends on configuration
Transsoftware Windows Commercial

Yandex Web application No Fee Required
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They are all sentence supported services. Some other services web based translation tools
can only translate words or word groups and they give same outputs with the most popular
online translation services like Google, Bing, etc. Some of them have APIs (Application

Program Interface) to integrate programs to use these services easily.

2.6 Evaluation of Translation

Evaluation of translation is a determine process what your credentials are worth in terms
of the educational system [27]. There are two mainly subsection of evaluation; human
(manually) and machine (automatically) evaluation. Somewhere human evaluation called
human judgment. Evaluation is based on matching similarity of two texts in same language.

Similarity is based on bath word, phrase and meaning.

2.6.1 Human Evaluation (Human Judgment)

Expert can measure correctness rate of translation results according to their
acknowledgement. This is also named “Subjective” Evaluation [28]. According to paper,
there is a 3 way of classification of state detection of sentence. Firstly, semantically and
syntactically correct with respect to reference/s sentence. Then semantically correct,
syntactically incorrect. And lastly, in terms of both approaches incorrect. It means that if a
sentence syntactically incorrect, it cannot be correct semantically.

Human evaluation is also called observation or empirical based evaluation. There are
two main human evaluation approaches such as adequacy and fluency [29]. There are two

common approaches of human evaluation in literature on the followings:

Table 2.6.1: The Rating Levels for Evaluation [30]

Unacceptable | Absolutely not comprehensible and/or little or no information transferred accurately.
Possibly Possibly comprehensible (given enough context and/or time to work it out); some information
Acceptable: transferred accurately
3 | Acceptable: Not perfect (stylistically or grammatically odd), but definitely comprehensible, AND with
accurate transfer of all important information
4 | ldeal: Not necessarily a perfect translation, but grammatically correct, and with all information
accurately transferred

This first one of evaluation rating approach’s levels can be extended in range of 5
individually and especially steps with their explanations in parts of fluency and adequacy
[31].




16

Table 2.6.2: Human Evaluation Criteria and Steps [31]

Fluency Adequacy
1 Incomprehensible None
2 Disfluent language Little meaning
3 Non-native language | Much meaning
4 Good language Must meaning
5 Flawless language All meaning

Second approach is on the table above where fluency measures whether a translation is
fluent, regardless of the correct meaning, and adequacy measures whether the translation

conveys the correct meaning, even if the translation is not fully fluent [32].
2.6.2 Automatic Machine Evaluation

It is called objective measurement [33] that is based on machine aspect accuracy. There

are many methods to evaluate sentence according to outputs of machine translators.
2.6.2.1 Automatic Machine Evaluation Methods

Below, the set of lexical measures are described used in this work, called Lexical
Similarity, grouped according to the type of measure computed. There may some score
differences between original formula and calculated measurement by hand and by automatic

tools. And there are some samples given on the below to explain metrics much more.

Table 2.6.2.1.1: Automatic Machine Evaluation Methods Class

Edit Distance | Precision Recall F-Measure NGRAM

WER PRECISION ROUGE GTM Bleu

PER NIST RECALL | METEOR Bleu+

TER BLEU F1-Measure | NIST
Bleu+ OVERLAP

Edit Distance Based Metric

WER (Word Error Rate) is used as a precision measure [34]. This measure is based

on the Levenshtein distance (Levenshtein, 1966) the minimum number of substitutions,
deletions and insertions that have to be performed to convert the automatic translation into a
valid translation (i.e., a human reference) [53]. The WER formula on the following:
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S+D+1

WER =
N

, Where S is meaning of substitution, D is corresponding to Delete, | character is
representing to Insertion, N means number of words in reference texts and Word Accuracy

Score equals (1-WER). There is a single sample to explain how WER score calculated [54].

Ex:

R: SAUDIARABIA ***  ***  denied THIS WEEK information published in the AMERICAN new york times

C:THISWEEK THE SAUDIS denied ****** information published in the roxE new york times

Ev: S S | | D D D

There are 2 Substitution, 2 Insertion and 3 Deletion. So:
Word Accuracy = 1- 7/13 =6/13 = 46.1%

PER (Position-independent Word Error Rate) has a similar type of WER metric but

a shortcoming of the WER measure is that it does not allow reordering of words. In order to
overcome this problem, PER compares the words in the two sentences without taking the

word order into account. Word order is not taken into account [53].

TER (Translation Edit Rate) measures the amount of post-editing that a human would

have to perform to change a system output so it exactly matches a reference translation.
Possible edits include insertions, deletions, and substitutions of single words as well as shifts
of word sequences. All edits have equal cost. There is only one extra operation, shift, makes
TER different from WER [35]. The TER formula is same with WER but S character is

corresponding to “Shift” operation [35].

Ex:

R: SAUDI ARABIA denied THIS WEEK information published in the AMERICAN new york times.

C: THIS WEEK THE SAUDIS denied information published in the kK new york times.

Ev: SHFT S SHFT D

Two shifts, one substitution and one deletion. So Word Accuracy rate equals (1- 4/13)
9/13 = 69.2%
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Lexical Precision

Pl stands for Lexical Precision, it computes the min-intersection of items (tokens) in the
reference and the candidate divided by the items in the candidate. Precision is basically
morphological compare based method. It matches number of same words in sentences

opposing to number of candidate (machine translation) sample [31].

Ex:

Ref: |SAUDI ARABIA denied THIS WEEK information published in the AMERICAN new york times. |13
Cand: [THIS WEEK THE SAUDIS denied information published in the new york times. 12

Exactly/Surface Matching is 10. So Score of Precision is 10/12. It equals 83.3%.

BLEU (Bilingual Evaluation Understudy) is used to accumulated and individual

BLEU scores for several n-gram lengths (n = 1::: 4, default is 4). Default is accumulated

BLEU score up to 4-grams and smoothed as described by Lin and Och [37, 38].

| ifc=r
BP = { ell=rfe) i ¢ <p

N
BLEU= BP-exp ( z Wy Ingp”) .

n=1

Figure 2.6.2.1.1: Bleu Formula

A more recent idea is that matching words sequence in right order has high scores than
out of order [39]. In terms of this idea, a simplification which named “BLEU” has been
described. In that description, there is a measurement of syntactic similarity between a
candidate a reference by counting the number of matching n-grams for 1 <n <4 [37]. Here is

an example to show how bleu calculate its score:

SAUDI ARABIA denied THIS WEEK information published in the AMERICAN new york times.
Ex: THIS WEEK THE SAUDIS deinied information published in the new york times.

Table 2.6.2.1.2: N Gram Sequence Sample for Bleu Measurement

1-gram P.: 10/12 Matching Words one by one

2-gram P.: 6/11 This week, information published, published in, in the, new york, york times
3-gram P.: 3/10 information published in, published in the, new york times

4-gram P.: 1/9 information published in the
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Average logarithm of n-gram Precision: 35% and BP: e”(-1/12) equals 92%. Score of

BLEU equals BP x Average N-gram Precision Logs. So it is 32.2%.

Bleu+ method [40] method is a fine grained version of Bleu. This method is specifically
for agglutinative languages such as Turkish, Hungarian, Finnish, etc. It calculates word
root/stem and suffixes similarity level by suffix based Levenshtein distance method. Bleu+

plus Formula is in the following:

Table 2.6.2.1.3: Bleu+ Approach Formula Basics

S{wi:wj) = Smg[(ﬂi'i:wj} X Smnrph(w‘i!wj}

BLEU+ tool provides a graphical user interface through which various options can be
set. Using with it has a synonym list, similar word or phrase meanings are accept almost

same. Here is an example which is same with previous bleu sample on the following:

Ex: Stem/Suffix Matching: 11 (SAUDI -> SAUDIS)
* 1-gram prec.: 11/12
* 2-gram prec.: 6/11
» 3-gram prec.: 3/10
* 4-gram prec.: 1/9
SBLEU = BP x Avr. Log. of n-gram Precision X = 33.06%

NIST (National Institute of Standards and Technology) is used accumulated and

individual NIST scores for several n-gram lengths (n = 1::: 5, default is 5). Default is NIST

score up to 5-grams [41].

Lexical Recall

ROUGE (Recall-Oriented Understudy for Gisting Evaluation) has eight variants that are
available. It is basically based on recall and different n gram types of combination [38].
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RI stands for Lexical Recall, it computes the max-intersection of items (tokens) in the

reference and the candidate divided by the items in the reference [42].

Ref: |SAUDI ARABIA denied THIS WEEK information published in the AMERICAN new york times. |13
Ex: Cand: [THIS WEEK THE SAUDIS denied information published in the new york times. 12

Exactly/Surface Matching is 10. And Score of Recall equals10/13. So it equals 76.9%.

F-MEASURE based methods, almost generally used as F;-MEASURE, is also called f-
score or f-measure that is a measure of accuracy unit [43]. It is based on precision and recall
which are balancing together in terms of § (B € positive real numbers). The general formula

of f-score on the following:

precision - recall

Fs=(1+73%-

(32 - precision) + recall

Traditional equal balanced F-score formula is above when B equals 1.

precision - recall

Fr=2- — .
! precision + recall
This means that F1 score is harmonic average of precision and recall. It is used for to

obtain balanced ratio.

METEOR is another sentence similarity evaluation method, also the closest one to
human judgment, which can measure words by calculating harmonic mean of precision and
recall [44]. Additionally, it tokenizes sentence to prepare for evaluation by removing dashes
between hyphenated words and removing full stops in acronyms/initials. It also compares
sentence and words on stem, synonym and paraphrase level [45].

PR
a-P+(l-a)-R

Fmean =

#chunks -1 o
Penalty = = - )

# unigrams_matched -1

Meteor = Fmean » (1 — penalty)

Original weights: « =09, 3=3, v=0.5
Figure 2.6.2.1.2: Meteor Formula
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SAUDI ARABIA denied THIS WEEK information published in the AMERICAN new york times.

Ex: |[THIS WEEK THE SAUDIS denied information published in the new york times.

P =83.3% SR =76.92%

Fmean = 0.77 (Recall Weighted)
Penalty: 4 chunks, 10 matched words = 0.5 x (4-1)/(10-1) = 0.52
Meteor = Fmean x (1-Penalty) = 36.40%

2.6.2.2

Automatic Metric Evaluation Tools

There are little, free but effective evaluation of bilingual data corpus tools on the

following:
Table 2.6.2.2.1: Evaluation Tools
Title Supported Methods
Asia Online Bleu, F-Measure, TER, Meteor
Asiya Web Application Precision, Recall, TER, WER, Per, F-Measure, Meteor, Bleu, etc.
Bleu+ Bleu+

o)
Ai’ﬁnlfnc‘ Language Studio Pro

Automated Quality Metrics

- x
Entler detsits sbout the Automsted Qualty Metrics that you are creating
o Evaunte = F— ‘G \ -

) F -

Figure 2.6.3: Asia Online Language Studio Automatic Metric Evaluation Panel

Asia online language tool is a downloadable and executable program that allows

evaluating text similarity in trial version. It contains Bleu, F-Measure, TER, Meteor metrics.

It can evaluate sentence list together only.
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. e Y
Asiya T estbed Data: () Guidetines - Video-Demo @ Start New Session
h 4

Data Format
raw v | Source Language: |english ¥ | Source Case: |caseinsensitive v

Input format
Input already fokenized Target Language: other ¥ | Target Case: case insensitive v
Files
Source file Upload File
Source text Write some text here instead of uploading a
file.
~

Reference files: Upload File
Reference ted Bu video kaydedici saglikli calismiyor.

-

System transiation fies: | Upload File
System ransiation texd g Ligen kavdedici dogru calismayer.

Evaluation Options
Metric selection 1R FLANVER METEOR.4x LEL.TER
Change metric selection
Clear Files Run Asiya!

A:,uja K(‘Pnr‘:

v || segmentlevel v | Save Report || View Plot | Analyze || tSearch

metric matrix
.Syswms Document Segment Pl RI FI -WER METEOR.-ex BLEU -TER
systit  noname 1 0.8333 0.8333 08333 -0.1667 0.4066 0.3799 -0.1667

CHER Of To# DI 10 re0raer The Wk JOLOA0ING 1 e MeN
sys.txt: Bu video kaydedici dogru calismryor

ref.txt: Bu video kaydedici saglikh calismryor.

Figure 2.6.2.2.1: Asiya Evaluation tool

Asiya evaluation tool has an online interface. It contains a lot of evaluation metric such
as Precision, Recall, F-measure, TER, WER, and Bleu, etc. It is available from everywhere

and can evaluate sentence list individually.

By ELEU+ =RR=N x|
i
+ Candidate Translations File: best1w2-3.03 ﬂ
: Reference Translations File(s): |words-testhr
m BLEU Score:
d e tENTLC. COMm
‘ 4 Calculate BLEU Score ‘ Parameters... | ‘ = Statistics

Figure 2.6.2.2.2: Bleu+ MT Evaluation Tool

Bleu+ is an extended version of Bleu created by Tantug [38]. It calculates root and

suffixes individually. And if there is more than 70% similarity that word is considered as

matching word. This approach is more flexible than bleu.
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EEET e g e N v e
A% COSTA MT Evaluation Tool o T

Soupe: Depulat por Stato membro o gppo polifco [‘
.

MT:
TAEP by Mambat Stats nt poltcal groun L

Fluency: comprannsibis Dizfuert ianzusge ornatue tanguge 4 Godlznguags swtesa l3nguase

Reference: | cos o) Hemaer Stats and palicel croun [‘

Adequacy: 1 Hon 2 Litls mazring o masne 1 Most mezning

Translation error dassification

Grammar: [ Vero Inflecton [ 5] a D aicie 4 Preposticn [ Agreement

Commants: [

Words: U snglewords (] muttwordunits [ Terminclogy (&) L e L amo; ransat L bt J Conunctions:

Style: [ Actonyms - Abbcevations  [) Eqraworas [ Countrystandards [ Spetting ermors. (] Accent () Capialzation (] Funcuation

Comments:

Figure 2.6.2.2.3: Costa Human Evaluation Tool

Costa Mt evaluation tool allows to be ranked sentences individually in range of 1 to 5 in

terms of adequacy and fluency criteria by human. And it allows adding some extra comment.

2.7 Related Works

There are many researches on scientific and computational linguistic area. The main

surveys are the followings:

. Machine Translation and Its Evaluation

o Evaluation Methods of Sentence Similarity Measurement

Table 2.7.1: Literature review summary [55-59]

Title Languages Dataset Result
A Short Guide to Measuring and . 3 different and 1 Google > Bing > Systran
. . . English to . L
Comparing Machine Translation Erench combined bilingual
Engines reference corpus Bleu> Others
Subjective and Objective Evaluation Enalish to
of English to Urdu Machine grdu Sample Sentence ATEC> METEOR
Translation
-dri j-Server > Google > Translution
Two Phase Evaluation for Selecting Japanese to o!a_ta o_lrlven ) g
- . . . classification, 300 -
Machine Translation Services English
> 6 groups Bleu > NIST > WER
1. corous Bing > Babylon > Google > Free
Which online translation is best in Spanish to - corp Translation > Prompt
Spanish to English translation? English Google > Bing > Prompt > Free
2. corpus :
Translation > Babylon
BLEU+: A Tool for Fine-Grained English to
BLEU Computation Turkish Sample Sentence Bleu+>Bleu
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Scientist tries to find out the state of many different service output qualities
comparatively by using with different corpus and metrics. They believe that this approaches
help machine translation engines to improve their self. In terms of language specifications

corpus give different results by using with different metric.

Early approaches to compare text to detect similarity rate with calculating number of
matching words [46]. Some basic evaluation methods such as Precision, Recall and F-
measure show significantly higher correlation with human judgments over 728 English —
Arabic bilingual sentences Corpus with six different translations which of two are coming
from machine translation and four of them are coming from reference (human) translation
[47].

There is another survey about evaluation of 5 popular web-based MT systems in
empirical usability factors [48]. This study contributes into development of on-line MT

services to enhance their design to be useful real users.

There is an extensive survey [49] about comparison among these methods’ translation
accuracy evaluation rate from one language to another one. Especially, Chinese, Arabic, and
English Languages are used to measure evaluation of translation. BLEU and NIST are strong,
given high rate evaluation methods of machine translation. They are still the best general
choice for training model parameters. Models trained using n-gram based metrics, BLEU and
NIST, are more robust to being evaluated using the other metrics. It is determined that Meteor

works reasonably well for Chinese but is not good choice for Arabic.

The RYPT based metric which directly makes use of human adequacy judgments of

substrings, would obtain better human results than the automated metrics presented here [51].

Since using BLEU and NIST produces models that are more robust to evaluation by
other metrics and perform well in human judgments, we conclude they are still the best choice

for training [49].

There are many automatic evaluation methods to measure similarity rate of sentences.
But researches are shown that methods below are most successfully and meaningful for

evaluation of English and Turkish languages:
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Table 2.7.2: Suitable Evaluation Methods vs. Languages Table

Methods vs. Languages | En Tr
WER ol

TER ol
METEOR xxx

BLEU *k*k *
PRECISION ** *
RECALL ol *
BLEU+ - ol

The number of asterisk means that the scientific papers related with this evaluation

subject which contain similarity evaluation metric consider about these metric densely.

And there is a sentence evaluation tool for similarity comparison such as Asia Online
Language studio, Asiya Online evaluation service and Costa MT evaluation tool [31].
Excluding last one are automatic evaluation tool with more than one automatic evaluation
methods like Bleu, TER, Meteor, etc. Costa MT evaluation tool helps us to evaluate sentence

by using criteria in terms of human judgment manually.



CHAPTER 3

METHODOLOGY

In this study, a number of the most commonly used online MT services was examined

of 4 steps of Research on the following:

3.1 Selection of Online MT Services

and compared with their translation performance on legal texts, a text genus of particular

importance to newspaper readers and internet users. Methodology of this thesis is consisting

We highly interested in and focused on Turkish and English languages. So the services

Table 3.1.1: Translation Services over Internet

table is given below about online translation services and their attributes [26].

we can use should support these languages. Services which we selected should also be free
accessible and cross platform (web based) at same time to reach easily without any login. The

Name Platform Price TR&En Support
Asia Online Windows, Linux Depends on configuration Yes
Apertium Unix No Fee Required No
IBM Cross-platform Commercial No
NiuTrans Cross-platform No fee required No
Google Cross-platform (Web application) No fee required Yes
Bing Cross-platform (Web application) No fee required Yes
SYSTRAN Cross-platform (Web application) Commercial Yes
Promt Cross-platform (Web application) Commercial No
SDL Cross-platform (Web application) | Commercial, Trial Demo Yes
Babylon Cross-Platform Commercial, Trial Demo Yes
WorldLingo Cross-Platform Commercial, Trial Demo Yes
Transsoftware Windows Commercial No
Yandex Cross-Platform No Fee Required Yes
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Services compatible for my requirement are on the following with their properties and
limitation [51, 52, 53]:

Table 3.1.2: Services Used in Tests

Service / Property | Limitation # Lang. Sup. | MT Types Instant Mode | Pronunciation
Google Unknown 81 SMT N N

Bing 5.000 Symbol 44 RBMT & SMT N N
Babylon 300 character 30 RBMT

World Lingo 500 words 33 RBMT

SDL 500 Words 43 KBMT N

Yandex 10.000 char. 43 SMT N N

As seen that over 6 popular TR EN supported online machine translation services have

some properties such as languages, character limits and MT types. Interface of those services

are follows:

€ - C' |8 https//translategoogle.com.tr/#tr/en/ w =
+Mehmet Akif 33 (o
Google Vetmet Akt $E Q1 Payes (&)
Ceviri 4]
Inghizce | Rusga | Torkge | Oul aigia -J % || Tukge Rusga | Ingllizce | « m
| oinalgia  Cevuano Fince Ioranice Kennada  MalaOil  Slovakga  Yidce
AmkaDl Gokge Fransuca Igbo DIll Katalanca  MaoriDill  Slovence  Yoruda
Amanca  Ginee Galce Ingilizce Korece Marathi Somalics  Yunanca
Arapa Danca Galigraca Inandaca Laoca Mogolca Svahili 2uly
o Amawitca  EndonezaDIt - Gucerat DNl Ispanyolca Latince Nepaice Tamil

Aninda geryi kapat

Ermenice
Esperantoca
Estonyaca
Farsga
Felemenkge

| Azerice
Basksa
Belarusga
Bengalcs
Bognakca

Buigarca  Flipince

Gurcace Isvege
falyanca

I#andaca

Haill Creole Dili
Hausa Dili
Hinvalga

Hintge

Hmong DIl

Japonca

Javanese

Kambograca

Lence TayOil
Letonca
Livanyaca

Macarca Romenc o

Norvegce
PencapDill _ Telugu
Ukraynaca
Makedonca  Rusga Urduca

Malezya Dt Vietnamca

Podekizce [ Tiirkge

1ak olup isim beliniimeden kullanicilara gosterilebilir

Igletmelor igin Google Gewri Gevirmen Arag Seti

Wb Sitesi Gevirmeni

Global Pazar Firsatlan Aract

Google Geviri Haklonda ~ Mobil  Gizliik  Yardm  Gerl bildirim gonder

Figure 3.1.1: Google Translation Service Interface

During obtaining words or sentence, Google allows selection/changing synonym of

words or words group / expression, but Bing, Yandex and others not yet. Manually matched

word tracking can be made by cursor movement on words at Google with yellow signing.

Additionally, documents and web sites with URLs can be used as input for translation.

Google translation services support 81 languages against and it accepts many large size of text

together. It presents some functional use such as input text with microphone and uploads from

text file. It allows hearing pronunciation of source texts and translation.
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4« = € |0 wwwbing.com/translator/ L

WEB  RESIMLER  VIDEOLAR  CEVIRMEN  DIGER
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Otomatik Algila v LTRSS <« Turkge L |
Otomatik Algia Hintge Macarca
Almanca Hmang Daw dil Malay dii m
Anpra Hollanda dik Males dii
Basitlegtirlmis Gince  lbranice Nrveg dif
Bulgarca Ingilizce Portekizce 0500
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Dancs veg dif Rusga
Endonezya dili halyanca Slovakea
Estonca Japencs Slovence
Farsga Katalanca Tay dil
Fince Kiingon Torkge
Fransza Kore dil Ukrayna dik
Gake Lehge Unduca
Geleneksed Cnce Letoncs Vietraen dif fcin Microsoft Translator Bing Gevirmen Yardm @
H{  Heiti Creale dii Litvenca Yunanca ligtirciler
EirReTe Hizmeti Saglayiclan
Uyguiamalar Web Yeneticileri

Diger

"© 2014 Microsoft | Gizlilik ve Tanimlama Bilgileri | Yasal Bildirim | Yardim | Gen Bildirim

Figure 3.1.2: Bing Translation Service Interface

Bing translation services, also other Bing services, are in part of Microsoft products. It
shows written character counts over 5000. Then manually matched words tracking can be
made by cursor movement on words at Bing with yellow signing. You can hear text
pronunciations also. Bing translation web services has a recently limitation about 5.000

characters called symbol. It also supports 44 languages.

& - € |D translationbabylon.com W

©babyion =1 ‘

11\ - Offering of dicti ies and ion in more than 800 language pairs.

ylon 10 LR Rt Download it's free
J't popular translation software

$ B Homan rrsion

Figure 3.1.3: Babylon Translation Service Interface

Babylon also provides a downloadable program. Trial version is available for online.

Short texts are allowed for translation.
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Figure 3.1.4: World Lingo Translation Service Interface
World lingo translation service is almost same as a Babylon Service.
S DL ‘ FreeTranslation.com Professional Translation  Translators  Tools  Learn aLanguage
From English ¢] To French ¢|
Arabic Dari Hausa Korean Poruguese  Spanish
Bengali Dutch Hebrew Lithuanian  Romanian Swedish
Bulgarian Estonian  Hindi Malay Rugsian Thai
ﬁ e suppart ﬂncEﬁ;‘;}T:‘?"ﬂ Chinese (Simplified) Finnish Hungarian Morwegian — Serbian Turkish
O Instant translation Chinese (Traditional) ~ French Indonesian  Pashto Slovak Ukrainian
Czech German  ltalian Persian Slovenian Urdu
N Danish Greek Japanese Palish Somali Wietnarme se

Figure 3.1.5: SDL Translation Service Interface

Another service, SDL, is similar to Babylon. “Instant Translation” selection mode is

additionally available.

« 3 € [0 ceviriyandexcomir 2
Web Haritalar Haberer Mail Gorsel Video Gewiri dahafaziasi Girig yap

Yandex [ )
@ AuTo | ingilizce ~ | g ‘ Tirkge v | £F Ayariar

— h il
% @) |Amanca Geke Fransizca halyanca  Makedonca Swpga | (& & D ® |
!B keume Arapca  Danca Gorcice  Izandaca  Malayca Slovakea | | |

| Amavutca  Endonezyaca Hirvalca Katalanca Makaca Slovence
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| Belarusca Estonca Ingilizce Letonca Portekizce  Ukraynaca |
| Bosnakca Felemenkce  kspanyolca Litvanca  Romence  Vietnamca
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Kavye PMobil sirim Taraycidagevii  Kulanic Sodesmesi  Bize ulasn ©2011-2014 «¥andex»

Figure 3.1.6: Yandex Translation Service Interface
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Manually matched words tracking can be made by cursor movement on words, at
Yandex with yellow signing. You can also hear text pronunciations. Yandex has 10.000

character limitations. And it has about 43 language support.

These services (Google, Bing, and Yandex) have also an APl (Application Program
Interface) to obtain translation easier and faster but we did not prefer using API due to

integration process because of usage reality.

In order to obtain translation outputs fast and easily, we ignored Babylon, World Lingo
and SDL web services due to their low character and word limitation. It makes difficult
translation of big data to evaluate in my thesis. At the end we decided to use Google, Bing

and Yandex translation web services only. These services are more suitable for my study.
3.2 Bilingual Data Corpus Collection

During my research, |1 have not founded any bilingual corpus separating in terms of
domain. So I collected legal sentences from the following sources. Various type of source for
bilingual data is need to variety. Because online translation service users put sentence in

different domain such as academic, news, daily, historical, etc.

Table 3.2.1: Corpus Sources

Bilingual Corpus Source Explanation Simple | Compound | Complex | Compound-
Complex

Osym.gov.tr - Exam Center UDS-KPDS-YDS Translation 4 18 44 8
Question and Answer

Manything.com - Bilingual sentence pairs archive 6 - - 30

tatoeba.org/

Yeminlisozluk.com Bilingual sentence pairs archive 1 - - -

lonweb.org Bilingual sentence pairs archive 1 - -

News, Education Documents | Human Translators are native 6 13 4 2

— Expert Translations Turkish speaker English Teachers.

wikipedia.org/ Bilingual sentence pairs samples 2 - - -

Historical Book Bilingual Book 25 17 2 -

Assay, Thesis Abstract Bilingual Academic Abstract 5 2 - -
Totally 50 50 50 40

Because there are no enough bilingual corpus which contains compound-complex
sentences, we decide to reduce all number of sentence train test to 50 equally except
compound-complex sentence structure. There are only 40 sentences in compound-complex

part.
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It is interesting and expected information that almost every English source text word
number is higher that Turkish reference human translation. It is prove that an expression in
Turkish can explain with more than one word. In other word, an expression consist of more

than one word can express in one word with root and suffixes.

Table 3.2.2: Number of Word Comparison of Train Set on Source-Reference

Corpus
Much # of word Count of Longer sentences in
terms of # of word
Source English Text 183
Reference Turkish Human 3
Translation
Same number of word 4
Totally 190

This table means that texts are longer in English language than Turkish language in
terms of word number. These results prove that some English words represents as a suffix in

Turkish language. Since, Turkish texts are generally shorter than English texts.

Table 3.2.3: Number of Words Statistics in Source-Reference Sentence Structures

Sentence Structure Min | Max | Avr.
Simple 4.0 23.0 | 114
Compound 10.0 | 33.0 | 225
Complex 9.0 37.0 | 204
Compound-Complex 15.0 | 36.0 | 241

These numbers are coming from the number of word measurement on original source

text to realize length of sentence in terms of structure.

3.3 Classification of Data
Data, coming from bilingual corpus, is separated two parts. First part was used for
training test to obtain average values to use assumptions/predictions/estimation. Second part
is used for verification test.

Data is called corpus, too. Corpus has bilingual sentence pairs in Turkish and English.
Sentences were classified manually in term of instructions into 4 parts: Simple, Complex,
Compound and Complex-Compound. We have selected these sentence structure based
classifications because there is no study we have ever seen yet over papers up to time. So we
decided to focus on this field to innovative study.
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Table 3.3.1: Bilingual Sentence Structure Sets Distributions

Train Set Automatic Human
Sent. Str. Verification Test Judgment Test
Simple 50 15 16
Complex 50 15 10
Compound 50 15 4
Complex-Compound 40 10 2
Totally 190 45 32

Totally 32 sentences from inside train set to evaluate especially by human judgment

since to decrease Expert evaluation process duration time also compared with automatic

metrics.
Table 3.3.2: Word Statistic over Corpus
Train Test Set Verify Test Set

Word
Statistic Source-En Reference-Tr Source-en Reference-Tr
/?t’::ibute # of Sent. unique | total | unique | total # of Sent. unique | total | unique | total
simple 50 280 570 283 423 15 110 145 102 106
complex 50 596 1129 648 832 15 74 119 64 95
compound 50 479 1018 522 769 15 57 102 54 82
complex-
compound 40 481 963 519 707 10 184 300 171 232
total 190 1836 3680 1972 2731 55 425 666 391 515
Unique
Word Rate 49.8% 72.2% 63. 8% 75.9%

Because of variety of suffixes, in Turkish language, exact unique words counts,

determined surface matching, are bigger than English language nationally.

3.4 Evaluation Methodology

To judgment of sentence via human experts easily, forceless, and quickly, we got
sentence thorough reducing sentences from 100% to about 13%. So we will evaluate a subset
of 245 sentences which is about 32 to verify with human approach easily. There are 2 mainly

evaluation aspect of similarity, such as, Machine and human evaluation.

Inside overall 245 sentences selected 50 sentence pairs are used for train test and
randomly selected 15 sentences are used for verify test to comparison. There is an exception
only to complex-compound sentences: 40 sentence for train test and 10 sentence pairs to
verify test because of limited source for complex-compound sentences in corpus which we

collected.
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Table 3.4.1: Number of Sentence Distribution for Training and Verify Tests

Total Train Test | Verify Test
Simple 65 50 15
Complex 65 50 15
Compound 65 50 15
Complex-Compound 50 40 10
All Sentence 245 190 55

Results are compared respectively correlation among training and testing scores.

3.4.1 Machine Evaluation (ME) Step

Sentence similarity is checked by using with algorithms; especially they called methods,
to measure similarity of sentences objectively in terms of many aspects. We selected a subset
of evaluation which is TER, Precision, Recall, Bleu, Meteor and Bleu+ evaluation methods
because they are popular, easy to access. Their results are between in range of 0 and 1 or 0

and 100. I normalized all rates in range of 0 and 100.

Corpus was separated into 2 parts: Train and automatic validation set .First set is used
for to obtain automatically average and range scores from bilingual corpus about quality of
service translation by 190 sentences total. Almost for every sentence structures such as
simple, compound, complex and compound complex, 50 sentences are taken excepted
compound-complex structure. That subpart contains only 40 sentences since there are no more
sentences about this structure taken from relevant bilingual corpus. And second part is used
for automatically validation by 55 sentences consist of 15 simple, compound, complex and 10

compound-complex sentences

3.4.2 Human Evaluation (HE) Step

Although human evaluation also called judgment is not same with auto metrics one to
one, there are some basic criteria to evaluate sentence similarity. As mention at section 2.6.1
we preferred Adequacy and Fluency criteria which declared in the previous chapter 2. Their
evaluation rates are in range of from 1 to 5. But “All meaning” and “Flawless language” (5)
options and “None” and “Incomprehensible” (1) options can be prefer in human evaluator
mind while that candidate sentence is not the best or worst translation. But Costa Human
Evaluation tool with 20% in first step. So there is no similarity you can select “1”. None of
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meaning, tool gives you 20% similarity rate. Costa MT tool designers might assume that the

worst sentence can be reflect a few opinion about source text.

There are 32 sentences in the human judgment corpus. Sentence are well balanced by
sentence structure in terms of big 830 corpus. So 8 simple, 5 complex, 2 compound and 1
compound-complex sentence are collected inside to one human judgment evaluation set. Each
of From Turkish to English and English to Turkish datasets has same number of sentence.

And 3 of translation services’ outputs were evaluated by 8 different native Turkish speaker

English teachers.

3.5 Statistical Computation and Representation

I demonstrate meaning of results with Z distribution confidence interval estimation is on

the following formulas:
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Figure 3.5.1: Confidence Interval Calculation Basics

These basics are coming from statistic science. Scientists when they desire to compute
density range with ratio, they calculate confidence interval to overreach of standard deviation.
So confidence interval calculation helps to

(o}
X *196 7, upperbound

X - 1.96 7\’%' lower bound

Figure 3.5.2: Confidence Interval Formulation

, Where X represents mean value of samples, ¢ (sigma) represents standard deviation and n

represents number of sample. 1.96 is confidence interval coefficient for 95%.
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3.6 Evaluation Tools

The tools we have selected only Asiya web based tool [54] and Bleu+ tool [40] to get
automatic assessment of quality because Asiya evaluation tool is contain all method of Asia
online executable evaluation tool and anymore. Although Asia online is offline executable
program. So it needs installation. Asiya is an online reachable tool and it allows evaluation of

sentence both individually and collectively. So we selected Asiya evaluation tool.

To judgment of human mind, there is a useful tool; its name is Costa MT [31]
evaluation tool. Costa MT evaluation tool allows evaluating sentences by human mind more
closely. Costa MT evaluation tool evaluate sentences in terms of 2 common aspects in Table
3.4.2. We have prepared a mix set of bilingual sentence pairs to present foreign language

school instructor. Then, we got feedback of human evaluation scores.



CHAPTER 4

EVALUATION ANALYSIS

4.1 Automatic Evaluation Training Test

In this first section, 190 sentence pairs over 245 were tested to train system and rest of
them is 55 sentence pairs were used for verify test by different automatic evaluation methods.
Three selected MT services’ such as Google, Bing and Yandex results were tested to train our
bilingual sample set. And confidence interval and rate (95%) details according to declaration
of 3.4.3. All similarity rates of texts are coming from automatic tools.

4.2  Automatic Metric Evaluation of Google

For this evaluation process, data consist of Turkish reference and Google translated
sentences. Totally, 190 single, unique reference sentences are used to measure similarity rates

with candidate sentence coming from Google translation service.

4.2.1 Evaluation Train Test of Google Service from English to Turkish

This evaluation part is made for Bleu+ metric especially because similarity scores of
candidate and reference text can obtain one by one. It takes so many hours to get similarity
scores for a big corpus. So, totally we examined over 190 sentence pairs to take similarity
scores easily. Bilingual text pair test case consist of Google translated candidate text and
reference texts within 50 simple, 50 complex, 50 compound and 40 complex-compound

sentence structure.

The table on the following shows that distribution number of sentence in terms of their

structure and average similarity scores of them in many various evaluation types:

36
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Table 4.2.1.1: Average Scores of Evaluation Rates for All Structures of Turkish
Sentence on Google

# Sentence P R T w M B B+
Structure
50 |Simple 358 | 37.6 | 154 | 13.7 | 155 | 13.6 | 479

50 | Complex 42.0 | 427 | 26 | 226 | 19.2 | 157 | 36,5
50 |Compound | 47.2 | 48.7 | 31.0 | 26.8 | 20.9 | 14.8 | 36.8

qo | COmPound-| 45| 464 | 28.8 | 265 | 190 | 125 | 397
Complex

These results are coming from examination of evaluation tests between Google

translation service’s outputs from English to Turkish language and already translated

reference sentences by human experts which are about 50 simple, 50 Complex, 50 Compound

and 40 Complex-Compound Turkish sentence pairs. Scores are between in the range of 0 and

100.
60
H Simple
50 47,2 48,7 46,4 47,9
39,7
Compound
202 29
’ . H Complex
Ry °
I:I:I ® Compound-
! ! ! Complex
P R T w M B B+

Figure 4.2.1.1: Average Scores of Evaluation Rates for All Structures of Turkish
Sentence on Google

Bleu+ Rates has been obtained together all of sentence by bleu+ evaluation of MT tool.

Together getting scores reflects different rates. But one by one scores more reliable. We

decide to take 50 sentences to training test and 15 samples to verify test respectively.

Excluding complex-compound sentence that for train 40 and 15 sentences to verify test.

Scores are given by 95% confidence interval. Services are evaluated individually by metrics.

The details are in table on the following:
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Sent.

Struc # Source-En Reference-Tr Candidate Translation Tr P R T W M B B+
China's Han Dynasty marked an s Cin'in Han Hanedan: 37.0|50.0 | 170 | 17.0 |24.7| 19.1| 36.0
- 7. Cin'in Han Hanedani e et .
1 | official recognition of o Konfligyiis¢iiliikk bir resmi tanima
o Konfiigyiisciiliigii resmen tanidi. . .
Confucianism. isaretlenmis.
. . Amerika'nin en Uinlii romancilari, - 533|615 |46.2 | 46.2 |29.4| 253 | 31.0
America's best known novelists, - L Amerika'nin en taninmis romancilar,
. . . gazetecileri ve editorleri gecen hafta . -
o 2 | journalists, and editors attended a New York'ta bir konferansa gazeteciler, editdrler ve gecen hafta
= conference in New York last week. New York'ta bir konferansa katildi.
E katildilar.
@ They decided to get married next | Gelecek ay evlenmeye karar 50.0 | 60.0 | 40.0 | 40.0 |30.2| 26.3 | 56.0
3 . Gelecek ay evlenmeye karar.
month. verdiler.
5o | Susan sang a solo and Susap solo'bir pargaqu piyanoda Susan solo seslendirdi ve piyano 50.0 | 444 | 444 | 444 |21.6|20.0 | 54.0
accompanied herself on the piano. | kendi kendine eslik etti. kendini eslik etti.
The man known as “The Israil'de "Buldozer" olarak bilinen Israil'de "Bulldozer" olarak bilinen 50.0 | 50.0 | 40.0 | 40.0 |21.3|18.5| 39.0
51 |Bulldozer” in Israel was “The Sharon, diigmanlari tarafindan adam onun diismanlar1 arasinda
Butcher” among its enemies. "Kasap" olarak adlandiriliyordu. "Kasap" oldu.
5, |1 wrote Jane a letter while she was Jane'e, 0 kamptayken bir mektup O kampta iken ben Jane'e mektup 286 (333| 00 | 00 |65]| 73 | 610
away at camp. yazdim. yazdi.
The term "Stone Age" is used to "Tas Devri" terimi, insanligin o . 50.0 | 50.0 | 27.8 | 27.8 |23.3|27.8| 17.0
- . . . . Terimi "Tag Devri" tas alet
describe a period of human gelisim evrelerinden, aletlerin .
% . yapiminda en zor malzemesi olarak
2 53 | evolution where stone was used as | yapiminda tagin en sert materyal . TR
S . . N . kullanilan insan evriminin bir
= the hardest material for making olarak kullanildigr dénemi d6nemi tanimlamak icin kullanilir
S8 tools. tanimlamak i¢in kullanilir. g '
Numerous studies have shown that | Pek ¢ok ¢alisma; sigara icenlerin Cesitli caligmalar tiryakiler sigaraytr | 50.0 | 46.2 | 38,5 | 385 |20.9| 179 | 17.0
when smokers quit smoking, they | sigara igmeyi biraktiklarinda birakma, onlar yaklasik on giin
100 sleep better in spite of temporary | yaklasik olarak on giin slrebilecek | boyunca siirebilen, huzursuzluk,

symptoms such as restlessness,
anxiety and headache, which can
persist for about ten days.

huzursuzluk, endise ve bas agris
gibi gecici belirtilere ragmen daha
iyi uyuduklarini géstermistir.

anksiyete ve bag agris1 gibi gegici
semptomlar, ragmen iyi uyku
oldugunu gostermistir.
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Sent.

Struc. # | Source-En Reference-Tr Candidate Translation Tr P R| T |W| M| B | B+
The classes ended early, but Dersler erkenden bitti, ama 33.3|36.4|27.3(27.3(13.0(13.6(38.0
101 | nobody in my class went home siifimdan hi¢ kimse erkenden Smiflar erken bitti, ama benim sinifta
early. evine gitmedi. kimse eve erken gittim.
His stories are always very long Onun hikayeleri her zaman uzun ve | Onun hikayeleri her zaman ¢ok uzun ve 47.1161.5(23.1|23.1|25.1| 85 |56.0
2 102 | and boring, but we always listen to | sikicidir yine de biz nezaketimizden | sikici, ama biz her zaman kibar olmaya
é be polite. her zaman dinleriz. dinleyin.
g The boys walked down the road Cocuklar yoldan asag yiirtidiiler ve 37.5|30.0(30.0/30.0|10.3| 5.7 |54.0
S 103 | and their parents waved from the anne babalar1 onlara evden el Cocuklar yolda yuridu ve velileri evden
house. salladilar. sallad1.
150 Tom isn't always late, but he often | Tom her zaman ge¢ kalmaz fakat Tom her zaman geg degildir, ama o 42.9|40.0/33.3(33.3(16.8| 8.3 [38.0
is. sik sik kalir. genellikle.
We had heard the assignment, but | Gorevi duymustuk, ancak talimatlar 28.0133.3|16.7|16.7 |10.6 | 6.8 [54.0
151 | we did not understand it because kafa karistirict oldugundan ne Biz atama duymustum, ama y6n kafa
the directions were confusing. oldugunu anlayamadik. karistiricl, ¢linkii biz onu anlamadi.
Tom said he wasn't interested in Tom Mary ile ilgilenmedigini 41.0(38.9(33.3|33.3|17.8(11.0|24.0
3 152 Mary, but he seemed to always be | soyledi fakat o her zaman onun
S8 looking towards the side of the bulundugu odann tarafina dogru Tom Mary ilgi degildi dedi, ama o hep o
§ room where she was. bakiyor gibi goriiniyordu. oldu oda tarafina dogru bakiyor gibiydi.
'é It is not t_he strongest of the species 0, yasayan tiirlerin en giiclisi 58.0|55.6|44.4(38.9(22.3(12.9(24.0
S | 153 |Mhat survive, not the most degil, en zekisi degil fakat degismek _ R
1) gil, g g1 5
S intelligent, but the one most o Bu, en zeki degil hayatta tiirlerin gii¢lii
£ responsive to change. igin en duyarli olanidir degil, ama degistirmek icin en duyarl: biri.
€ p g egil, egis ¢in en duy,
O
Your English is grammatically Ingilizcen dilbilgisi bakimimdan 55.0157.9|21.1|15.8(20.1| 5.7 {81.0
190 correct, but sometimes what you dogru fakat bazen sdyledigin tam Sizin Ingilizce dilbilgisi agisindan dogru

say just doesn't sound like what a
native speaker would say.

olarak bir yerlinin sdyledigine
benzemiyor.

oldugunu, ancak bazen sadece anadili ne
derdi benzemiyor ne demek.
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Figure 4.2.1.2: Average Scores of Evaluation Rates for Turkish Simple Sentences

on Google

The table above includes 4 different figures and 4 mini tables which have explanation

about related figure. Google translation service’s outputs in Turkish language especially 50

simple sentences for system of train are evaluated with 6 different popular automatic

evaluation methods. Results demonstrate that precision and recall methods are almost give

same results also TER and WER, too. Meteor and Bleu+ mean scores are highly different.
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While Meteor methods give us 16 averages score over 100 and it has standard deviation
of 9. So range of distribution is from 7 to 25 with standard deviation and in range of 13.5 and
18.5 with 95% confidence interval. However Bleu+ score gives us 48 average evaluation
score over 50 individual sentence evaluation scores. Standard deviation is 15 so it has range
from 33 to 63.

In general approach, the minimum standard deviation, 8, is at Meteor. Moreover,

maximum standard deviation, 20, is coming from WER.

In terms of given simple reference sentences and metric measurement, Google
translation service is giving many irrelevant words according to reference translation in

simple sentence structure. So Recall rates are higher than Precision rates naturally.
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Figure 4.2.1.3: Average Scores of Evaluation Rates for Turkish Complex Sentences

on Google

It is seen clearly that more densely explanations are occurred in Turkish reference

translation over complex structure, again. And in terms of comparatively examination of

Recall and Bleu+, complex sentence translation process is more successfully than simple

ones.
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Figure 4.2.1.4: Average Scores of Evaluation Rates for Turkish Compound

Sentences on Google

| detect that generally confidence interval bounds are 20% or 25% of standard deviation.

So we may assume at which rate general standard deviation estimation. On compound

Sentence alignment of words quality is higher than previous ones.
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Figure 4.2.1.5: Average Scores of Evaluation Rates for Turkish Complex-

Compound Sentences on Google

It can be said that averages of scores are going to a stable balanced value whether each

score differ from one another. Also the automatic method names are abbreviated with their

head character like Blue and Precision, etc. As well as Recall and Precision score rates are

compatible likely some other metrics, TER and WER, show that almost same values.
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4.2.2 Evaluation Train Test of Google Service from Turkish to English

Especially Bleu+ comparison tests are made also for in translation from Turkish to

English over 190 sentences.

Itis seenthat for English sentence evaluation it can be talked about the results that
precession rates/scores either equal or bigger than recall score rates over entire corpus. The

table on following that shows average score of sentence structure by auto metrics:

Table 4.2.2.1: Average Scores of Evaluation Rates for All Structures of English
Sentences on Google

# Precision Recall TER WER Meteor | Bleu | Bleu+
50 |Simple 59.8 57.2 42.9 38.2 28.9 | 319 | 455
50 | Complex 57.1 56.7 34.1 23.8 248 | 248 | 294
50 | Compound 57.4 56.1 38.1 26.4 253 | 256 | 314
a0 | Compound- 56.3 53.1 35.4 28.5 235 | 239 275

Complex

Result shows that in different sentence structures, Google may translate Turkish source

sentence to English language variously as seen in the following Figure 4.2.2.1:

70
60 - 605757-;5 575756 B Simple
53

50 -

B Complex
40 - -

29
30 - 2
Compound

20 -
10 +

B Compound-
0 - Complex

Precision Recall (+)TER (+)WER Meteor Bleu Bleu+

Figure 4.2.2.1: Average Scores of Evaluation Rates for All Structures of English
Sentences on Google

So it is seen clearly again that different sentences structures can be translated in
different quality. Precision and recall rates almost same and complex and compound-complex
sentences are almost in same level. But compound sentences are different a little bit. Also

simple sentences are obviously separated with high scores.
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Sent.

Struc # Source-Tr Reference-En Google En P R T w M B B+
333 |333 [333 21.0 18.1 28.0 333
1 Cin'in Han Hanedam Konfigyiisciiliigii resmen | China's Han Dynasty marked an official China's Han Dynasty Confucianism
tanida. recognition of Confucianism. officially recognized.
Amerika'nin en iinlii romancilari, gazetecileri ve | America's best known novelists, journalists, America's most famous novelists, 733 |66.7 |66.7 331 55.0 47.0 73.3
o 2 editorleri gecen hafta New York'ta bir and editors attended a conference in New journalists and editorleri ge¢ attended
EL konferansa katildilar. York last week. a conference in New York last week.
= - : 100.0 |100.0 | 100.0 |100.0 |100.0 100.0 |100.0
3 Gelecek ay evlenmeye karar verdiler. They decided to get married next month. ;Zi};r?emded to get married next
50 Susan solo bir parcayla piyanoda kendi kendine | Susan sang a solo and accompanied herself on | Susan is a solo piano piece was 364 1400 1200 200 196 8.9 410
eslik etti. the piano. accompanied by a self.
. . 357 |357 |214 0.0 8.0 5.4 32.0
Israil'de ""Buldozer" olarak bilinen Sharon, « v s In Israel, the "Bulldozer Sharon,
. " " The man known as “The Bulldozer” in Israel . " "
51 diismanlar tarafindan "Kasap" olarak « » . . known as enemies by the "'Butcher
was “The Butcher” among its enemies.
adlandiriiyordu. was called.
; 62.5 455 |36.4 27.3 214 11.2 37.0
52 Jane'e, o kamptayken bir mektup yazdim. i;/:/\:gte Jane a letter while she was away at Jane, she wrote a letter to the camp.
379 |440 |120 -4.0 17.6 9.8 10.0
g "Tas Devri" terimi. insanh@n gelisim The Flintstones, the term stages of the
a L - s el The term ""Stone Age" is used to describe a development of mankind, the hardest
S evrelerinden, aletlerin yapiminda tasin en sert - - . .
IS 53 S R period of human evolution where stone was stone in the construction of the
S materyal olarak kullanildig1 donemi . . - . X L
5] tammlamak icin kullanihr used as the hardest material for making tools. | instruments used in this study is used
¢ ’ to describe the period.
Pek ¢ok calisma; sigara icenlerin sigara icmeyi Numerous studies have shown that when Many studies; When smokers quit
biraktiklarinda yaklasik olarak on giin smokers quit smoking, they sleep better in smoking, which can take
100 surebilecek huzursuzluk, endise ve bas agrist spite of temporary symptoms such as approximately ten days restlessness,
gibi gecici belirtilere ragmen daha iyi restlessness, anxiety and headache, which can | anxiety, and transient symptoms such
uyuduklarim géstermistir. persist for about ten days. as headache, sleep better showed that
despite. 64.0 53.3 |333 13.3 24.5 18.6 29.0
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Sent. . .
Struc # Source-Tr Reference-En Candidate Translation- En | Prec | Recall | TER | WER | Meteor | Bleu | Bleu+
101 Dersler erkenden bitti, ama simfimdan hic The classes ended early, but nobody in my | Courses ran out early, but nobody
kimse erkenden evine gitmedi. class went home early. from my class had to go home early.
50.0 58.3 41.7 41.7 31.0 24.7 32.0
Onun hikayeleri herzaman uzun ve sikicidir . . His stories are always long and
ko] 102 | yinede biz nezaketimizden her zaman Eoliisntor;fjtavzi Zmyi \I/iigr:(iggbzn?)li te boring again, we always listen to our
5 dinleriz. 9. Y POITE- 1 kindness are.
S 66.7 |66.7 60.0 |60.0 334 36.7 36.0
=
8 103 Cocuklar yoldan asag yiiriidiiler anne- The boys walked down the road and their | Parents of children marched down
babalari onlara evden el salladilar. parents waved from the house. the road waving them at home.
36.4 30.8 23.1 154 13.4 115 24.0
Ne ii¢iincii taraflarin ¢ikarlarim baltalar ne | It doesn't undermine any other party's What undermine the interests of
150 | de Cin'in uluslar aras: yiikiimliiliiklerini interests or violate China's international third parties, nor would violate
ihlal eder. obligations. China's international obligations. 46.2 50.0 250 |25.0 285 26.8 21.0
Gorevi duymustuk, ancak talimatlar kafa We had heard the assignment, but we did | We heard the task, but the
151 | karistirict oldugundan ne oldugunu not understand it because the directions instructions are confusing, | could
anlayamadik. were confusing. not understand what happened. 46.7 | 438 31.3 25.0 16.3 85 49.0
v Tom Mary ile ilgilenmedigini soyledi fakat o Tom said he wasn't interested in Mary, Tom said that dealing with Mary,
> 152 | h ° but he seemed to always be looking ;
= er zaman onun bulundugu odanin tarafina ds the side of th h h but she always looks toward the side
£ dogru bakiyor gibi goriiniiyordu. towards the side of the room where she of the room where it looked like
8 ’ was. ) 60.0 [52.2 435 |435 25.8 27.3 26.0
S O, yasayan tiirlerin en giicliisii degil, en It is not the strongest of the species that It is not the strongest of the species
S 153 | zekisi degil fakat degismek i¢cin en duyarh survive, not the most intelligent, but the alive, not the most intelligent, but is
3 olamdir. one most responsive to change. most susceptible to change. 84.2 76.2 76.2 76.2 41.6 59.1 53.0
IS
o
(@) - - —
Sezgileri gercekten kuvvetli bir insan bitin Ahrelally per_ceptlv_ehp?rson ](c:an fllgure outa Inltmtltl)ln ;:; really a _st;ong: mafn can
bir durumu sadece birkag ipucuyla whole situation with just a few clues. solve all the cases with only a few
190 P PO S AN That's the kind of person | want you to clues. This is the kind of person |
¢6zebilir. Bu olmak istedigim Kkisi tiiriidiir. become want to be
539 |[56.0 44.0 |40.0 235 28.1 25.0
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120 P R
Auvr. 59.8 57.2
1 -
00 - ’. = Std. 19.7 19.9
80 u 7 | Dev.
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Figure 4.2.2.2: Average Scores of Evaluation Rates for English Simple Sentences
on Google
Simple sentence translation rates from Turkish to English are better than the translation
from English to Turkish one. In addition, candidate sentence lengths are shorter than reference
sentence length generally. Since sentence length so short some of translations are one-to-one
the same.
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Figure 4.2.2.3: Average Scores of Evaluation Rates for English Complex Sentences

on Google

With longer sentence structure naturally, complex Turkish to English translations give

us unaligned structure as well.




50

100 Prec. Recall
’ ’ Auvr. 57.4 56.1
80 -
X & - & ; * ; = Std.Dev. | 135 | 138
00 J! .. L 4 * @ Precision
* Conf. 37 38
40 __‘ = . ‘ M Recall Intv.
20 ¢ Prec. 53.6< ux <61.1
Range
0 T T T T T 1 Recall 52.2< UX <59.9
0 10 20 30 40 50 60 Range
100 T w
Avr. 38.1 26.4
Std. 15.4 13.8
Dev.
®(HWER | |"Conf. |43 |38
B (+)TER Intv.
TER 33.8< ux <42.3
Range
WER 22.6< pux <30.3
Range
60 Meteor
Avr. 25.3
L
20 * Std. 8.5
Dev.
L g L X 4 L X R 4
&“”00” e * L 2K ¢ L L3 N & Meteor Conf. 2.4
20 - * »
P 2 2 * * * * “ Intv.
L ® ” Range | 22.9< pux <27.7
0 T T T T T 1
0 10 20 30 40 50 60
Bleu+
80
* Avr. | 31.4
60 * . Std. 11.8
. * Dev.
40 ”’ ¢ r * & LY * o Bleut Conf. | 3.3
® ..w 4 * eu Intv.
20 —M”—M’—”—: L Range | 28.1< px <34.6
0 T T T T T 1
0 10 20 30 40 50 60

Figure 4.2.2.4: Average Scores of Evaluation Rates for English Compound

Sentences on Google

Since Compound sentence has more than one simple sentence, Precision and Recall

rates are at high level but alignment of words over all sentence are not as well as at simple and

complex sentences.
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Figure 4.2.2.5: Average Scores of Evaluation Rates for English Complex-

Compound Sentences on Google

Although Precision and Recall rates are almost same, alignment of words are not better

according to TER, WER, Bleu, Meteor and Bleu+ because of densely meaning.
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4.3 Automatic Metric Evaluation of Bing

In this sub section, Bing translation service is evaluated in terms of language and

metrics.
4.3.1 Evaluation Train Test of Bing Service from English to Turkish

The table on the following shows that 50 simple sentences, translated from English to

Turkish languages, are compared with given reference sentence.

Table 4.3.1.1: Average Scores of Evaluation Rates for All Structures of Turkish
Sentences on Bing

# Sent. Str. P R T W M B B+
50 | Simple 433 | 436 | 271 | 27.0 19.9 172 | 645
50 | Complex 50.3 | 47.8 | 32.7 | 25.7 19.1 10.3 | 484
50 | Compound 489 | 48.2 | 33.7 | 29.2 19.9 131 | 4138
40 | Complex-Compound 46.7 | 46.0 | 29.8 | 26.1 18.2 10.5 34.5

Results prove that Bing translation service is better than Google in terms of translation
output quality over simple sentences. And the other strong side of Bing is this that the
translation from English to Turkish is closer than Google. The details are on the following
table and figures.

70 65
H Simple
60
50
B Complex
40
30
Compound
20
10
H Compound-
0 Complex

Precision Recall (+)TER (+)WER Meteor Bleu Bleu+

Figure 4.3.1.1: Average Scores of Evaluation Rates for All Structures of Turkish
Sentences on Bing
It is very remarkable that however metrics give lower scores exclude Bleu+, it gives
higher and the highest score especially on simply sentence structure at the end of similarity

evaluation test. This is the reason that suffixes are very significant as a root. Because of
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Turkish linguistic rules, some addition words are combined after word root. Bing translations
service has high correlation about root of words but there is a little bit difference on suffix and
word alignment level. But it is observed that performance of Bing getting decrease from

complex to compound-complex sentence structure.
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Figure 4.3.1.2: Average Scores of Evaluation Rates for Turkish Simple Sentences

on Bing

Results are showed that there many same root but different suffixes on same root in the

sentence. So suffix based measurement metric is Bleu+ can assess simple sentences translated

by Bing better than other metrics and closer to human judgment. Individually test figures

shows that corpus is consist of different type of sentence. So it is corresponding to general

usage.



55

100 Prec. | Rec.
Avr. 50.3 47.8
80 ‘ Std. 12.3 11.3
m @ Precision || Dev.
60 H“—.—Q—I—lﬁ Conf. |34 |31
& | ’Q ‘ M Recall Intv.
40 Prec. 46.9< x <53.7
‘- Range
20 Recall | 44.6< pix <50.9
O T T T T 1 Range
20 30 40 50 60
30 TER WER
Avr. 32.7 25.7
Std. 13.8 15.3
Dev.
CHTER | Conf (38 |42
B (+)WER Intv.
TER 28.8< ux <36.5
Range
WER 21.5< ux <29.9
Range
40 Meteor
V'S Avr. 19.1
30 L 2 4
AR . |°°
¢ ®e . 4 '
2 —‘—’—’ C
0 o O o & L 44 @ Meteor Conf. 1.8
10 * o e o Intv.
Range 17.3< ux <21.0
0 T T T T 1
20 30 40 50 60
120 Bleu+
Avr. 48.4
100 X33 Std.
80 Dev. 27.1
L
60 ry ® 4 .’ Conf.
40 _._Q.._~L¢_‘_P @ Bleut || |nty, 7.5
LA * @ L Range | 40.9< px <55.9
20 ' * "T‘—
O T T T T 1
20 30 40 50 60

on Bing

Figure 4.3.1.3: Average Scores of Evaluation Rates for Turkish Complex Sentences

The most remarkable score statistic shows that the narrow range so the most stable

similarity evaluation metric is meteor. Meteor can generate closer scores as generally because

of its specific formula.
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Figure 4.3.1.4: Average Scores of Evaluation Rates for Turkish Compound

Sentences on Bing

It is seen clearly that the average similarity score of compound sentences translated

from English language to Turkish by using with Bing service are in generally ordered

ascending from Meteor < WER < TER < Bleu+ < Recall < Precision. And both standard

deviation and confidence interval of Bleu+ are at the highest level in other metrics.
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Figure 4.3.1.5: Average Scores of Evaluation Rates for Turkish Complex-

Since specific structure compound-complex sentences and long number of word of that

Compound Sentences on Bing

type, Bleu+, TER and WER shows us alignment of word after translation is not better than

other sentence structure.
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4.3.2 Evaluation Train Test of Bing Service from Turkish to English

The table on the following shows similarity metric rates of translated sources sentences
via Bing translation services in terms of given reference sentences in segmentation of
sentence structure:

Table 4.3.2.1: Average Scores of Evaluation Rates for All Structures of English
Sentences on Bing

# | Sent. Str. P R [T W |[M |B B+

50 | Simple 50.1 | 47.2 [ 32.2 | 254|225 225|428
50 | Complex 54.5|52.7(29.9 |15.8 |21.1|18.5 | 30.2
50 | Compound 56.6 | 54.3 | 35.0 | 27.3 |23.5|24.8 | 32.3
40 | Complex-Compound | 52.0 | 51.5 | 31.3 | 22.4 | 20.8 | 19.2 | 27.2

The Table 4.3.2.1 and Figure 4.3.2.1 show that Bing translation service can translate
from Turkish to English better than from Turkish to English language translation. And the
structure of compound sentences can be translated better than complex and complex-
compound sentences in terms of occurrence and alignment of word according to average

evaluation results.

60 5557

54
50 w52 93752 m Simple
50 -
40 - 32 m Complex
30
30 - 27
20 - Compound
10 -
H Compound-
0 - Complex

Precision Recall (+)TER (+)WER Meteor Bleu Bleu+

Figure 4.3.2.1: Average Scores of Evaluation Rates for All Structures of English
Sentences on Bing
It is seen clearly that Bing translator can translate compound sentences better than the
other sentence structure in terms of metrics excluding blue+, but that metric gives evidence

about simple sentences with suffix variations.
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Figure 4.3.2.2: Average Scores of Evaluation Rates for English Simple Sentences
on Bing
Because of more various synonyms of any word and different type of word group can
be used to represent same meaning in English language than Turkish, alignment of word rates

are so low.
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Figure 4.3.2.3: Average Scores of Evaluation Rates for English Complex Sentences

on Bing

Especially in this evaluation part it is seen that some WER accuracy scores are over

100. So results give evidence about WER accuracy rates failure since insertion or/and deletion

process of WER. So TER is preferred since TER is more meaningful instead of WER.
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Figure 4.3.2.4: Average Scores of Evaluation Rates for English Compound

Sentences on Bing

For Bing, compound sentence structure evaluation results show that alignment of

occurred word is so mixed. TER and WER accuracy rates are under 0. This proves that both

TER and WER formula need some edit and enhancement.
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Figure 4.3.2.5: Average Scores of Evaluation Rates for English Complex-

Compound Sentences on Bing

It is seen clearly that since naturally complex and compound sentence are longer and

more mixed, alignment of word rates of Bleu, Bleu+, Meteor, etc. are so low in terms of

previous structures.
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4.4 Automatic Metric Evaluation of Yandex

In this section, Yandex translation service is evaluated by using with language and auto

metrics comparatively.
4.4.1 Evaluation Train Test of Yandex Service from English to Turkish

The comparison between Turkish source texts from bilingual corpus and Yandex
Turkish translated Turkish texts translated from English source texts by Yandex translation
service.

Table 4.4.1.1: Average Scores of Evaluation Rates for All Structures of Turkish
Sentences on Yandex

# | Sentence Structure P R T W M B B+

50 | Simple 40.2 | 40.8 | 229 | 22.4 | 17.5 | 14.6 | 47.7
50 | Complex 439 | 433 | 256 | 18.1 | 196 | 14 42
50 | Compound 41.7 | 42.6 | 23.7 | 22.4 | 193 | 14 46.1

40 | Complex-Compound | 48.3 | 46.3 | 35.4 | 31.5 | 223 | 22 36.9

In this evaluation study, Yandex service is evaluated in terms of languages and sentence
structures.

70
H Simple
60
50
H Complex
40
30
Compound
20
10 H Compound-
0 Complex

Precision Recall (+)TER (+)WER Meteor Bleu Bleu+

Figure 4.4.1.1: Average Scores of Evaluation Rates for All Structures of Turkish
Sentences on Yandex
Yandex translation service can translate English text to Turkish language well on
compound-complex sentence level word by word. But on root-suffix based evaluation test it is
seen clearly by bleu+ metric that Yandex can translate simple and compound sentence much
better than other structures. Bleu-Bleu+ comparison show suffix effect. So from English to
Turkish translation by Yandex can be almost perform as well as a human approach at suffix
level on simple and compound-complex structures. But Bleu+ metric shows compound-

complex lower than bleu metric. It may be an application bug.
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Figure 4.4.1.2: Average Scores of Evaluation Rates for Turkish Simple Sentences

on Yandex

Yandex fascinatingly shows a good performance in translation from English to Turkish
language over simple sentence. Although Precision, Recall and other metric average rates on
low level, Bleu+ rates are high level since Bleu+ metric calculate root and suffix similarity

together after individually measurement.
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Figure 4.4.1.3: Average Scores of Evaluation Rates for Turkish Complex Sentences
on Yandex
Yandex shows good performance over complex Turkish sentence too. It is unexpected
up to now. But evidence shows that Yandex have good performance on translation from

English to Turkish language in terms of corpus used.
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Figure 4.4.1.4: Average Scores of Evaluation Rates for Turkish Compound
Sentences on Yandex
Over Turkish Compound Sentence Yandex service can translate better again. Since
compound sentences are consisting of at least two simple sentences, 100% similarity cannot

be possible.
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Figure 4.4.1.5: Average Scores of Evaluation Rates for Turkish Complex-

Compound Sentences on Yandex

As in every test meteor metric shows more densely results than other. On the one hand

it is good for stability, and in other hand it cannot show the specifications. So it is worrying

about assessment of sentence.
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4.4.2 Evaluation Train Test of Yandex Service from Turkish to English

In this section Yandex service was evaluated translation from Turkish to English
language over sentence structures individually again. The Table 4.4.2.1 on the following

average similarity rates of Yandex service evaluation in terms of sentence structure.

Table 4.4.2.1: Average Scores of Evaluation Rates for All Structures of English
Sentences on Yandex

# Sent. Str. Precision | Recall | TER WER | Meteor | Bleu | Bleu+
50 | Simple 55.6 53.0 334 313 |25.2 30.7 |39.9
50 | Complex 51.98 51.46 | 23.3 |21.62 |22 13.2 | 30
50 | Compound 52.2 53.2 28.56 | 22.46 | 23 22.8 |34
40 | Ccomplex-Compound | 59.5 57.25 | 34.55 | 24.75 | 26 31.3 |29

The Table 4.4.2.1 gives some evidence that in terms of incising of word alignment
design from simple to complex-compound, translation from Turkish to English language
Yandex service produces clear results. Success at word matching level with suffixes is very
high, but unfortunately meaningful fluent alignment of word and word groups is so low level

and it is gradually decreasing from simple to complex compound without only compound

sentence.
70
0 |56 60 57 H Simple
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40 B Complex
40 - 34
20 30 29
Compound
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Precision Recall (+)TER (+)WER Meteor Bleu Bleu+

Figure 4.4.2.1: Average Scores of Evaluation Rates for All Structures of English
Sentences on Yandex
Over complex-compound sentence surprisingly Yandex perform better translation. But
for simple and complex sentences, it is seen obviously by bleu+ metric that there are some
words in sentence with same word root but different suffixes. Bleu+ earn words to get high
correlation with an expert approach about translation if different suffixes are acceptable by the
determined rate by the same root or parallel meaning of word root by synonym or phrase.
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Figure 4.4.2.2: Average Scores of Evaluation Rates for English Simple Sentences

on Yandex

From Turkish to English translation on simple sentence, Yandex gives generally

expected rates. Word alignment quality level can be seen obviously by Precision-TER

comparison.
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Figure 4.4.2.3: Average Scores of Evaluation Rates for English Complex Sentences

on Yandex

At Yandex service evaluation is done by complex sentences translated from Turkish to

English in this train test. Results can give some interesting idea about complex sentence

translated by Yandex. And it's obviously seen that were accuracy rate is giving wrong results.

So its approach should be reviewed.
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Figure 4.4.2.4: Average Scores of Evaluation Rates for English Compound
Sentences on Yandex

It can be understood that Yandex service can translate compound sentence well at word

root, suffix and word alignment.
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Figure 4.4.2.5: Average Scores of Evaluation Rates for English Complex-
Compound Sentences on Yandex

Over complex compound Yandex automatic translation service exhibits bad results than

previous sentence structure.
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45 Automatic Verification Test

These verification tests are made to see whether to compare correlation between train
tests confidence intervals and verification tests which are done by unsupervised machine
learning techniques. On some figures, Precision and WER metrics did not used because they
are both similar metrics to recall and TER and recall and TER metric give more meaningful
rates. Simple, Complex, Compound and Complex compound Sentence Verify Evaluation Test
results with Confidence interval with 95% according to statistical formula are shown on the

following:

4.5.1 Verify Evaluation Test for Google English to Turkish

These verification tests aim to estimate how train test results are trustable. Firstly

Google train test confidence interval is presented on the below:

Table 4.5.1.1: Confidence Interval Rates of Training Set Test for Turkish Corpus

on Google
# | Sent. Str. Recall TER Meteor Bleu Bleu+
15 | Simple 335<ux <424 | 7.1<px<24.3 | 135<pux <185 | 11.6<ux<16.9 | 44.1<ux <51.8
15 | Complex 39.0< ux <47.1 | 20.5< ux <32.0 | 17.4<pux<22.0 | 13.0< ux <19.3 | 32.3< ux <40.8
15 | Compound 48.9< ux <57.0 | 29.6< ux <37.4 | 20.5< ux <24.9 | 12.4<ux<17.6 | 34.0< ux <43.8
10 | Complex-Compound | 44.6< ux <52.8 | 25.4<pux <35.7 | 17.9< ux <22.6 | 10.0< ux <17.4 | 31.6< ux <42.6

Table 4.5.1.1 is giving us confidence interval already trained by using bilingual corpus
with Google from Turkish to English translation library. Now the overlap measurements of

verification test results are given on the following:

Table 4.5.1.2: Overlap Rates of Verification and Train Test for Turkish Corpus on

Google
Precision | Recall | TER | WER | Meteor | Bleu | Bleu+
Simple 33.3 27 40 40 13 20 6.7
Complex 6.7 13 26.7 | 26.7 |27 20 0
Compound 26.7 27 6.7 6.7 0 20 6.7
Complex-Compound | 50.0 30 10 20 40 30 40

Precision is giving so closer rates to recall and WER is similar to TER and TER metric

is more reliable than WER. So | reduced metric array as recall, TER, Meteor, Bleu and Bleu+.
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Figure 4.5.1.1: Overlap Rates of Verification and Train Test for Turkish Corpus
on Google

According to Figure 4.5.1.1 Meteor and Bleu+ rates give more stable similarity rates
over complex-compound sentences. In addition, TER metric is suitable for simple sentence.
As seen on Figure 4.5.1.1, for instance, almost all one of two complex-compound sentences

may be in 50% precision rates.

4.5.2 Verify Evaluation Test for Google Turkish to English

Table 4.5.2.1 contains confidence intervals with 95% percent as considered in section
3.5.

Table 4.5.2.1: Confidence Interval Rates of Training Set Test for English Corpus

on Google
# | Sent. Str. Recall TER Meteor Bleu Bleu+
15 | Simple 51.7< ux<62.7 35.5< ux<50.3 | 23.9<ux<33.9 | 25.3< ux<38.5 | 40.7< ux<50.3
15 | Complex 52.8< ux <60.7 29.9< ux<38.3 | 22.4<ux<27.3 | 21.4< px<28.2 | 25.4< ux <33.5
15 | Compound 52.2< ux <59.9 33.8<ux<42.3 | 22.9<ux<27.7 | 21.9< ux<29.4 | 28.1< ux<34.6
10 | Complex-
Compound 49.0< px<57.1 | 30.4< ux<40.4 | 21.0< ux<26.0 | 19.3< ux<28.5 | 24.1< px <30.9

This train set confidence interval Table 4.5.2.2 is verified in terms of validation set and
overlap rate results are represented on the following:
Table 4.5.2.2: Overlap Rates of Verification and Train Test for English Corpus on

Google
# | Sent. Str. Precision | Recall | TER | WER | Meteor | Bleu | Bleu+
15 | Simple 6.7 27 20 13 33 13 40
15 | Complex 20 6.7 0 0 6.7 0 0
15 | Compound 0 0 6.7 0 13 6.7 |0
10 | Complex-Compound | 10 0 10 40 10 40 30




Following figure displays the table above:
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Figure 4.5.2.1: Overlap Rates of Verification and Train Test for English Corpus on
Google

In this Figure 4.5.2.1 results shows that there is no capability to estimate a confidence

interval over compound sentences generally. With some metric such as TER, WER, Bleu and

Bleu+, we cannot validate any estimation about stability of confidence interval.

4.5.3 Verify Evaluation Test for Bing from English to Turkish

Table 4.5.3.1 shows us train set confidence intervals of auto metric evaluation rates

between reference and candidate sentence. Candidate sentences are coming from Bing

translation service translated from English source texts.

Table 4.5.3.1: Confidence Intervals Rates of Training Set Test for Turkish Corpus

on Bing

# . WER Bleu

Sent. Str. Precision Recall TER Meteor Bleu+
15

Simple 37.2< ux<49.4 37.8< ux<49.4 19.1< ux <35.1 19.2< ux <34.7 15.7< ux <24.0 12.4<px <22.1 57.0< px<72.1
15

Complex 46.9< px <53.7 44.6< px <50.9 28.8< ux <36.5 21.5< px <29.9 17.3< ux <21.0 8.3< ux<12.3 40.9< px <55.9
15

Compound | 44.6< px <53.2 44.0< ux <52.4 29.1< ux <38.3 24.8< ux <33.6 17.8< ux <22.1 10.0< px <16.2 36.9< ux <46.8
10 | Complex-

Compound | 43.0< px <50.3 42.5< pux <49.5 25.3< ux <34.3 21.3< ux<30.9 16.2< ux <20.2 8.3< ux <12.7 30.2< ux <38.8

The Table 4.5.3.2 shows us validation test results of Bing service train set metric

confidence interval over English to Turkish sentences separated by structures.

Table 4.5.3.2: Overlap Rates of Verification and Train Test for Turkish Corpus on

Bing
# Sentence Structure Precision | Recall | TER | WER | Meteor | Bleu | Bleu+
15 | Simple 26.6 0 20 33 40 27 33
15 | Complex 6.6 27 6.7 6.7 20 13 13
15 | Compound 13.3 27 33 40 13 6.7 20
10 | Complex-Compound | 30 30 30 50 40 20 10
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Moreover, this table is give rates of validation of estimation confidence interval figured
on the following:

60

B Simple
50
40 B Complex
30
20 Compound
10

B Complex-

0 Compound
Precision Recall TER WER Meteor Bleu Bleu+

Figure 4.5.3.1: Overlap Rates of Verification and Train Test for Turkish Corpus
on Bing

Metrics are representing the validation overlap test rates of training confidence
intervals. According to the figure, excluding of recall, simple sentence metric overlap rates
are greater than com inside estimation range. In addition, WER metric confidence rate is 50%

consistent with validation set rates.
4.5.4 Verify Evaluation Test for Bing Turkish to English

In this section validation results of Bing translation service’s evaluation results are

exhibited over Turkish to English type approach with 4 main sentence structures.

Table 4.5.4.1: Confidence Intervals Rates of Training Set Test for English Corpus

on Bing
# WER Bleu
Sent. Str. Precision Recall TER Meteor Bleu+
o Simple 43.1< pux <57.0 40.2< ux <54.3 24.2< px <40.3 17.4<ux<33.4 16.7< ux <28.4 16.4< ux <28.6 37.7< ux <47.9
15 Complex 51.4< pux <57.6 49.3< px <56.2 25.4< px <34.5 11.0< px <20.5 18.9< ux <23.2 15.3< ux <21.7 26.3< ux<34.0
1 Compound | 52.6< px <60.7 51.0< ux <57.6 29.6< ux <40.4 21.8< ux <32.8 21.4< px <25.6 21.3< ux <28.3 28.4< ux <36.3
10 | Complex-

Compound | 48.4< px <55.6 48.1< ux <54.8 26.6< px <36.0 17.4< ux <27.5 18.8< ux <22.9 15.5< ux <22.9 24.2< px <30.1

Firstly, I gave similarity confidence interval of sentence translation average values
before validation test results. And then verification test over train test confidence interval

table on the following:
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Table 4.5.4.2: Overlap Rates of Verification and Train Test for English Corpus on

Bing
# | Sent. Str. Precision | Recall | TER | WER | Meteor | Bleu | Bleu+
15 | Simple 33 20 47 47 40 0 13
15 | Complex 0 6.7 20 6.7 0 13 6.7
15 | Compound 0 0 0 0 0 20 6.7
10 | Complex-Compound | 10 30 20 10 10 10 30

Verification test of train confidence interval rates are figured on the following:
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40
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20 -
Compound
10 10 10
10 -~
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Precision Recall TER Meteor Bleu Bleu+

Figure 4.5.4.1: Overlap Rates of Verification and Train Test for English Corpus on
Bing
The tables and figures reflect validation test results that give information about metric

rates with 95% confidence interval of estimation rates or check to be sure whether also
calculated general confidence intervals especially determined unique to sentence structure

individually.
4.5.5 Verify Evaluation Test for Yandex from English to Turkish

This table consider about Auto metric similarity evaluation confidence interval between
English Reference texts of corpus and candidate sentences which are coming from Yandex
translation services translated from English source texts of corpus. Confidence intervals are

calculated by statistical standards as shown in section 3.5.
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Table 4.5.5.1: Confidence Intervals Rates of Training Set Test for Turkish Corpus

on Yandex

# .. WER Bleu

Sent. Str. Precision Recall TER Meteor Bleu+
15 Simple 35.2< ux<45.3 36.1< ux<45.6 | 17.0< ux<28.8 | 16.0< ux <28.8 15.1< pux<19.9 | 12.1<px<17.1 | 42.9<px<52.4
15 | Complex 40.1< px <47.8 | 39.9< ux<46.7 | 20.7< ux<30.4 | 12.6< ux<23.6 | 17.7<ux<21.5 | 11.9< ux<16.9 | 37.8< ux <46.2
15 | Compound | 37.7<ux<45.6 | 38.7< ux<46.5 | 18.5< ux<28.9 | 17.0< ux<27.7 | 17.2<pux<21.5 | 11.1<ux<17.8 | 40.9< ux <51.2
10 | Complex-

Compound | 42.8< px <53.7 41.0< ux<51.6 | 29.4<pux<41.4 | 25.4<pux<37.7 19.2< ux <25.3 | 16.5< ux <26.7 31.7< ux<42.1

The table shows that similarity evaluation results are been almost in same range for
different metric especially Yandex Turkish sentence. The most stable metrics are meteor and

bleu on complex sentence structure with 40% overlap rates.

Table 4.5.5.2: Overlap Rates of Verification and Train Test for Turkish Corpus on

Yandex
# | sent. str. Precision | Recall | TER | WER | Meteor | BIeU | Bleu+
15 | simple 20.0 6.7 67 |00 | 200 200 | 6.7
151 complex 13.3 0.0 133 | 333 | 400 | 400 | 133
15 | compound 6.7 0.0 67 | 133 | 267 333 | 333
10 | complex-Compound | 30.0 200 | 200 | 200 | 200 100 | 200

With the automatic validation test is arguable, its results of English to Turkish

evaluation of Yandex service is shown on the table above and figure below:

Hs

Hc

M cc

TER WER Meteor Bleu Bleu+

Recall

Precision

Figure 4.5.5.1: Overlap Rates of Verification and Train Test for Turkish Corpus
on Yandex

Figure 4.5.5.1 is to give some facts about Yandex translation service ability that
compound sentences can be translated highly in a confidence interval much more than other

sentence structure.
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In this sub section, Turkish to English evaluation of Yandex translations services over

sentence structures are tried whether their confidence intervals can be validated or not.

Table 4.5.6.1: Confidence Intervals Rates of Training Set Test for English Corpus

on Yandex
# Sent. Str. Precision Recall TER WER Meteor Bleu Bleu+
15 Simple 49.6< Ux <615 | 47.6<ux<58.4 | 26.2<ux<40.6 | 23.4<pux<39.2 | 20.9<ux <29.4 | 24.8<px <36.6 | 35.0< ux <44.9
15 | Complex | 48.0<ux<56.0 | 47.6<ux<55.3 | 19.1<px<27.5 | 135<px<29.7 | 20.1<px<24.2 | 5.0<px<21.4 | 25.6< px <34.2
15 | Compound | 47.8< ux <56.6 49.3< ux <57.1 23.5< ux <33.7 17.3<px <27.7 | 21.1<pux<25.6 | 19.1< px <26.6 | 29.1< px <38.3
10 &mﬂﬁﬁa 55.0< ux <64.0 | 53.1<ux <614 | 28.8<ux<40.3 | 18.8<ux<30.7 | 23.7<px<29.1 | 25.8< ux <36.9 | 25.0< px <33.4

The Table 4.2.10 above is representing confidence interval. And then validation test

results of Turkish to English evaluation results of Yandex translation service over sentence

structure.
Table 4.5.6.2: Overlap Rates of Verification and Train Test for English Corpus on
Yandex
# Sent. Str. Precision Recall TER WER Meteor Bleu Bleu+
15 Simple 53.3 33.3 33.3 333 40.0 13.3 26.7
15 Complex 26.7 6.7 13.3 20.0 26.7 53.3 0.0
15 Compound 0.0 6.7 0.0 0.0 0.0 20.0 13.3
10 Complex-Compound 30.0 30.0 60.0 60.0 50.0 0.0 20.0

The Table 4.2.11 above and Figure 4.2.9 are reflecting validation rates of confidence

intervals of evaluation Yandex translation service.
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60 53 53

40 33
30
20
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Figure 4.5.6.1: Overlap Rates of Verification and Train Test for English Corpus on
Yandex
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Figure is evidence to can not to say anything exactly about confidence intervals since
subject and word alignment of almost all sentence can be different. So this estimation ranges

are not true every time, But they may give useful ideas.

4.6 Human Evaluation (Judgment)

In this section, automatic machine evaluations are verified with human judgments
respectively. There are 6 different English teachers judged 32 sentence pairs by using with
Costa MT tool.

Instead of matching web translation services, automatic machine translation evaluation
methods were compared with human evaluation approaches such as adequacy and fluency to

verify automatic evaluation methods' compatibility.

4.6.1 Human Evaluation over Turkish Train Subset

Machine Evaluation versus Human Evaluation is done for validation/verify by human.
These evaluation tests results are coming from Asiya evaluation tool and human resource who
are English teachers. We have created a small subset of big corpus scaled tables which
divided 3 set including Google, Bing and Yandex translation outputs of same source sentence.
English to Turkish translation evaluation is made over 32 sentences by matching expert mind

on the following:

Table 4.6.1.1: Auto Metric vs. Human Evaluation Comparatively Tests Rates

Set / Methods | Precision | Recall | TER [ WER | Meteor | Bleu | Bleu+ | Fluency | Adequacy
Google 35 39 10 8 16 14 42 55 59
Bing 58 55 44 | 41 24 22 51 65 70
Yandex 45 45 25 20 18 15 [ 43 42 45

The Table 4.6.1.1 and its figure, figure 4.6.1.1 shows us similarity evaluation results of
random selected sentences comes from Turkish source corpus and translated sentence from
English to Turkish by using online translation services, Google, Bing and Yandex. These
results gives some evidence about comparison of auto metric and manual, or we can say
human made metric, evaluation such as Precision, Recall, Meteor, Bleu, etc. and Fluency and

Adequacy.
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Figure 4.6.1.1: Comparison of both Automatic and Human Evaluation on Google

Figure 4.6.1.1 mainly shows the comparison of machine and human evaluation rates
over mixed type of 32 Turkish sentences. When fluency is showing 55 and Adequacy is 59
percent of average similarity rate, Recall is at 39, Precision is at 35 and Meteor and Bleu are
on 16 and 14 similarity level. So we can say that Google generally select true words and it

aligns them well. But some of suffix determination is missing.

80 70

70 65

60 51

50 -

40 -

30 - 24

20 -

10 _ I

0 n T T
PREClSlON RECALL I\/IETEOR BLEU BLEU+  FLUENCY ADEQUACY

Figure 4.6.1.2: Comparison of both Automatic and Human Evaluation on Bing

Bing translation service’s evaluation results show us the rates higher and closer to each

other. Bing manage suffixes well when translation from English to Turkish
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Figure 4.6.1.3: Comparison of both Automatic and Human Evaluation on Yandex

With higher Google but lower Bing automatic rates, evaluation results of Yandex. They

are almost same both human and word detection rate metrics are Precision and Recall.

Figure 4.6.1.4: Comparison of Automatic and Human Evaluation

Randomly selected bilingual sentence corpus evaluation shows us that Bing translation
service is better than Yandex and Yandex is better than Google in Turkish language
comparison evaluation with Auto metrics. But human judgment tests are presenting that
Google better than Yandex because of correct synonym selection then same root of related
word or correct phrase selection of related word group. In both of state, Bing translate closed
to Human approach is far from/ better than other services.

Precision rates are usually equal or smaller than recall and adequacy scores are

generally bigger than fluency. Results demonstrated that entity of words scores is higher than
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alignment of words success. Fluency and Adequacy rates are coming from expert judgments.
And comparison of entire corpus and small subset of corpus to validate with human judgment
exhibited that using synonym of word or phrases reason low auto metric score than human

judgment score.

Every Adequacy and Fluency scores are coming from average score of 2 different
human experts. Alignment of word as presentenced as TER, WER, Meteor and Bleu high

Human judgment criteria, Adequacy and Fluency is high better correlation.



Table 4.6.1.2: Evaluation from English to Turkish Sample Similarity Score Table
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# Source-En Reference-Tr MT-Tr Prec. | Recall | TER | WER | Meteor | Bleu | Bleu+ | Adequacy | Fluency

The fuel cell system is Yakit pili sistemi farkli AC | Yakit hiicresi sistemi farkh

1 |simulated under different |yik sartlari altinda simtle | bir AC yik sartlarinda 0.6 0.6 05 05 0.2 0.12 0.6 0.8 0.8
AC load conditions. edilmistir. simile edilmektedir.
America's best known Amerika'nin en Gnlu Amerika'nin en taninmis
novelists, journalists, and | romancilari, gazetecileri romancilar, gazeteciler,

2 | editors attended a ve editorlerigegen hafta editorler ve gegen hafta 0.53 | 0.61 0.5 0.5 0.29 0.25 | 0.31 0.6 0.6
conference in New York New York'ta bir New York'ta bir
last week. konferansa katildilar. konferansa katildi.

3 They.deuded to get Gelecek aY evlenmeye Gelecek ay evlenmeye 05 06 04 04 030 026 | 056 05 05
married next month. karar verdiler. karar.
Many people believe that Pek cok insan, dlserin, Birgok kisi bir iilser stres
an ulcer is caused by stress stres veya baharath veya baharatl gidalar

32 gidalar nedeniyle neden olduguna 0.2 0.2 0.1 0.1 0.1 0.1 0.2 0.6 0.8

or spicy foods, but this is
not the case.

olustuguna inanir, ancak
durum bdyle degildir.

inaniyoruz, ama bu durum
boyle degil.




4.6.2 Human Evaluation over English Train Subset
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This sub section shows the evaluation for English Sentence pairs translated from

Turkish subset. Results are as follows:

Table 4.6.2.1: Comparatively Human and Automatic Evaluation of English Corpus

Set/

Methods Precision | Recall | TER | WER | Meteor | Bleu | Bleu+ | Fluency | Adequacy
Google 60 58 45 38 30 32 43 61 68
Bing 55 53 36 27 26 26 45 62 63
Yandex 44 43 19 13 15 14 48 45 47

The Table 4.6.2.1 above and Figure 4.6.2.1 show us the evalaution comparison of online
translation service over auto and manual metrics with random bilingual corpus which contain

32 english source texts and tranalated sentence from Turkish to English language.

80 68 B Google
70 6162 63 M Bing
60 - yandex
50 -

40 -

30 -

20 -

10 +

0 -

QQS’ Q&o @ %&0 %@) " <<V \}0&'

Figure 4.6.2.1: Comparatively Human and Automatic Evaluation of English Corpus

Results show that Google is better than others in Turkish to English translation
generally. Then Bing and Yandex perform lower quality. And it can be say easily that
parabolic type of metric aligns shows us the edge of metric columns are representing word
detection rates and middle part is give evidence about word sequence.
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Figure 4.6.2.2: Evaluation Comparison by Metrics on Google for English Corpus

It is seen clearly that parabolic curve slope is more soft because of well design of word
occurred in sentence. And an observation can be obtained from the figure that expert human
approach is almost same rate with Precision and Recall from Turkish to English languages
translation by Google.

70
62

60 55
50 - 45
40 -
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O T T
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Figure 4.6.2.3: Evaluation Comparison by Metric on Bing for English Corpus

With a little bit lower similarity evaluation rates, Bing is on the second line after
Google. Although bleu rates are lower than Google Bleu metric rate, Bleu+ metric gives
greater rate for Bing translation service translation from Turkish to English language than
Google. It shows that as in English to Turkish translation, on From Turkish to English

translation Bing gives more fluent approach than Google.
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Figure 4.6.2.4: Evaluation Comparison by Metric over Yandex English Corpus

It is figured out from Yandex similarity evaluation results Figure 4.6.2.4 is that over
English corpus already translated from Turkish corpus is Yandex lowest performs the lowest
performance. However bleu+ rate on 48% rate, Human approach is only on the 45% with
47% rate of adequacy. So for three of online translation service, Adequacy rate is bigger than
fluency. Human mind thinks that word location is exchangeable and it is redesign in human
brain to understand a text. But in first impression wrong word sequence is affect less meaning

about text.



Table 4.6.2.2: Sample Sentences and Their Evaluation Metric Scores
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# Source-Tr Reference-En MT-En P R T wW M B B+ | Adequacy | Fluency

Yakit pili sistemi farkli AC The fuel cell system is The fuel cell system was

1 yuk sartlari altinda simiile simulated under different | simulated under different | 0.91 0.91 091 | 091 | 055 |0.73| 0.70 0.40 0.60
edilmistir. AC load conditions. AC load conditions.
Amerika'nin en Unli America's best known America's most famous
romancilari, gazetecileri ve | novelists, journalists, and | novelists, journalists and

2 | editorlerigecen hafta New | editors attended a editorleri geg attendeda | 0.73 | 0.73 0.73 1073 | 0.34 |0.55]| 0.50 0.40 0.80
York'ta bir konferansa conference in New York | conference in New York
katildilar. last week. last week.

3 GeIeFek ay evlenmeye karar They.deuded to get They.deuded to get 1.00 1.00 100 | 1.00 | 100 |1.00! 1.00 1.00 1.00
verdiler. married next month. married next month.
Pek ¢ok insan, llserin, stres | Many people believe that | Many people, ulcer,

3p |Veva baharatl gidalar an ulcer is caused by caused by stress or spicy 0.67 053 053 | 053 | 030 044l 032 0.40 0.60

nedeniyle olustuguna inanir,
ancak durum boyle degildir.

stress or spicy foods, but
this is not the case.

foods believes, however,
is not the case.
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When precision score is smaller than recall, it means that while number of matching
word is same, word number of candidate sentence is smaller than references. So it affects bleu

score via decreasing brevity penalty multiplier.

It 1s understood from average measurement results that bad translation samples with a

little bit good translation sample decreased average score of selected corpora.



CHAPTER S5

COMPARISON OF THE FINDINGS AND DISCUSSION

5.1 Comparatively Evaluations

The following figures and tables show the comparison of web services in terms of
output quality successful by best/high score automatic method best correlated with expert
mind according to sentence type from Turkish source to English translation. Table below
gives us a general approach. Generally, Bleu+ metric gives us bigger score than bleu because
bleu+ calculate suffix near word similarity and checking synonyms from the list. So, for
instance, “book” and “books” are different words at surface based but they are almost same.
So Bleu+ get us obtain that much closer evaluation score better correlated with human
translation. Google English to Turkish translation evaluation was assessed over 50 random
selected bilingual simple Turkish sentences pairs translated from English source text by
human and machine. Bleu+, TER, Meteor, Recall metrics are more meaningful for
comparison of each text comparatively. But in many figures and tables Precision and WER

metrics are also used in tests comparatively.

The table below presents highest rates over sentence structure and translation web
services in Turkish corpora. As seen on the figures that online machine translation services

and best indicator methods are determined with services ability over sentence structures.

Google English to Turkish evaluation was performed by Asiya Evaluation tool over 50

random selected bilingual sentences pairs translated from English to Turkish languages.

90
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Table 5.1.1: Min, Max, Confidence Interval Bottom and Top level Scores of

Evalaution Rates for Simple Turkish (A) and English (B) Corpus on Google

80,0

70,0

60,0

50,0

40,0 ~

120

100

80

60 {

=

30,0 r
40 L }
n o
B p 2
10,0
0,0 T T T T o T T T T 1
P R (T (¢)\W M B B+ R (HT (W M B B+
P R T w [ M B B+ P R T w M B B+
Lower Upper
Bound | 315 [335 |71 |55 | 135|116 | 441 Bound | 65.3 | 62.7 | 50.3 | 46.5 | 33.9 | 385 | 50.3
Max 750 | 66.6 | 555 | 55.5 | 31.4 | 38.2 | 75.0 Max 100 | 100 | 100 | 200 | 100 | 100 | 100
min 9.0 76 |00 |00 |33 |29 | 240 min 166 | 166 | 0 0 8.02 | 542 | 20
Upper Lower
Bound | 409 | 424 | 243 | 225|185 | 169 | 51.8 Bound | 544 | 51.7 | 355 | 29.8 | 23.9 | 253 | 40.7
(A) (B)

According to Table 5.1.1 colorful parts are representing coverage range of verification

test results. This range means that standard deviation is greater than other metrics. Small

ranges are representing the more stable score.
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Table 5.1.2: Min, Max, Confidence Interval Bottom and Top level Scores of
Evalaution Rates for Compound Turkish (A) and English (B) Corpus on Google

90,00 90,00
80,00 80,00
70,00 70,00
60,00
—| 60,00 - I:I -
50,00 - ]—L D
—[ 50,00 + | —
40,00 [
r L 40,00 D
30,00 1
| 30,00 B B []
20,00 ‘ I:I
:| 20,00 | —I—
10,00
10,00
0,00 T )
P R (HT W M B B+ 0,00 - -
P R (VT (+#)W ™M B B+
P R T w M B B+ P R T w M B B+
Lower Lower
Bound | 474 | 489 | 206 | 237 | 205 124 340 | o0 | 536 | 522 | 338 | 226 | 229 | 219 | 281
Upper Upper
Bound | °45 | 570 | 374 320 1249 176 | 438 | pilid | 611 | 509 | 423 | 303 | 277 | 294 | 346
min 280 |30.0 |95 |00 103 | 41 130 | min 363 | 300 | 153 |00 |84 |845 | 190
Max 782 | 833 | 611 |592 [399 [384 |780 | Max | 800 | 791 | 666 | 583 | 409 |534 | 600
A) B)

Translation quality evaluation was performed from English to Turkish on the left side

on compound sentences and evaluation results on the right side were figured from Turkish to

English by Google. With the same intersected matching words, recall rates are greater than

precision rates on from English to Turkish evaluation.
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Table 5.1.3: Min, Max, Confidence Interval Bottom and Top level Scores of
Evalaution Rates for Complex Turkish (A) and English (B) Corpus on Google

90,00 90,00
80,00 80,00
70,00 70,00
CPTH TN
50,00 50,00
40,00 ﬂ 40,00 D
30,00 L I‘} 1 [
qoo5 " JuuT

20,00 - 20,00
10,00 10,00
0,00 T T T T T T 0,00 I I T T T T

P R (HT (¢IW M B B+ P R (HT (W M B B+
-10,00

P R T w |[M |B B+ P R T W | M B B+
Lower Lower
Bound | 533 | 528 | 299 | 190 | 224 | 21.4 | 25.4 Bound | 536 | 522 | 338 | 226 | 229 | 219 | 281
Upper Upper
Bound | 608 | 60.7 | 383 | 286 | 27.3 | 28.2 | 335 Bound | 61.1 | 59.9 | 423 | 30.3 | 27.7 | 29.4 | 34.6
min 347 |57 171 |-40 |80 |54 |110 min 363 | 300 | 153 |00 |84 |84 |190
Max | 791 |833 |647 | 608 |418 | 51.0 | 69.0 Max 800 | 791 | 66.6 | 583 | 40.9 | 534 | 60.0

(A) (B)

Simple and complex sentences are actually better translation with Bing form English to
Turkish but compound sentences are well translated with Google and Yandex than Bing
service. Translations from Turkish to English are usually more meaningful than from English
to Turkish since exact statistical results, Meteor and Bleu scores are more acceptable. But
translations from English to Turkish are more compatible by Bleu+ method which is closed to
Precision and Recall. If Recall scores are bigger than Precision, Precision based Bleu scores
are smaller than Recall based Meteor. Bleu+ examines suffixes with word root/stem and it

uses synonym comparison list.




Table 5.1.4: Min, Max, Confidence Interval Bottom and Top level Scores of
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Evalaution Rates for Compound-Complex Turkish (A) and English (B) Corpus on

Google
90,0 90,0
80,0 80,0
70,0 70,0
60,0 60,0 —I:J
50,0 —D—D 50,0 D
40,0 D» 40,0
30,0 [ 7 30,0 M .
' 00 | Hogpt
20,0 ] 20,0 ] £l
10,0 |—| 10,0
0,0 T T T T T T 1 0,0 T T T T T 1
P R (HT (W M B B+ p R (HT ()W M B B+
p R T w M B B+ P R T W M B B+
Lower Lower
Bound | 425 | 446 | 254 | 221 | 179 | 100 | 316 Bound | 522 | 49.0 | 304 | 230 | 21.0 | 19.3 | 24.1
Upper Upper
Bound | 511 | 528 | 357 | 332 | 226 | 17.4 | 426 Bound | 605 | 571 | 404 | 341 | 260 | 285 | 309
min 18.8 20.0 | 0.0 0.0 73 2.7 15.0 min 36.4 29.2 | 83 0.0 7.9 41 11.0
Max 73.7 722 | 632 | 63.2 | 35.3 | 46.7 | 78.0 Max 80.0 | 76.2 | 636 | 58.3 | 41.1 | 55.3 | 57.0
(A) (B)

Google service evaluation from English to Turkish language on compound-complex

sentence structure with 40 sentences was performed on the left side of in Table 5.1.4 and

evaluation from Turkish to English on the right side. It is clearly seen that Meteor metric

confidence intervals are very tight on the both side. This means that almost every sentence in

range of 5 (from 17 to 26 or from 21 to 26). Because, many words are occurred in Turkish

sentences have suffixes, Meteor metric gives a little better score on evaluation from Turkish

to English since there are more exactly matched words in English.




Table 5.1.5: Min, Max, Confidence Interval Bottom and Top level Scores of Evalaution
Rates for Simple Turkish (A) and English (B) Corpus on Bing

120,0 120,0
100,0 100,0
80,0 80,0
60,0 D— 60,0 D
wo |0 wo |9 1 ] il
20,0 D_[ 20,0 [ Ll ]_[ l__
0,0 T T T T T T 1 0'0 T T T !
R ({7 (+]w B+ P R (HT (+)\W M B B+

20,0 -20,0
-40,0 -40,0

P R T W M B B+ Metric P R T W M B B+

Lower 43. 24, 17. 16.
'E‘;i’mé :257' 27' 191 | 192 %5' [112' 87' Bound |1 | 402 |2 |4 |167 |4 |377
Upper 57. 40. 33. 28.
Eﬁﬁ’ﬁ; jg' jg' N 54' iz' 12' Bound |0 | 543 |3 |4 |284 |6 |a79
_ 14. | 15. | - - 26. 53. 55.
min 0 0 250 | 250 |30 |30 |O min 00 |00 |0 0 00 |30 |180
87. 46. | 61.
Max 100 | 0 870 [ 87.0 | 0 0 100 Max 100 | 100 | 100 | 100 | 100 | 100 | 100
(A) (B)

It is obviously seen that Bleu and Bleu+ differentiation is greater in English to Turkish
evaluation of Bing translation service with simple sentences than Turkish to English. Meteor
and Bleu metrics give almost same rates. This means that Meteor may be used insist of Bleu
or vice versa. TER and WER metrics give some evidence about word location and number of
word. So reference-candidate sentence lengths in terms of word are showing diversity.

Number of word in both reference and candidate translation sentence are not equal one to one.
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Table 5.1.6: Min, Max, Confidence Interval Bottom and Top level Scores of
Evalaution Rates for Complex Turkish (A) and English (B) Corpus on Bing

120,0 90,0
80,0
100,0 70,0
60,0

80,0 s [] (]
60,0 40,0

|::| 30,0 [] [}
§ IRELEE

(] l ‘ 10,0
20,0
Lr‘ 0’0 T T T T T T 1
P R (H)T (+)]W ™M B B+
-10,0
0,0 T T T T T T 1

P R (HT (+)W ™ B B+ -20,0
Metric P R T W M B B+ Metric P R T W M B B+
Lower 46. 44, 28. 21. 17. Lower 51. 49, 25. 18. 15. 26.
Bound 9 6 8 5 3 8.3 | 40.9 Bound 4 3 4 110 | 9 3 3
Upper 53. 50. 36. 29. 21. 12. Upper 57. 56. 34. 23. 21. 34,
Bound 7 9 5 9 0 3 55.9 Bound 6 2 5 205 | 2 7 0
30. 29. 10. 33. 33. - - 12.
min 0 0 0 4.0 9.0 | 3.0 13.0 min 0 0 5.0 100 | 50 (30 | O
7. 69. 56. 53. 30. 32. 100. 76. 7. 71. 37. 46. 68.
Max 0 0 0 0 0 0 0 Max 0 0 0 66.0 | O 0 0

(A) (B)

For complex sentence evaluation, Bing test results from English to Turkish show lower
rates since there are less exactly matching words. It may be caused because of wrong word

synonym selections.
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Table 5.1.7: Min, Max, Confidence Interval Bottom and Top level Scores of
Evalaution Rates for Compound Turkish (A) and English (B) Corpus on Bing

90,0 100,0
80,0
80,0
70,0
60,0 -
60,0 0
00 ] (]
40,0 s [] J: g7
( 20,0 .
30,0 = ] ‘
20’0 [] 0,0 T T T T T T
|——| P R (#HT +Ww M B B+
10,0 | _20’0
0,0 T T T T T T 1
P R ()T (+)W M B B+ -40,0
Metric P R T W M B B+ Metric P R T W M B B+
Lower 44, | 44, 29. 24, 17. 10. 36. Lower 52. 51. 21. 21. 28.
Bound 6 0 1 8 8 0 9 Bound 6 0 296 | 218 | 4 3 4
Upper 53. 52. 38. 33. 22. 16. 46. Upper 60. 57. 25. 28. 36.
Bound 2 4 3 6 1 2 8 Bound 7 6 404 | 328 | 6 3 3
20. 20. 19. 25. 30. - - 18.
min 0 0 70 |40 [ 70 |30 |0 min 0 0 150 | 200 | 70 [ 20 | O
78. 75. 73. 60. 39. 42. 77. 81. 75. 38. 47. 70.
Max 0 0 0 0 0 0 0 Max 0 0 66.0 | 66.0 | O 0 0
(A) (B)

Metrics give hints about compound sentence evaluation on Bing translation service. It
can be impressed that from Turkish to English translation on Bing translation service can
provide exactly matched words better than English to Turkish translation. The reason for this
is because of wrong synonym or parallel meaning of word or word groups with lack of

suffixes.
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Table 5.1.8: Min, Max, Confidence Interval Bottom and Top level Scores of
Evalaution Rates for Compound-Complex Turkish (A) and English (B) Corpus on Bing

80,0 90,0
70,0 80,0
7
60,0 0,0
60,0
50,0 InE 500 +L1—[1
40,0 40,0
T U 200 HH#
20,0 I 10,0 .
10,0 ] 0,0 . . . . . . .
I—|—I -10.0 P R T W M B B+
O'O T T T T T T 1 ’
P R (HT (WW M B B+ -20,0
P R T W M B B+ P R T W M B B+
Lower Lower
Bound 43.0 425 | 253 | 21.3 | 16.2 | 8.3 30.2 Bound | 48.4 48.1 | 26.6 | 17.4 | 188 | 155 | 24.2
Upper Upper
Bound 50.3 495 | 343 | 309 | 20.2 | 12.7 | 38.8 Bound | 55.6 548 | 36.0 | 275 | 229 | 229 | 30.1
min 23.0 20.0 | 0.0 0.0 7.0 3.0 15.0 min 31.0 30.0 | 0.0 -7.0 | 7.0 4.0 13.0
Max 66.0 75.0 | 62.0 | 62.0 | 35.0 | 31.0 | 71.0 Max 77.0 69.0 | 61.0 | 57.0 | 32.0 | 44.0 | 69.0
(A) (B)

Lastly for Bing translation service, for complex-compound evaluation test results by
metrics show almost same results about rates of metrics each other. It is seen by means of
Bleu-Bleu+ ratio that there are some words same root different suffix. So average Bleu+ rate
give information about word status of bilingual sentences that Turkish text specific produced

metric Bleu+ is also can be used for English texts.




Table 5.1.9: Min, Max, Confidence Interval Bottom and Top level Scores of

Evalaution Rates for Simple Turkish (A) and English (B) Corpus on Yandex
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120,0 120,0
100,0
100,0
80,0
80,0
60,0
40,0 [ }11 60,0 —D
el ]
20,0 I_:I_[J ? I:F 40'0 — []_
0,0 T T 1 LJ [] [J
P R w M B B+ 20,0 []
-20,0
400 0,0 T T T T T T
! P R V M B+
-60,0 -20,0
Metric | P R T W | M B B+ p R T W | M B B+
Lower | 35. | 36. | 17. | 16. | 15. | 12. Lower 47. [ 26. | 23 [ 20. | 24. | 35.
Bound | 2 1 0 0 1 1 42.9 Bound 496 | 6 2 4 9 8 0
Upper | 45. | 45. | 28. | 28. | 19. | 17. 58. | 40. | 39. | 29. | 36. | 44.
Bound | 3 6 8 8 9 1 52.4 Max 615 | 4 6 2 4 6 9
- 20. 15.
_ 10. | 10. | 25. | 34. min 250 |0 00 |60 |80 |70 |0
min 0 0 0 0 40 |30 | 230 100. |85 |85 |85 |55 |86 |77
75. 66. 60 60. 31 | 32 100. Upper Bound | 0 0 0 0 0 0 0
Max 0 0 0 0 0 0 0
(A) (B)

It is surprisingly a new acquisition that directly exact word matching metrics, Precision

and Recall, are giving lower similarity rate than Bleu+ on simple sentence translation. It

shows that many words can be translate almost same on root level exclude suffix. Small suffix

diversity was ignored by the Bleu+ and alignment of word also almost perfect in English to

Turkish. Moreover, there are no distinctive differences from previous evaluation test on

Turkish to English translation. These results are required post-editing process during

translation.




Evalaution Rates for Complex Turkish (A) and English (B) Corpus on Yandex
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Table 5.1.10: Min, Max, Confidence Interval Bottom and Top level Scores of

80,0 140,0
120,0
60,0
100,0
80,0
20,0 D [ - 60,0
40,0 |
0,0 . . . é i []
P R w M B B+ 200 - —|
’ J | u
-20,0 0,0 . . . .
P R T W M B B+
-40,0 -20,0
p R T W M B B+ Metric P R T W M B
Lower Lower
Bound | 401 | 39.9 | 207 | 126 | 17.7 | 119 | 378 Bound | 480 |47.6 | 191 | 135 | 201 |50
Max | 47.8 | 467 | 304 | 236 | 215 | 169 | 46.2 Max 50 | 553 |275 |297 |242 | 214
- - min 270 | 300 |00 |-50 |90 |00
min | 220 | 220 | 100 | 340 | 80 |50 | 180 Upper
Upper Bound 730 | 770 | 520 | 121 36.0 | 47.0
Bound | 69.0 | 66.0 | 50.0 | 50.0 | 32.0 | 37.0 | 70.0
A) (B)

It is seen clearly again that there is no brevity penalty factor inside WER and TER

metric formula on complex sentence translation. So since various numbers of words in

reference and candidate translation, WER and WER might give scores under zero or over 100.

In addition, it is illustrated that Precision, Recall and Bleu+ similarity rates are almost same. It

is caused due to high same root different suffix and well-aligned word structure.
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Table 5.1.11: Min, Max, Confidence Interval Bottom and Top level Scores of
Evalaution Rates for Compound Turkish (A) and English (B) Corpus on Yandex

90,0 100,0
80,0

70,0 o

60,0 60,0

50,0 v—T D L]

40,0 ~D—D L #00 D
30,0 = 200 D D 0[]
w LB g

10,0 D 0,0 T T T T T T 1

0,0 T T T T T T 1

P R T w M B B+ -20,0

P R T W | M B B+ P R T w M B B+
Lower 17. | 17. Lower
Bound | 377 [387 |185 |0 2 111 | 40.9 Bound 478 | 493 [ 235 | 173 | 211 | 191 | 29.1

27. | 21
Max 456 | 465 | 289 |7 5 178 | 512 Max 56.6 | 571 | 337 | 27.7 | 256 | 26.6 | 383
min 180 | 210 | 0.0 0.0 | 80 |50 16.0 min 25.0 [ 220 | -80 | 12.0 |90 7.0 15.0
Upper 64. | 35. Upper
Bound | 69.0 | 71.0 | 640 | O 0 46.0 | 77.0 Bound 80.0 | 82.0 | 57.0 | 50.0 | 40.0 | 61.0 | 70.0
(A) (B)

As seen in previous Yandex Evaluation from English to Turkish translation on simple
and complex sentences, exact word and word root matching comparison by using with
Precision/Recall and Bleu+ show us that Precision and Recall couldn’t determine word root
so they cannot reflect human approach about finding root and suffixes of word and also

alignment of them.
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Table 5.1.12: Min, Max, Confidence Interval Bottom and Top level Scores of
Evalaution Rates for Compound-Complex Turkish (A) and English (B) Corpus on

Yandex
100,0 100,0
90,0
80,0 80,0
70,0

60,0 {
60,0

1

50,0 - ]

J 40,0 L
TR TR
30,0 5 } 20,0 [J
20,0 []—[:l——

10’0 0,0 T T T T T T 1
P R T W M B B+
0,0 T T T T T T 1
P R T W M B B+ -20,0
P R T w M B B+ P R T w M B B+
Lower Lower

Bound | 42.8 | 41.0 | 294 | 254 | 192 | 165 | 317 || Bound | 55.0 | 53.1 | 288 | 188 | 237 | 258 | 25.
Max 537 | 516 | 414 | 37.7 | 253 | 26,7 | 421

Max 640 | 614 | 403 30.7 | 291 | 369 | 334

min 150 | 17.0 0.0 0.0 8.0 5.0 18.0 .
Upper min 25.0 | 22.0 -7.0 -9.0 9.0 5.0 12.

Bound | 86.0 | 86.0 | 86.0 | 86.0 | 47.0 | 69.0 | 75.0 Upper
Bound | 84.0 | 820 | 680 | 63.0 | 440 | 67.0 | 70.

(A) (B)

It must be impressed that there is an exception about Bleu+. Generally Bleu+ rates must
be equal or greater than Bleu metric rate but on evaluation of Yandex translation service on
compound-complex sentences there is a contradiction. It might be caused due to punctuation

or Bleu+ toll error.
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Metric evaluation results with average scores vs. Sentence structure evaluation

comparison over 3 different bilingual dataset are displayed on the following figure:
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Figure 5.1.1: Average Scores of Evaluation Rates for All Structures of Turkish
Sentences on Google

It is seen that translation of compound sentence in the bilingual corpus evaluated by

auto metrics is with more quality that each other. But in term of Bleu+ metric simple

translation is better on Google from English to Turkish.
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Figure 5.1.2: Average Scores of Evaluation Rates for All Structures of English
Sentences on Google

Excluding Bleu+ metric, almost all metrics shows that Google can translate all sentence

structure from Turkish to English almost same rate, but simple sentence can be translate better

than others.
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Figure 5.1.3: Average Scores of Evaluation Rates for All Structures of Turkish
Sentences on Bing
Although complex sentence can be translated on word matching level, word alignment
is better on compound sentence structure by the Bing translation service from English to

Turkish. All metrics indicate that complex-compound sentences are translated by Bing with

lower rates.
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0 T T T T T 1 Compound
Precision Recall (+)Ter (+)Wer Meteor Bleu Bleu+

Figure 5.1.4: Average Scores of Evaluation Rates for All Structures of English

Sentences on Bing

It must be impressed that compound sentence can be translated better than other type of

sentence by Bing from Turkish to English.
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Figure 5.1.5: Average Scores of Evaluation Rates for All Structures of Turkish
Sentences on Yandex

It is understood from the figure 5.1.5 that there are many word with same root but

different suffix. So Yandex service can catch word root successfully.
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Figure 5.1.6: Average Scores of Evaluation Rates for All Structures of English
Sentences on Yandex

It is seen obviously that compound-complex sentences can be translated y Yandex
better than other type of sentences from Turkish to English language.
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Metric evaluation vs. Sentence structure was evaluated over 3 different bilingual

dataset: Google, Bing and Yandex.
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Figure 5.1.7: Average Scores of Evaluation Rates for Simple Turkish Corpus on
Services

Comparing all metrics, it is clearly seen that there is big difference between Bleu and

Bleu+ rates since word suffixs and synoym usage.
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Figure 5.1.8: Average Scores of Evaluation Rates for Simple English Corpus on
Services

Over simple sentence from Turkish to English similarity evaluation test, it is seen

clearly that Yandex can perform better than Bing.
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Figure 5.1.9: Average Scores of Evaluation Rates for Complex Turkish Corpus on
Services

It can be understood by the Figure 5.1.9 that Bing is much successfully than Google and

Yandex on translation from English to Turkish with complex sentences.

60 5%0 56,7
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Precision Recall Meteor

Figure 5.1.10: Average Scores of Evaluation Rates for Complex English Corpus on
Services

From English to Turkish almost all services show same quality but a little bit
differences. So Google provides better score than Bing and Yandex with a small difference.



108

sentence structure Google gives higher rate than Bing and Yandex.

Figure 5.1.11: Average Scores of Evaluation Rates for Compound Turkish Corpus

on Services

In viewing metrics comparatively, especially Precision, Recall and Bleu, for complex
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57,056,6 52,2 56,154,353,2

38,1 35,0

28,6 26,4 27,3

-
7

31,4 32,333

Figure 5.1.12: Average Scores of Evaluation Rates for Compound English Corpus

on Services

It is clearly seen that for compound sentences, online translation service exhibit almost

same features.




109

Figure 5.1.13: Average Scores of Evaluation Rates for Compound-Complex
Turkish Corpus on Services

It is seen clearly that we can say from English to Turkish translation by Google is

giving more same root with different suffixes according to Bleu-Bleu+ comparison.
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Figure 5.1.14: Average Scores of Evaluation Rates for Compound-Complex
English Corpus on Services

For complex-compound sentences evaluation, this figure expose that three online

services provide almost same results in terms of every metric with slightly small differences.



5.2 Verification Test Results

The following figures are demonstrating overlap rates coming from verification

result over training test result.
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test
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Figure 5.2.1: Evaluation Score of Automatic Verification Test Results for Turkish

Corpus on Google

The figure on the above demonstrates that excluding over Meteor metric on compound

sentence structure, almost all metric confidence interval are coherent.

Smpl Cmplx Cmpnd Cmplx-Cmpnd

M Recall
M Ter

B Meteor
H Bleu
 Bleu+

Figure 5.2.2: Evaluation Score of Automatic Verification Test Results for English

Corpus on Google

It is seen clearly that from Turkish to English translation verification tests cannot give

exactly confidence interval especially complex and compound sentence structure because of

their flexible content.
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Smpl Cmplx Cmpnd Cmplx-Cmpnd

Figure 5.2.3: Evaluation Score of Automatic Verification Test Results for Turkish
Corpus on Bing

Over English to Turkish translation, verification of already trained confidence interval

gives consistency respectively.

 Recall
M Ter
= Meteor
= Bleu
H Bleu+
00
Smpl Cmplx Cmpnd Cmplx-Cmpnd

Figure 5.2.4: Evaluation Score of Automatic Verification Test Results for English
Corpus on Bing

The most remarkable result in Figure 5.2.4 is that the estimation of confidence interval
for both word occurrence and alignment cannot be done together exactly for Bing service over

from Turkish to English translation.
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Figure 5.2.5: Evaluation Score of Automatic Verification Test Results for Turkish

Corpus on Yandex

Just confidence interval verification test gives us the fact that verification set overlaps of

confidence interval cannot be reflect real range of average especially occurrence of word in

sentence by recall in from English to Turkish translation. Since, it can be said that estimation

of confidence interval depends on corpus attributes.
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Figure 5.2.6: Evaluation Score of Automatic Verification Test Results for English

Corpus on Yandex

The above figures show that especially sentences evaluated with Meteor method give

similar results. However, simple and complex-compound sentences give average similarity

score. On the other hand complex and especially compound sentences in English languages

can be very different with each other.



CHAPTER 6

CONCLUSION AND FUTURE WORK

5.1 Conclusion

In recent years, the need of automatic translation is rising. In addition, people desire to
know accuracy rate of translation. So evaluation of machine translation is highly crucial.
Wrong translation samples cause to lost prestige. MT is hard; evaluation of MT is even

harder.

The aim of this research is to describe machine evaluation techniques and quality results
of different online machine translation services. An overview of the current machine
translation technology and automated evaluation metrics is given. In this research, especially
sentence structures based online machine translate services evaluation such as Google, Bing
and Yandex has been used to estimate translation quality levels for Turkish and English

languages.

Since there is no bilingual corpus about sentence structures, we decided to create a
corpus classified in terms of sentence structure from bilingual sentence collection from
academic, historical and news domains. With this special corpus which contains sentences
both in English and Turkish languages, each sentence is categorized based on its sentence
structure by hand under experts’ opinions. The sentences categorized as Simple, Complex,

Compound and Complex-Compound.

Moreover, each sentences’ automatic candidate translations were obtained from selected
online translation services; Google Translate, Bing Translate and Yandex Translate. After
data preparation step, this corpus was separated in to 3 different subsets to examine online

translation services. First one is used to take a generally estimation average and interval rates.

113
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Second one was used for to try to validate first test results, and last one is used for

manual validation test by comparing with human evaluation results.

The corpus categorized based on sentence structure was evaluated by using with some
popular similarity metric such as Precision, Recall, Meteor, Bleu, Bleu+, etc. Translation
evaluation tests showed us that both machine translation and its evaluation must be special for
source and target languages because of languages have different characteristic. So, while one
metric is suitable to measure the quality of a language, and has high correlation with human
judgment for English language, it might not give closer scores to human evaluation in Turkish

translation output evaluation.

Results showed clearly that online translation services perform different quality level
over sentence structure on different language and similarity measurement metrics cannot be
used for all. Metrics must be selected eligible and suitable for sentence similarity
measurement and language specific. And some of them must be used together to be more

meaningful.

It is seen clearly that in linguistic scientific field, there is no exactly stable and reliable
of confidence interval since various corpus content. But comparatively test showed that the
evaluation results of online translation services’ output quality gives significant feedback to
MT users should not to use them directly by trusting without any paraphrase. Online
translation services can be used as a translation helper or pre-translator. So candidate
translation coming from machine translators must be post edited by manually to obtain a good

correct and easy readable translation.

TER scores are all the time is bigger than WER scores since shift process decrease error
points. And negative scores reflect big difference about number of words between reference
and candidate text. TER metric always gives bigger score than WER because it is using shift
concept. Because of insertion or/and deletion measurement process TER and WER metrics
may give scores under zero (negative). These results give evidence about difference number
of Word both in reference and candidate sentences. Actually, WER is used in signal
processing. So it is not useful and it cannot accommodate to measure outputs quality of
translation tools. |Bleu+-Bleu| distance is bigger in Turkish sentences evaluation than English

sentences because there are many different suffixes in Turkish language than in English.
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Precision is similar to Recall and TER is similar and gives more efficient score than WER
according to human approach. So in some figures Precision and WER metric results are not

included.

Machine Translation is a hard problem. There are many weaknesses and short comings
of machine translators. Translation quality depends on language family, Text category such as
structure, type, word length (short, normal, long text), and selection priority of word and
idiom meaning, etc. because there are a lot of meanings of words. The state of the art cannot
reach on to 100% correctness. Perfection is so far away. But this study showed that online
machine translators don’t give same quality of candidate translation in terms of language and

sentence structure. Results can vary depending on sentences selected.

The free translation services seem to do a better job of handling simple sentences, and
some of them appear to be making a serious effort to deal with complex sentences and context
rather than translating a word at a time. They are best used when translating from a foreign
language into your own, as when you are trying to understand a foreign language website.
They should not be used if you are writing in a foreign language for publication.

The quality of translation is dependent on the language pair. Typical errors in machine
translations are: missing words, word order, incorrect words, unknown words, and
punctuation. Although automated evaluation is fast, cheap, required minimal human labor,
and no need for bilingual speakers, current metrics are still relatively crude and individual

sentence scores are often not very reliable.

5.2 Future Work

As the technology is getting advanced, the quality of language translation services will
get higher in the future. Currently free language translation services are useful for simple
sentence structures, but for complex sentence structures human post-editing needed for

getting a comprehensive and quality translation of any language.

With the larger and comprehensible corpus, the more real and better correlated with
human approach results can be obtained. There may be better evaluation to correlate with
human judgment by examining on word prefixes, suffixes, root synonyms, parallel meanings

and hybrid metric usage. Automatic sentence structure determiner makes easier to classify
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sentences. Other languages and many evaluation metrics can be applied to examine
comparing texts. Additionally, using multi reference, true chunking, and part-of-speech

tagging and true word sense detection may be so beneficial.



(1]

(2]

(3]

[4]

(5]

(6]

[7]

(8]

(9]

[10]

[11]

[12]

117

REFERENCES

C. Kitand T. M. Wong. "Comparative evaluation of online machine translation systems with
legal texts." Law Libr. J. 100 (2008): 299.

C. C. Burch, “Machine Translation™, 22.02.2015, [Online]. Accessible:
http://cis.upenn.edu/~ccb/

P. Brown, "A statistical approach to language translation. “Proceedings of the 12th conference

on Computational linguistics-Volume 1. Association for Computational Linguistics, 1988.

Data Sources for and Evaluation of Machine Translation, Trevor Cohn, 31.12.2014, [Online].
Accessible: http://staffwww.dcs.shef.ac.uk/people/T.Cohn/mt/day5-evaluation.pdf

S. Tripathi and J. K. Sarkhel. "Approaches to machine translation." Annals of library and
information studies 57 (2010): 388-393.

“Language”, 22.02.2015, [Online]. Accessible: http://en.wikipedia.org/wiki/Language

D. O’Neil, “What is Language? “, 22.02.2015, [Online]. Accessible:
http://anthro.palomar.edu/language/language_2.htm

Santa Fe Institute, “Evolution of Human Languages”, 22.02.2015, [Online]. Accessible:
http://ehl.santafe.edu/introl.htm

J. Crowgey “Fundamentals of Grammar: Lexical and Grammatical Categories”, 22.06.2012,
[Online]. Accessible:
http://courses.washington.edu/ling100/lect_slides/04_lex_grm_cat/04_lex_grm_cat.pdf

Kisno, Fundamentals in Linguistics: An Introduction, Halaman Moeka, Jakarta,2012

“Morphemes in English grammar”, 22.02.2015, [Online]. Accessible: https://www.tesol-

direct.com/guide-to-english-grammar/morphemes

T. Tinsley, K. Board, Languages for the Future, 30.11.2013, [Online]. Accessible:

http://www.britishcouncil.org/sites/britishcouncil.uk2/files/languages-for-the-future.pdf



[13]

[14]

[15]

[16]

[17]

(18]

[19]

[20]

[21]

[22]

[23]

[24]

[25]

[26]

118

E. O’Brien, “Sentence Type”, 22.02.2015, [Online]. Accessible: http://www.english-grammar-

revolution.com/sentence-types.html

“Conversion of a complex sentence into a simple sentence”, 22.02.2015 [Online]. Accessible:

http://www.englishpractice.com/grammar/conversion-complex-sentence-simple-sentence/

The Writing Center of University of Central Missouri,” TYPES OF SENTENCES: SIMPLE,
COMPOUND, COMPLEX, and COMPOUND-COMPLEX”, 22.02.2015 [Online]. Accessible:
https://www.ucmo.edu/ae/writing/documents/TYPESOFSENTENCES. pdf

“NLP”, 22.02.2015, [Online]. Accessible: http://www.webopedia.com/TERM/N/NLP.html

R. Lazerowitz, “What is Natural Language Processing?”, 14.09.2014, [Online]. Accessible:
http://infospace.ischool.syr.edu/2012/05/11/what-is-natural-language-processing/

“Natural language processing”, 15.12.2014, [Online]. Accessible:

http://en.wikipedia.org/wiki/Natural _language_processing

“Translation”, 14.10.2014, [Online]. Accessible:

http://www.oxforddictionaries.com/definition/english/translation

J. Hutchins, "Machine translation and human translation: in competition or in

complementation.” International Journal of Translation 13.1-2 (2001): 5-20.

0. Karami, “The brief view on Google Translate Machine”, 22.01.2015, [Online]. Accessible:
http://logic.at/lvas/185054/GoogleTranstaeMachineBriefView_OmidKarami.pdf

P. Koehn, "Statistical Significance Tests for Machine Translation Evaluation." EMNLP. 2004.

M. Simard, “Rule-based translation with statistical phrase-based post-editing.” (2007).

H. Somers, "Review article: Example-based machine translation." Machine Translation 14.2
(1999): 113-157.

“WHAT ARE THE MAIN TYPES OF MACHINE TRANSLATION?” 11.11.2014, [Online].
Accessible: http://www.machinetranslation.net/quick-guide-to-machine-translation/machine-

translation-technologies

“Comparison of machine translation applications, 22.06.2014, [Online]. Accessible:

http://en.wikipedia.org/wiki/Comparison_of_machine_translation_applications



[27]

(28]

[29]

[30]

[31]

(32]

[33]

[34]

[35]

[36]

119

“Foreign Transcript Evaluation and Translation”, 15.11.2014, [Online]. Accessible:

http://www.alamo.edu/uploadedFiles/St_Philips_College/Library/Files/eval-translation.pdf

S. Bangalore, G. Bordel, and G. Riccardi. "Computing consensus translation from multiple
machine translation systems." Automatic Speech Recognition and Understanding, 2001.
ASRU'01. IEEE Workshop on. IEEE, 2001.Papineni, Kishore, et al. "BLEU: a method for
automatic evaluation of machine translation." Proceedings of the 40th annual meeting on

association for computational linguistics. Association for Computational Linguistics, 2002.

M. Smets, M. Gamon, J. Pinkham, T. Reutter and Martine Pettenaro, "High quality machine
translation using a machine-learned sentence realization component.” Proceedings of MT
Summit IX. 2003.

K. Chatzitheodoroua, S. Chatzistamatis “An Open Toolkit for Human Machine Translation
Evaluation”, 22.08.2014, [Online]. Accessible: https://ufal.mff.cuni.cz/pbml/100/art-
chatzitheodorou-chatzistamatis.pdf

M. Snover, N. Madnan, B. J. D. and R. Schwartz, "Fluency, Adequacy, or HTER? Exploring
different human judgments with a tunable MT metric." Proceedings of the Fourth Workshop on

Statistical Machine Translation. Association for Computational Linguistics, 2009.

S. Bangalore, O. Rambow, and S. Whittaker. 2000. Evaluation Metrics for Generation. In
Proceedings of the International Conference on Natural Language Generation (INLG 2000),

Mitzpe Ramon, Israel. 1-13.

S. NieRen, "An Evaluation Tool for Machine Translation: Fast Evaluation for MT
Research." LREC. 2000.

C.Tillman, S. Vogel, H. Ney, H. Sawaf, and A. Zubiaga. 1997. Accelerated DP-based search for
statistical translation. In Proceedings of the 5th European Conference on Speech
Communication and Technology (EuroSpeech *97), 2667-2670. Rhodes, Greece.

M. Snover, "A study of translation edit rate with targeted human annotation." Proceedings of

association for machine translation in the Americas. 2006.

K. Papineni, "BLEU: a method for automatic evaluation of machine translation.” Proceedings of
the 40th annual meeting on association for computational linguistics. Association for

Computational Linguistics, 2002.



[37]

(38]

[39]

[40]

[41]

[42]

[43]

[44]

[45]

[46]

120

C. Y Linand F. J. Och. "Automatic evaluation of machine translation quality using longest
common subsequence and skip-bigram statistics.” Proceedings of the 42nd Annual Meeting on

Association for Computational Linguistics. Association for Computational Linguistics, 2004.

M. Rajman and T. Hartley, 2001, Automatically predicting MT systems ranking compatible
with Fluency, Adequacy and Informativeness scores. In "Proceedings of the 4th ISLE Workshop

on MT Evaluation, MT Summit VIII". Santiago de Compostela, September 2001. pages. 29-34.

A.C. Tantug, K. Oflazer, 1. D. EI-Kahlout, 2008. “BLEU+: A Fine Grained Tool for BLEU
Computation”, In Proceedings of Language Resources and Evaluation Conference
LREC, Morocco.

G. Doddington. "Automatic evaluation of machine translation quality using n-gram co-
occurrence statistics." Proceedings of the second international conference on Human Language

Technology Research. Morgan Kaufmann Publishers Inc., 2002.

M. Gonzalez and J. Giménez. "An Open Toolkit for Automatic Machine Translation (Meta-)
Evaluation." (2014).

S., Marina, N. Japkowicz, and S. Szpakowicz. "Beyond accuracy, F-score and ROC: a family of
discriminant measures for performance evaluation.” Al 2006: Advances in Aurtificial
Intelligence. Springer Berlin Heidelberg, 2006. 1015-1021.

S. Banerjee, and A. Lavie. "METEOR: An automatic metric for MT evaluation with improved
correlation with human judgments.” Proceedings of the ACL Workshop on Intrinsic and

Extrinsic Evaluation Measures for Machine Translation and/or Summarization. 2005.

M. Denkowski, and A. Lavie. "Meteor 1.3: Automatic metric for reliable optimization and
evaluation of machine translation systems." Proceedings of the Sixth Workshop on Statistical

Machine Translation. Association for Computational Linguistics, 2011.

I. D.Melamed, "Automatic evaluation and uniform filter cascades for inducing n-best translation

lexicons.” arXiv preprint cmp-1g/9505044 (1995).

I. D.Melamed, R. Green, and J. P. Turian. "Precision and recall of machine

translation.” Proceedings of the 2003 Conference of the North American Chapter of the
Association for Computational Linguistics on Human Language Technology: companion
volume of the Proceedings of HLT-NAACL 2003--short papers-Volume 2. Association for
Computational Linguistics, 2003.



[47]

[48]

[49]

[50]

[51]

[52]

[53]

[54]

(58]

[56]

[57]

(58]

121

T. Gornostay, "Machine Translation Evaluation.”25.111.2014, [Online]. Accessible: :
http://www.ida.liu.se/labs/nlplab/gslt/mt-course/info

D. Cer, C. D. Manning, and D. Jurafsky. "The best lexical metric for phrase-based statistical MT
system optimization." Human Language Technologies: The 2010 Annual Conference of the
North American Chapter of the Association for Computational Linguistics. Association for

Computational Linguistics, 2010.

C. C. Burch, "Fast, cheap, and creative: evaluating translation quality using Amazon's
Mechanical Turk." Proceedings of the 2009 Conference on Empirical Methods in Natural

Language Processing: VVolume 1-Volume 1. Association for Computational Linguistics, 2009.
“About SDL”, 25.11.2014, [Online]. Accessible: http://www.freetranslation.com/about-sdl.htm

E. Shen,“Comparison of online machine translation tools”, 28.11.2014, [Online]. Accessible:
http://www.tcworld.info/e-magazine/translation-and-localization/article/comparison-of-online-

machine-translation-tools

“About World Lingo”, 28.11.2014, [Online]. Accessible:
http://www.worldlingo.com/en/company/pr/pr20090817_01.html

“Asiya”, 29.11.2014, [Online]. Accessible: http://nlp.Isi.upc.edu/asiya/

“Word Error Rate”, 01.02.2015, [Online]. Accessible:
http://en.wikipedia.org/wiki/Word_error_rate

"A Short Guide to Measuring and Comparing Machine Translation Engines", 01.02.2015,
[Online]. Accessible:
http://www.asiaonline.net/EN/Resources/Articles/AShortGuide ToMeasuringAndComparingMa

chineTranslationEngines.aspx

Gupta, V., Joshi, N., & Mathur, I. (2013, August). Subjective and objective evaluation of
English to Urdu Machine translation. In Advances in Computing, Communications and
Informatics (ICACCI), 2013 International Conference on(pp. 1520-1525). IEEE.

Shi, C., Lin, D., Shimada, M., & Ishida, T. (2012). Two Phase Evaluation for Selecting Machine
Translation Services. In LREC (pp. 1771-1778).

"Which Online Translator Is Best?", 05.02.2015, [Online]. Accessible:

http://spanish.about.com/od/onlinetranslation/a/online-translation.htm


http://nlp.lsi.upc.edu/asiya/
http://en.wikipedia.org/wiki/Word_error_rate

122

[59] Tantug, A. C., Oflazer, K., & El-Kahlout, I. D. (2008). BLEU+: a Tool for Fine-Grained BLEU
Computation. In LREC.



