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KABLOSUZ AD HOC AGLARI ICIN JETON TABANLI KOD BOLUSUMLU
COK ERISIMLI MAC PROTOKOL

OZET

Kablosuz mobil diigiimlerden olusan kablosuz Ad Hoc aglari, 6nceden belirlenmis
olan bir alt yapiya ihtiya¢ duymadan, geg¢ici ve istege bagli olarak herhangi bir
dinamik topoloji olusturabilir. Ad Hoc aglarinda en miithim konulardan biri MAC
protokol tasarmmidir. Bilindigi gibi, MAC protokollerin baglica fonksiyonu,
olabilecek carpigmalart miimkiin oldugunca azaltmak ve uygun kanal kullanimini
saglamaktir. Ayrica MAC protokoller adil olmali ve diigiimlerin 6nceliklerine gore
kanal erigim sirasini ayarlamalidir. Bu yiizden, TDMA, FDMA, CDMA, Jeton ve Oy
verme (Polling) yontemlerine dayanarak bu alanda pek c¢ok arastirmalar
yapilmaktadir.

Gergek zaman iletisimlerini saglamak i¢in en uygun olan protokoller jeton yontemine
dayanmaktadir. Bu tip protokollerde paket gecikmeleri deterministiktir ve olabilecek
en biiyiik paket gecikmeleri tahmin edilebilmektedir. Boylece gercek zaman iletisimi
icin jeton yontemini kullanan MAC protokoller, IEEE 802.11 standartlarindan daha
avantajhidir ve kablosuz ag arastirmacilari tarafindan biiyiik ilgi gormektedir.

Bu caligmada ileri siiriilen MAC protokol de bir ¢cok MAC protokol gibi jeton
yontemine dayanmaktadir, fakat bu calismada jeton CDMA kodlarim1 agda
paylastirmak i¢in kullanilmaktadir. CDMA 6zelligi protokole, agda ayni anda birden
cok yaymn yapabilmesini saglamaktadir. Onerilen protokol literatiirde adi gegen
protokolle karsilagtirdmistir ve simulasyon sonuclari, onerilen protokoliin paket
gecikmelerini azaltmakta ve kanal kullanimini artirmakta oldugunu gostermistir.



A TOKEN BASED CODE DIVISION MULTIPLE ACCESS MAC
PROTOCOL FOR WIRELESS AD HOC NETWORKS

SUMMARY

A wireless ad hoc network consists of wireless nodes that can dynamically self-
organize into an arbitrary and temporary topology to form a network without
necessarily using any pre-existing infrastructure. MAC protocols are very important
issues in wireless ad hoc networks. As known, its primary function is to minimize the
collisions and achieve reasonable channel utilization. Also MAC protocols must
support fairness and prioritized access to the medium, so there are many studies in
this area; based on TDMA, CDMA, FDMA, polling and token.

Token based MAC schemes are more suitable for real time communications due to
the fact that the packet delay is highly deterministic and upper bound of latency is
predictable, so token passing MAC protocols provide advantages over the existing
IEEE 802.11 standards by means of real-time guarantees. They are gaining more
interest among wireless ad hoc network researchers.

The proposed work in this thesis is based on a token passing scheme as many studies
have proposed till now, but the difference is that this MAC scheme is based on a
token passing scheme with the incorporation of a Code Division Multiple Access
(CDMA) unlike others. The protocol is able to support multiple, simultaneous
transmissions with it is unique CDMA feature. Nodes are equipped with only one
transceiver. The performance of proposed MAC protocol is compared with MAC
protocols that have appeared in the literature by simulations. Simulation results show
that proposed MAC scheme is effective in decreasing the packet delay and increasing
the channel utilization.
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1. INTRODUCTION

A wireless ad hoc network consists of mobile hosts and can be rapidly deployed
without any established infrastructure or central administration. Therefore, wireless
ad hoc networks have received growing attention in the past few years. Medium
Access Control (MAC) is a very challenging task in ad hoc networks. It is very
difficult to design a MAC protocol which increases the overall network throughput

and fully utilizes the limited wireless resources (e.g., bandwidth, batteries, etc.).

Wireless ad hoc networks mostly use MAC protocols based on modified Carrier
Sense Multiple Access Collision Detection (CSMA/CD) scheme [1]. There is a
general problem in wireless ad hoc networks such as hidden terminal problem. There
is no guarantee in wireless ad hoc networks that some terminals may not be hidden
from the other terminals. Therefore, the performance in MAC protocols which based
on CSMA scheme is degraded, because of hidden terminal problem [2]. To solve the
problem many protocols use control packets such as Request to Send (RTS)/Clear to
Send (CTS) handshakes [3-6]. The proposed MAC schemes still suffer from high
packet collision probability under heavy traffic load due to the characteristics of

RTS/CTS [6].

Token-passing MAC schemes (e.g. IEEE 802.5 [7], FDDI [8]) outperform CSMA
schemes [1, 6] and it is well known that they are the best reliable MAC schemes in
the industry. The virtual-ring topology has many advantages such as robustness
against single node failure and support for flexible topologies. It is shown in papers
[9- 11] that when using virtual-ring topology in ad hoc networks, these advantages
can be usable. Because of reliability of token-passing schemes and advantages of
virtual-ring topology, token-passing medium access protocols for ad hoc networks
are getting more attention in recent years. Token passing schemes in wireless
networks are achieving higher channel utilization than CSMA type schemes [12] and
are also capable of including quality-of-service (QoS) guarantees, therefore research

has focused on these schemes [2].



The existing MAC schemes for ad hoc networks rarely provide QoS guarantees, but
there are some MAC protocols that use token-based design with QoS guarantees for

ad hoc networks [13-16].

The general MAC operation is the same in these protocols. A single token is
generated for each network. The stations in each network are serviced when they get
the token, and the stations get the service in a fixed and predetermined cyclic order.
These schemes include QoS guarantees by giving delay bounded or bandwidth
services. Some papers that use a wireless token-ring network has only one traffic

type and supports no multiple transmissions [13-15].

There are some disadvantages of these proposed token passing MAC schemes. The
main disadvantage is that they don’t discuss the wireless aspect of ad hoc networks.
It is known that a wireless link is much more suffering from error than cable-based
links. Corruption of data results in link layer retransmission, and decreases the
bandwidth efficiency which results in bad performance from upper layers in the OSI
model. The errors in wireless links are caused by multipath fading, path loss, co and
adjacent channel interference, man-made interference, dynamic topology, station
mobility, partial connectivity and channel noise [17, 18]. Wireless channel
interference in the wireless token passing MAC network was discussed in [19]. It
was discovered that token passing MAC is weak to channel errors. The protocol
stability is severely hindered by the loss of a token due to interference; as a result the

utilization of the network bandwidth is reduced.

Unlike conventional token passing MAC schemes, a hybrid token-CDMA MAC
scheme which includes Code Division Multiple Access (CDMA) mechanism is
proposed in [20]. This MAC scheme combines the advantage of guarantee-access
characteristic of the token passing mechanisms and the supportability of multiple
packet transmissions within the network with the incorporation of QoS guarantee for
different classes of traffic. There exist many papers that implement the CDMA
system in ad hoc networks [21-25]. However, the most of them still use RTS/CTS

handshake approach, while none of them use the hybrid token-CDMA technology.

In this thesis a hybrid token-CDMA MAC scheme is also proposed, but the
difference between this protocol and the protocol proposed in [20] is that there is no

need for an extra hardware as a transceiver and Multiple User Detection (MUD)



which decreases the hardware cost. The proposed MAC scheme can work with or
without MUD hardware and with one transceiver for each node. The MAC scheme in
[20] is based on frequency division based scheme but the proposed work is based on

time division based scheme.
The thesis is organized as follows.

In Section 2, a brief introduction to Wireless Ad Hoc Networks is given. The
problems in Ad Hoc Networks as hidden terminal problem and exposed terminal
problem are shortly introduced. Some examples of Ad Hoc Network Applications are
also given in this section. Medium Access Control Protocols (Contention-free and
contention based schemes) for Ad Hoc Networks is discussed in detail in Section 3.
Description of the related work and elaboration of our contributions are given in
Section 4. Section 5 includes information about the simulation environment and
input/output interface of the simulation. Moreover, brief information is given about
the implementation of the simulation and simulation results are depicted for visual

assistance.

Finally, conclusions and future work are discussed in Section 6.



2. AD HOC NETWORKS

Wireless networks are especially being used in industrial automation applications
mainly in the areas where it is either difficult or expensive to wire. Usually wireless
networks are extensions to the Ethernet segments in these networks. Since there are
no physical restrictions in wireless networks like wires, nodes in wireless networks

also can be mobile.

The use of wireless networks in the communication among devices of the most
varied types and sizes are being attractively increased. Personal computers,
handhelds, telephones, appliances, industrial machines, sensors, and others are being
used in several environments, such as residences, buildings, cities, forests, and
battlefields. To enable easy deployment of applications different wireless network

standards and technologies have appeared in the last years.

It can be difficult to deploy wireless networks in places where there is no
infrastructure or where the infrastructure is not reliable. In order to solve such
problems ad hoc networks have been proposed. A wireless ad hoc network can
dynamically self-organize into an arbitrary and temporary topology to form a
network without necessarily using any pre-existing infrastructure. Nodes in ad hoc
networks act as a router, so that each node may communicate directly to each other.
The nodes which are not connected directly communicate by forwarding their traffic
through intermediate nodes. As a result of these properties of wireless ad hoc
networks, it can be said that usage of wireless Ad Hoc networks will gain popularity

in the future.

2.1 Application Areas

The main advantages of ad hoc networks are flexibility, low cost, and robustness. Ad
hoc networks can be used in many new applications [26, 27] given below. It is
possible that existing communication infrastructure is destroyed by natural or other

disasters. In such situations, an ad hoc wireless network can be set up almost



immediately to provide emergency communication in the affected region. Another
application is mobile computing environment, mobile wireless devices that have the
capability to detect the presence of existing networks can be used to synchronize data
with the user’s conventional desktop computers automatically, and download
appointment/schedule data. A user carrying a handled Personal Digital Assistant
(PDA) device can download context sensitive data in a shopping mall or museum
featuring such wireless networks and services. The PDA can detect an existing
network and connect itself to network in an ad hoc fashion. Depending on user’s
mobility, the PDA can elect the network for related information based on its current
position. For example, if the user is moving through the cinema section of the
shopping centre, information about films or pricing can be made available. Similarly,
ad hoc networks can be used in travel-related and customized household

applications, telemedicine, virtual navigation, etc.

Generally the carried data is small like a vital control or monitoring information or
sometimes is large like log files or other event logs. Much of the status or control
information is carried in short bursts which require little bandwidth. The traffic is
usually periodic in this type of data. The key requirement for this type of

communication in ad hoc networks is timely delivery without failure.

2.1.1 Applications Requiring Real - Time Guarantees

Many wireless military networks have been proposed like Wireless Sensor Networks
(WSN) or experimental cellular and short range Third Generation Networks (3G)
networks. Technological advances in wireless devices provide long range
communication capabilities and mobility. Because of these advantages, a wireless
system is very attractive in military applications. So wireless military networks are
increasingly gaining great importance, and as a result number of wireless military
network deployments are increasing. The main issues in wireless military networks
are actually the real-time guarantees of the stations in the network and secure
communications. Many new applications are being considered, due to increasing data
rates of wireless communication. For example, a robot in a battlefield can take
photos of enemy actions and can transmit this information to a center to be processed

for further action.



These multimedia applications are being used today and will also be used extensively
in the future. To provide the quality of service in this type of networks, specialized
real-time commands and quality of service aware network protocols must be

designed.

It has been large research in WSN in recent years. WSNs are being used by many
applications like habitat monitoring, object tracking, traffic monitoring and etc. With
the availability of low-cost devices (which can capture multimedia content from the
field) like small-scale imaging sensors, CMOS cameras and microphones, Wireless
Multimedia Sensor Networks (WMSN) have been proposed and are getting
increasing attention from the researchers. For these types of applications (multimedia
surveillance networks, target tracking, environmental monitoring, traffic
management systems) effective communication is needed. Carried data in these
systems is multimedia such as audio, image and video. So the real-time guarantees

must be provided in WMSN, which is a new challenge topic for researchers [28].

2.2 Problems in Ad Hoc Networks

There are several interesting and difficult problems in the wireless ad hoc networks
related to the physical medium, such as low transmission rate, high bit error rates,
noise, limited range, and significant variation in physical medium conditions.
Wireless medium has a very limited channel bandwidth that is typically much less
than that of wired networks. In addition, the wireless medium is essentially error
prone. Even though a radio may have sufficient channel bandwidth, factors such as
multiple accesses, signal fading, noise and interference can cause the effective
throughput in wireless networks to be significantly lower. The network topology can
change frequently without any predictions because of nodes’ mobility. Usually the
links between nodes would be bi-directional, but there may be unidirectional links
due to transmission power. The batteries are critical issues in ad hoc networks, so it
must conserve energy. The security issues should be considered in the overall

network design, as it is relatively easy to eavesdrop on wireless transmission.

Besides, there are some problems in Ad hoc networks such as difficulty of collision

detection, the hidden and exposed terminal problems.



2.2.1 The Hidden Terminal Problem

The most known MAC scheme for wired networks is Carrier Sense Multiple Access
(CSMA) [29] MAC scheme. This MAC scheme and its variations such as CSMA
with collision detection cannot be used in the wireless networks, as explained below.
In CSMA, a station that has data to send first senses the medium to check whether it
is idle or busy. If a station senses a carrier in the medium as considered busy then the
station postpones its data transfer. Otherwise, the station transmits its data
immediately while continuing to sense the medium. Unfortunately, collision
detection is not possible in free space. Thus, a successful data transmission is not
guaranteed because stations may not sense collisions at the receiver. This problem is

known as the hidden terminal problem [2], which is shown in Figure 2.1.
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Figure 2.1: The Hidden Terminal Problem

In this figure, each station centers a dotted circle that represents its own transmission
range. As illustrated in Figure 2.1, station B is within transmission range of stations’
A and C, but station A and station C are not in each other’s transmission range.
Consider the case where station A is transmitting to station B. Station C cannot
detect carrier because it is out of station A’s transmission range. Therefore station C

transmits data to station B, thus causing a collision at station B.

2.2.2 The Exposed Terminal Problem

Consider another case where station B is transmitting data to station A and station C

has data to send to station D as shown in Figure 2.2
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Figure 2.2: The Exposed Terminal Problem

Since station C is in the station B’s transmission range, it sense carrier and decides
not to send data, and postpones its transfer. However it is unnecessary because there
is no way that station C’s transmission can cause any collisions at receiver station A.

This problem is known as exposed-terminal problem [2].

The difficulty of collision detection, the hidden and the exposed terminal problems in
the MAC sub layer demand new medium access algorithms for wireless networks.
The status of communication links between the stations may vary because of stations
mobility, so the routing protocols for wired networks are not usable in wireless ad
hoc networks. At the transport layer, TCP-like transport protocols also present
several problems when used on wireless networks. High bit-error rates and frequent
route failures reduce TCP performance, demanding modifications to TCP or the

design of new transport protocols.



3. MAC PROTOCOLS

Many new standards and technologies have been proposed in both the academia and
the industry due to tremendous research in the field of wireless local area
networking. These technologies and standards made high data rate and more reliable
wireless communications possible for both mobile and fixed devices. Different
communication requirements such as video or voice communication over wireless
links are appeared with technological advances. The main issues for these
multimedia applications are quality of service guarantees such as delay, bandwidth,
jitter and minimal packet loss. To provide these requirements, quality of service

(QoS) aware protocols for wireless networks must be developed.

The wireless networks are actually defined in the physical and data link layers of the
OSI model. So enabling QoS in wireless networks requires QoS aware protocols in
the data link layer and the physical layer of the OSI model. As known, data link layer
is divided into two sub layers namely Logical Link Control sub layer and Medium

Access Control sub layer according to the IEEE 802 family of standards.

MAC sub layer is responsible for transferring data between two or more nodes of the
network. It is MAC sub layer’s duty to manage error correction in the physical layer.
The sub layer performs specific activities for framing, physical addressing, and error
controlling. Managing conflicts among different nodes for channel access is also its
job. It affects the QoS of the network, because the question how reliable and
efficiently data can be transmitted between two nodes along the routing path is MAC

sub layer’s responsibility.

In order to understand the proposed MAC scheme in this thesis it will be helpful to
review the MAC techniques. MAC schemes can be classified as contention-free and
contention-based schemes, depending on the medium access strategy [30] which is

illustrated in Figure 3.1.
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Figure 3.1: Classifications of MAC Schemes

In the contention free schemes stations are allowed to transmit without contending
for the medium (e. g., TDMA, CDMA, FDMA, polling and token-based).
Contention-free mechanisms provide bounded end-to-end delay and minimum
bandwidth, prevailing delay sensitive applications such as audio and video streams.
On the other hand, contention-based schemes are more suitable for sporadic data
transfer on mobile networks because of the random and temporary nature of the

topologies.

3.1 Contention Free Schemes

Contention free MAC protocols should be able to bring the network from an arbitrary
state to a collision free stable state. These MAC schemes are known as deterministic
protocols, and the main service for these schemes is to carry data such as voice or
video traffic. As shown in Figure 3.1, Time Division Multiple Access (TDMA),
Frequency Division Multiple Access (FDMA), Code Division Multiple Access
(CDMA) and Token Based protocols are examples for contention free schemes. Brief

description of these protocols is given below.
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3.1.1 Time Division Multiple Access

In TDMA the channel is divided into N time slots, as shown in Figure 3.2.

fre
User #n E

time

Figure 3.2: Time Division Multiple Access

In each slot only one node is allowed to transmit. The N slots comprise a frame,
which repeats cyclically. TDMA is frequently used in cellular wireless
communication systems, such as Global System for Mobile Communications (GSM).
A base station allocates time slots and provides timing and synchronization
information to all mobile nodes within each cell. Typically mobile nodes
communicate only with the base station. There is no peer-to-peer communications
between mobile nodes. The main advantage of TDMA is its energy efficiency,
because it supports low-duty-cycle operations of nodes. However, TDMA has some
disadvantages, such as it normally requires nodes to form clusters. One node in each
cluster is selected as cluster head, and acts as the base station. Nodes are normally
restricted to communicate with the cluster head within a cluster; peer-to-peer
communication is not supported (if nodes communicate directly, then they must
listen during all slots reducing energy efficiency). Inter-cluster communications and
interference need to be handled by other approaches, such as FDMA or CDMA.
More importantly, TDMA protocols have limited scalability and adaptively to the

changes on number of nodes.
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3.1.2 Frequency Division Multiple Access

FDMA is a technique in which the carrier bandwidth is divided into N sub-channels
of different frequency widths. Each sub channel can carry a signal at the same time

in parallel to other channels as shown in Figure 3.3.

codes
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Figure 3.3: Frequency Division Multiple Access

TDMA and CDMA are always used in combination with FDMA, i.e., a given
frequency channel may be used for either TDMA or CDMA independently of signals

on other frequency channels.

3.1.3 Code Division Multiple Access

CDMA is based on Spread Spectrum (SS) techniques, in which each user occupies
the entire available bandwidth. At the transmitter, a digital signal of bandwidth say
B, bits/s, is spreading using (i.e., multiplied by) a Pseudo-random Noise (PN) code
of bandwidth, say B, bits/s (B,/B;>>1 is called the processing gain). The PN code is
a binary sequence that statistically corresponds to the requirement of a random
sequence. This PN code must be exactly reproduced at the intended receiver to get
the digital signal. To recover the original information from the signal, the receiver
de-spreads the received signal using a locally generated PN code. It is possible for
several, independently coded signals to occupy the same channel bandwidth, as
shown in Figure 3.4, provided that each signal has a distinct PN code. Therefore the
performance is growing up with spread spectrum technique. This type of
communication in which each transmitter-receiver pair has a distinct PN code for

transmitting over a common channel is called Code Division Multiple Access [25].

12



freq

time
User #n

codes
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CDMA has been the access technology of choice in cellular systems, including
recently adopted 3G systems due to its useable characteristics [31]. It is shown that
CDMA provides up to six times capacity of TDMA or FDMA-based solutions in
such systems [32]. This throughout gain brings some desirable features such as signal
degradation, multipath resistance, inherent frequency diversity, and interference

rejection.

The main issues in CDMA schemes are code-assignment and spreading-code

protocols. So the brief description of these protocols is described below.

3.1.3.1 Code Assignment Protocols

To enable CDMA-based solutions for ad hoc networks is very challenging, because
of the absence of centralized control (i.e., a base station). There is a need for a code
assignment protocol to assign distinct codes to different terminals. This problem is
trivial in small networks, but becomes serious in large networks where the number of
PN codes is smaller than the number of terminals, necessitating spatial reuse of the
PN codes. There are several code assignment protocols, in general these protocols
attempt to assign codes to nodes that all neighbors of a node have different PN codes
[33].

3.1.3.2 Spreading-Code Protocols

Besides the code assignment protocol, a spreading-code protocol is also needed to
decide which codes to use for packet transmission and for monitoring the channel in

anticipation of packet reception [34]. Spreading-code protocols can be classified as
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receiver-based, transmitter-based, or a hybrid. In a receiver-based protocol, the
transmitter uses the receiver code to spread the packet, while an idle terminal
constantly monitors its own code. This method simplifies the receiver job in which
the receiver doesn’t have to monitor the whole code set. Receiver-based approach
has some disadvantages such as primary collision (two or more transmissions are
spread using the same code). Even under correct code assignment, collisions may
occur. For example node A and C are non-neighboring nodes as shown in Figure 3.5.
These nodes have distinct codes, and they have a common neighbor B with its own
code. A primary collision occurs when nodes A and C simultaneously attempt to

transmit to node B using B’s code.

Terminal & Data
Cr
Terminal B Collision
Cg
Terminal C Data

Figure 3.5: Primary Collision Scenario

The primary collisions can be overcome by using different codes for different,
concurrently transmitted signals (not nodes). Another disadvantage of this method is
that a broadcast requires the transmitter to unicast the message to each receiver. In a
transmitter-based spreading protocol, a transmission code is assigned to each
terminal, and receivers continuously monitor the whole set of PN codes to receive a
signal. The advantages of this method are that primary collisions cannot happen and
broadcast is supported. But the disadvantage of the transmitter-based approach is that
the receiver’s job is very complex and expensive. Various hybrids of the above two
approaches are also possible. The common-transmitter-based protocols and the
receiver-transmitter-based protocol which are proposed in [34] can be given as

examples.

3.1.4 Token Based MAC Scheme

Token based MAC schemes are designed to provide high throughput under heavy

loads but most importantly it is a deterministic multiple access technique. This means
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that it is always possible to define the maximum access delay experienced by a frame

and thus to define the worst case end-to-end delay across the network.

In these schemes the token cycles around the stations, along the virtual ring topology,
giving each station equal opportunity to access the channel. Multiple access to the
channel is provided by restricting the time for which a station can keep the token.
The transmission of data in token passing systems requires that the transmitting
station has possession of the token. Data transmission is then permitted until the
holding period has expired, at which point the token must be transmitted to the next
station in the virtual ring. Since every station releases the token after it transmits the
packet for a specified amount of time, every other station in the virtual ring has a
chance to get permission to transmit data before a station can make its second
transmission. This mechanism leads to fairness in these MAC schemes. The
algorithm for data transmission in token based MAC schemes can be explained as

below.

e When the station has data to transmit, it waits until it gets a token. The token

cycles around the virtual ring continiously.

e The token priority is inspected and if it is bigger than or equal to that of the
station’s data then it is altered to start transmission. The data frame is

constructed and transmitted synchronously.

e After all of the frame is transmitted, if the token holding time (THT, which is
the period allotted to each station for data transmission each time it gains
possession of a token) has not expired and more data is queued for
transmission which transmission will not exceed the THT, then this data can

also be sent.

e After the data transmission, the token is transmitted to the neighbor station in

the virtual ring.

The most important advantage of token based MAC schemes unlike other MAC
schemes is that the response time is highly deterministic and also the upper bound of

the latency is predictable.

Another important advantage of token based MAC schemes is that the collision

problem is solved since each station gets permission to transmit after it gets the

15



token. So the plenty of retransmissions caused by collisions is not an issue in this

schemes.

The other important advantage of this scheme is fairness. In token based schemes the
token is usually passed linearly such that when the station i holds the token, it passes
the token to its succesor station i+/. So this working mechanism of the token

provides fariness to token based MAC schemes.

3.2 Contention-Based Schemes

Contention based MAC schemes can be classified as random access protocols like
ALOHA, Slotted ALHOA, Carrier Sensing Multiple Access (CSMA) and dynamic
reservation/collision resolution protocols like Multiple Access Collision Avoidance
(MACA), Multiple Access Collision Avoidance for Wireless (MACAW),Floor
Acquisition Multiple Access (FAMA), CSMA/CA (collision avoidance). In
reservation systems each cycle begins with a reservation period and each station
makes a reservation request for accessing the medium in this period. In random
access based schemes, such as ALOHA, a node transmits data as soon as it has.
Naturally, more than one node may transmit at the same time, so the collisions will
occur. If the system is low loaded with large number of potential senders then the
ALOHA is suitable for this type of systems and offers relatively low throughput. To
increase the throughput a variations of ALOHA known as Slotted ALOHA was
introduced. In the Slotted ALOHA, a station waits for the beginning of a pre-defined
interval of time to start its transmission. The introduced time slots doubles the
throughput as compared to the pure ALOHA scheme, but adds the necessity of
synchronization. In addition, the CSMA-based schemes reduce the probability of
collisions and improve the throughput. There are many contention-based MAC
protocols based on solving the hidden and exposed terminal problems in CSMA.
Some researchers use the Request-to-Send/Clear-to-Send (RTS/CTS) control packets
to prevent collisions [3, 35]. Others use a combination of carrier sensing and control

packets [36, 37].

To understand how the hidden and exposed terminal problem can be solved using the
Request-to-Send/Clear-to-Send (RTS/CTS) control packets, detailed working of
Multiple Access Collision Avoidance (MACA) [3] protocol is described below.
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3.2.1 Multiple Access Collision Avoidance (MACA)

To overcome the hidden and exposed terminal problems in CSMA-based protocols,
MACA protocol [3] uses two short signaling packets (RTS/CTS) similar to the Apple
Talk protocol [38]. As shown in Figure 2.1, if node A has data to transfer to node B,
it first sends an RTS packet to node B. This RTS packet involves the length of the
data transmission that would later happen. If node B receives this RTS packet and
agrees to receive packets from node A then it returns CTS packet to node A. This
CTS packet also contains the expected length of the data transmission. If node A
receives the CTS, it immediately transmits data to node B. The main idea of this
approach is that any neighboring node that overhears an RTS packet will postpone its
transmission until sometime after the associated CTS packet would have finished,
and any node that overhead CTS packet, would postpone its transmission until the
expected data transmission length that CTS packet includes. In a hidden-terminal
problem as explained in Section 2.2.1, node C will not hear the RTS packet that sent
by node A, but it would hear the CTS packet sent by node B. Therefore, node C will
postpone its data transmission until node A’s data transmission will finish as shown

in Figure 3.6.
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Figure 3.6: Solving the Hidden Terminal Problem using RTS-CTS Handshake

Similarly, in the exposed terminal situation as shown in Figure 2.2, node B has data
to send to node A and node C has data to send to node D. As illustrated in Figure 3.7,
Node C would hear the RTS packet sent by node B, but it wouldn’t hear the CTS
packet sent by node A. Therefore, C will consider the medium free for transmitting

data to node D during node B’s transmission.
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This RTS-CTS exchange reduces collision cases at the receiver side, but the
collisions still may occur between two different RTS packets. When two different
RTS packets collide, each sending node will wait for randomly chosen interval
before sending RTS again. This situation continues until one of the nodes receive
CTS packet to the intended RTS packet. This RTS-CTS packet exchange is more
effective in increasing network throughput, because collisions between control
packets (RTS/CTS) are less expensive than collisions between data packets.
However the hidden terminal problem isn’t always solved by RTS-CTS packet
exchange. There may be collision cases such as different nodes send RTS and CTS
packet simultaneously, an example scenario is written below. There are four nodes
A, B, C and D as shown in Figure 3.8. Consider that the RTS packet is sent by node
A to node B and node B replies with a CTS packet to node A. however, this CTS
packet collides with the RTS packet sent by node D to node C. Node C has no
knowledge of the future data transfer from node A to node B because it didn’t get the
CTS packet. Node D sends another RTS packet during data transferring from node A

to node B, because it didn’t get an answer from C.
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Figure 3.8: Failure of RTS-CTS Mechanism in Solving Hidden and Exposed
Terminal Problems [30]

Because node C is unaware of data transmission from A to node B, it will reply with
CTS packet to node D which results collision at node B. The performance of MACA
degenerates to ALOHA [13] performance under high traffic load in the network,
because of hidden terminals. Another disadvantage of MACA is that it doesn’t
provide acknowledgment of data transmission at the Data link layer. It provides it at
the transport layer, which results with significant delays when a data transmission

fails for any reason.

3.3  Code Division Multiple Access Based MAC Schemes

Applying CDMA-based MAC protocol on ad hoc networks has many problems, such
as the CDMA Code assignment and inherent near-far problems because of the
absence of centralized control (e. g., a base station or an access point). The CDMA
code assignment protocols are used to assign distinct CDMA codes to different
communicating pairs as discussed in Section 3.1.3.1. The nearby co-existing multiple
transmissions cause the near-far problem of CDMA signal interference. To solve
these problems the protocol must have a mechanism to allow the senders to negotiate
on the transmission codes and power with intended receivers in the rendezvous,
which is separated from where data exchange occurs, either in time or frequency

domain.
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3.3.1 Time Division Based Schemes

In the time-division based schemes, time axis is separated into two cycles which
consists of negotiation periods and data exchange periods as depicted in the Figure

3.9.
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Figure 3.9: Illustration of Time Based MAC Scheme

During the negotiation phase, every node stops data transmission and adjusts its
transceivers to the common channel with the same frequency and CDMA code. To
send data to intended receiver, transmitting node must exchange some control
packets with receiver to reserve the CDMA code for transmission (such as RTS-
CTS). Hearing these control packets other nodes update their code assignment

information. Figure 3.10 illustrates CDMA code reservation with control packets.
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Figure 3.10: Reserving CDMA Code for Data Transferring

20



The main advantage of the time-division approach is that for each node only one
transceiver is required. There are some papers which use time-division CDMA-based

MAC protocol [34, 39].

3.3.2 Frequency Division Based Schemes

Besides from time-division based schemes, in the frequency-division based schemes
for each node at least two sets of transceivers is required. In these schemes, available
bandwidth is divided into control channel and data channel. One transceiver always
monitors the control channel, while the other(s) is used for transmitting data in the
data channel with distinct CDMA codes. Authors in [20, 40, 41] proposed frequency-
division CDMA based MAC protocol where one transceiver listens to control

channel and the other to data channel.
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4. A TOKEN BASED CODE DIVISION MULTIPLE ACCESS MAC
PROTOCOL

As stated in Section 3.1.4 token based MAC schemes are more suitable for providing
real-time guarantees in Ad Hoc Networks. The main advantages of these schemes are
that the packet delay is highly deterministic, the upper bound of the delay is
predictable, collision problems are solved and also this type of systems support
fairness. The determinism and predictability are two important properties of real time
systems. So to overcome the problems stated before and provide necessary
requirements for real time applications, a new token based CDMA MAC protocol is
proposed in [20]. This protocol uses frequency-division based approach, in which at
each node there are two sets of transceivers. Available bandwidth is separated into
two channels; token and data channels. One transceiver is used to transmit the token
in the virtual ring and the other is used for data transmission. In this thesis we
propose a MAC protocol, which uses the token-based CDMA approach and the time-
division based schemes to provide real time guarantee. The proposed MAC scheme
requires only one transceiver per node, which reduces the hardware costs for large
scale wireless networks. Our protocol can work with or without Multiple User
Detection (MUD) hardware as described in the next sections. MUD hardware
provides the receiver station to receive multiple transmissions with different CDMA
codes simultaneously. To understand how the process is going on in the time-
division based schemes, it will be helpful to review how Power Saving Mechanism

(PSM) works in IEEE 802.11.

4.1 IEEE 802.11 Power Saving Mechanism

It is known that node consumes much less energy in the sleep mode than in the idle
mode. Therefore, to save energy node must enter the sleep mode if there is no
communication need. In the IEEE 802.11, time axis is consisting of beacon intervals
and each beacon interval is divided into two phases. These phases are Ad Hoc Traffic

Indication Messages (ATIM) window and data window which is shown in Figure

22



4.1. Each node in the network is synchronized by periodic beacon transmission. So,

all nodes in the network enter and leave each beacon interval at the same time.
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Figure 4.1: IEEE 802.11 Power Saving Mode

Each beacon interval begins with the ATIM windows in which each node in the
network is in non-sleep mode. Consider that Node A has data to send to node B,
before sending data, node A sends an ATIM window to node B during ATIM
window interval. When node B receives this packet it replies with ACK packet to
node A. So both nodes A and B stay in non-sleep mode during the entire beacon
interval. If node, such as node C, has not sent or received any ATIM frames during
ATIM window interval, it enters the sleep mode until the next beacon interval. One
important issue in IEEE 802.11 is how to design the size of ATIM window. A large
size of ATIM window leads to a long delay and low throughput, while a small size of
ATIM window may result that the nodes don’t have enough time to finish the
exchange of ATIM/ACK frames. An effective solution is to adjust the size of ATIM

window according to the number of active nodes in the network.

4.2 Topology of the Network

The topology of the network has the same characteristic of an ad hoc network. The
network consists of N stations with M CDMA codes (M<N). It has distributed and
de-centralized modeling. Time axis is divided into two cycles, like in IEEE 802.11,
which consists of Token Traveling Periods (TTP) and data transfer periods as shown
in Figure 4.2. During TTP duration, every node stops data transmission and adjusts
its transceiver to the common channel with the same frequency and CDMA code.
The sender station reserves CDMA code for data transferring in TTP duration, this

reserved CDMA code will be used to send packet in data transferring period. All
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nodes in the network dynamically estimate the length of TTP based on the active

number of nodes in the network.
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Figure 4.2: Proposed Token Based CDMA MAC Protocol

The network uses virtual ring topology as its backbone structure. To distribute M
CDMA codes in the network, the token is created by a hop leader and is travelled on
the virtual ring during the TTP duration as shown in Figure 4.3. After token travels
all stations, hop leader broadcasts the token’s last position to all stations in the
network (if the MUD hardware is used then there is no need for broadcasting). It is
described in the section 4.2.2 why there is a need for broadcasting the token. The

data transfer begins in the data period as shown in Figure 4.2.
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Figure 4.3: Illustration of the Token Travelling on the Virtual Ring
4.2.1 Station and Token Structure
In order to know where the token should be passed, stations have an updated

STATION-LIST (as shown in table 4.1) table of their neighbors.
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Table 4.1: Table of the Station Address

Token Transmizson Order station Address
1 101010
2 oo1110
3 110010
4 111110

This station list is broadcasted by hop leader at the beginning of each beacon

interval. Unlike other CDMA code distribution algorithms, in which control packets

are used to distribute CDMA codes in this protocol a token is used to distribute

CDMA codes in the network. The token consists of a hop-leader address, a source

address, a destination address, the number of codes available (NOC) and other

parameters as shown in Table 4.2.

Table 4.2: The Structure of the Token

P
M

Hop Leader Source Destination NOC C-List DB EOT
ID 1D 1D

The sizes of these fields can be easily adjusted depending on the scale of the

network.

PM: Preamble is the Physical Layer (PHY) header used to perform
synchronization with destination station using pilot, synchronization and
paging channels in CDMA transmission. To conform to the IEEE 802.11
standard, the proposed protocol uses the same standardized PHY header of

128 bits.

Hop Leader ID: The address of the station that created the token and

initialized the network.

Source ID: The address of the station that passed the token (predecessor’s

address).

Destination ID: The address of the station that hold the token (successor’s

address).

NOC (Number of Codes Available): This parameter is used to limit the

number of simultaneous transmissions in the network.
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e C_LIST (Channel-List): This parameter is used to monitor the status of the
receiver’s channel in the network. There is no need for this field when the

MUD hardware is used as described later in Section 4.2.2

¢ DB (Duplicate Bit): This parameter is used by the token protection scheme to

inform the receiver station that the generated token is for a re- transmission.

e EOT (End of Token): This parameter is used to indicate that the token has

been received by the receiver station.

4.2.2 Channel Access Control

As shown in Figure 4.2, the time axis is divided into beacon intervals, each beacon
interval consists of TTP and data period. At the beginning of each beacon interval a
token is generated by the hop leader. In TTP duration, the created token travels all
stations of the network by predetermined order. This predetermined order of nodes in
the network is created by hop leader at each beacon interval and is broadcasted to all
nodes in the network, STATION_LIST, at the beginning of TTP duration. In Section
4.2.3, it is described why the STATION_LIST (predetermined order of nodes) is
created and broadcasted to all nodes in the network at each beacon interval. The
NOC parameter of the token is used to control the amount of traffic flow in the
network. If the station has data packets to send, it waits for the token to arrive. After
getting the token, the station firstly checks the parameter NOC, if the NOC parameter
is bigger than zero, then the station checks the receiver station’s channel status from
C_LIST, which is downloaded from the token. If the receiver is free to receive a
packet then the NOC parameter is decreased by one and the intended receiver’s field
in C_LIST is set (showing that this receiver is reserved for data receiving) to the
number of free CDMA code as shown in Figure 4.5. After this process, the token is
transmitted to the next neighbor station, indicated in the station list. If the NOC
parameter is zero or the intended receiver is not free (receiver will get packets from
other transmitter) or the station doesn’t have any packet to send, then the token is
transmitted immediately to the next station which is shown in station list. After token
travels all nodes in the network, it will be broadcasted to all nodes by the hop leader.
The reason of this broadcasting is that the receiver stations must tune their
transceivers to the code which is indicated in the token by the sender station to

receive packet in a correct order.
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To clearly understand the reason of broadcasting, the sample scenario of the network

with virtual ring topology is given in Figure 4.4.

Figure 4.4: Illustration of Broadcasting Requirement

In this network, node 4 has a packet to send to node 2. When the token is received by
node 4, and if the node 2 is free to receive a packet, it will change node 2’s field in
the C_LIST field of the token by the CDMA code number, saying that the node 2
have to receive packets with this CDMA code. But unfortunately the token travels
nodes by order (1, 2, ..., 10) and after the token travels all nodes, at the end of TTP
period, the node 2 will not know whether it has to receive packets or not, and if it
has, then with which CDMA code it must receive. Therefore, there is a need to
broadcast the last token’s situation to all nodes in the network predicting which
CMDA codes will be used by which receivers. A token cycle (T,) is the time for the

token to travel all stations in the network and it is calculated by Equation 4.1.

M=

7‘:: — fI';trllnS (4.1)

1

Here, 7" is the token forward time, time taken for a token to travel from station i

to its successor station i+/. So, the TTP duration will be like follows

N+l

N
TT — Z rIw’ trans +T Atlrf{m — Z rIw’ trans ( 4. 2)
i=1

i i=1
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T, time taken to broadcast the token to all stations in the network. For the

transmission and reception of data packets, the sender station inserts destination
station’s address into the data packet before transmission. An algorithm is needed to
prevent packet collisions which caused by multiple simultaneous transmissions to the
same receiver station, and these collisions are prevented by using C_LIST field of
the token. In this list, the data is stored about which stations are free to receive data,
or which stations are reserved for data receiving with written CDMA code in this

station’s field, as shown in Figure 4.5.

The zero means that this receiver is free to receive the data. k (1...M) means that
this station is reserved for data receiving and will use CDMA code k£ (1...M) to

receive the data.
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Figure 4.5: Channel List

If there is MUD hardware in the system, then the process will work as follows:

After station gets the token, it checks NOC parameter, if the NOC parameter is
bigger than zero then the data transmission is permitted. The station decreases the
NOC parameter by one and transmits the token to the next neighbor station in the
Station List. There is no need to check if the receiver is free to receive data or not,
due to MUD hardware the receiver able to receive multiple transmissions with
different CDMA codes simultaneously. The receiver station constantly monitors
code channels to detect any incoming data traffic destined for it. So, there is no need
for broadcasting token’s last situation to all stations in the network. In this scheme

TTP duration will be calculated as given in Equation 4.3.

N
T]{nud — ZT;tmns (4.3)

=1
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4.2.3 Channel Access Order

When the number of CDMA codes in the network is smaller than the number of
stations, then the same channel access order can’t be used in each beacon interval.
The reason is that nodes which are at the beginning of the station list, will access the
channel much more time than the stations which are at the end of the station list.
Some mechanism is needed for changing channel access order of stations so that
each station will receive the same fairness in the network. After each beacon interval
the channel access order of stations is changed by some rule, in which it is

guaranteed that each station in the network will get access to the channel during each

N . . .
{ﬁ—l beacon intervals. So it can be guaranteed that each station can access channel

waiting not bigger than the time which can be calculated by equations as shown

below.

Consider that there is one CDMA code in the network, and then the maximum

waiting time for the station to access the channel can be calculated by Equation 4.4.

T, .=N*T,+T,)+(N-D* Tp 4.4)

N — Number of nodes

Tt — Token travelling period duration

T, — Packet send and receive duration (data transfer period)

T, — Time taken to broadcast STATION_LIST to all stations in the network

Here Ty is calculated by Equation 4.2.

If there is MUD hardware in the system then the Tt parameter will be replaced by

T, parameter.

To clearly understand parameters in Equation 4.4, proposed algorithm is described in

Figure 4.6.
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Figure 4.6: Illustration of Detailed Working of Proposed MAC Scheme

If there are two CDMA codes in the network, then the station will access the channel

waiting time not bigger than the time which can be calculated by Equation 4.5.
N N
Tmax: lrz—l * (Tsl + TT ) + (lrz—l - 1) * TIJ (4'5)

So if there are M CDMA codes in the network, then the maximum waiting time for

the station to access the channel is calculated by Equation 4.6

N

T o= {%W (T, +T)+ ({MW -D*T, (4.6)

For example if the number of CDMA codes in the network equals to the number of

stations in the network (M=N) {%—‘ = {%—‘ =1, then the maximum waiting time is

Tmax: 1 * (Trl + TT ) + (1 _1) * Tp = Tvl + TT (4'7)

If number of CDMA codes in the network is bigger than the number of stations in the

network (M>N), the maximum waiting time is the same as stated before.
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43 Dynamic Topology

The Finite State Machine (FSM) for proposed MAC scheme is presented in Figure
4.7. The states are: Initialization State (IS), Join State (JS), Sense State (SS), Token
transmit State (TS), Packet transmit State (PS) and Lost State (LS). The proposed
MAC scheme is operated in the dynamic mobile wireless network (the mobility of
stations has been considered), therefore the topology of the network changes
frequently. JS and LS states are for stations which want to join or leave the network.
The SS is for detecting the token transmission. After getting the token, if there is a
packet to send then the CDMA code is reserved and station changes its state to TS
for transmitting token to the next station. After transmitting the token, station returns
to SS again. SS and TS states take over in TTP duration. After TTP, stations enter PS

state for servicing the packets. The proposed protocol starts in the IS.

®\

@ .

Figure 4.7: Finite State Machine
4.3.1 Station Entering Routine

Joining of new stations to the network is considered in this section. To join the
network a new station must wait for UPDATE_NETWORK beacon cycles. When
the network is initialized the value of UPDATE_NETWORK is predefined and
stored in hop leader. Since the UPDATE_NETWORK is a variable, it is possible to
dynamically adjust it according to the network scale (number of stations in the

network).
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To record the number of beacon intervals that have passed, a hop leader is equipped
with a Beacon-Interval-Counter (BIC). Once the value of UPDATE_NETWORK is
reached, the hop leader activates the insertion algorithm. Hop leader first sets its BIC
to zero and broadcasts a NODE_WELCOME message using the token code channel.
NODE_WELCOME message broadcasting takes place at the beginning of the
beacon interval before TTP duration as shown in Figure 4.8. After broadcasting, hop

leader activates the REQUEST_TIMER for the contending stations to respond.
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Figure 4.8: Illustration of Node Welcome Message

If REQUEST_TIMER has expired and no responses were received, hop leader

simply creates the token and starts TTP period.

To join the network stations must constantly monitor the token code channel. When
the NODE_WELCOME message is detected the insertion process starts. If two or
more stations are waiting to join the network, packet collisions may occur. To
prevent these collisions intending stations use a timer mechanism in the token code
channel. After receiving a NODE_WELCOME message, intending stations start a
CONTEND_TIMER timer. This timer is proportional to station address and has an
upper bound of REQUEST_TIMER. The station, whose timer expires, first gets the
permission to join the network by transmitting its address to the hop leader. All other
intending stations will reject the contention until the next NODE_WELCOME
message because of detecting activity in the token code channel before their time
expired. Hop leader inserts the new station’s address to the STATION-LIST and
broadcasts the new STATION-LIST to all stations in the network. After new station

joined the network, hop leader creates the token, and inserts new station address to
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the C_LIST field. Hop leader starts TTP duration by sending the token to the next

station.

Including the time which is taken for broadcasting NODE_WELCOME message and
inserting a new joined station to the network, then the maximum waiting time for the

station to access the channel is calculated not by Equation 4.6 but by the next

equation
’ ’ s
T =|—*T,+T,)+(—|-D*T + T .
max {M—l T+ 1r) ({M—l T, UPDATE _ NETWOK | ™" (4.8)

Tnw — time taken for broadcasting NODE_WELLCOME message and inserting a

new joined station to the network

As stated before, if MUD hardware will be used then Tt parameter will be replaced

by T, parameter in Equation 4.8.

4.3.2 Station Lost Routine

There are two possible states in which a station will be detached from the network:
these are leave on demand and sudden death states. Both of these scenarios are

considered in this MAC protocol.

4.3.2.1 Leave on Demand

If station { wants to leave the network, it waits for TTP duration. When TTP duration
starts after getting the token, station i changes the address of the sender (source ID
field) to i-/ instead of its address in the token. Its successor station i+/ will know
that station i wants to leave the network, by looking to the source ID field in the
token which contains the address of station i-/. Station i+/ will change station i’s
value in the C_LIST field of the token by -1 which means that this station has left the
network. So all stations in the network will be aware of that the station i left the
network and will not send any packets to this node. But with MUD hardware the
system will not work like explained, because the token doesn’t have a C_LIST field.

There is a need for an extra parameter in the token to declare that some stations have

33



left the network. So if MUD hardware is used in the system then the token structure

will be like the structure shown in Table 4.3.

Table 4.3: Token Structure in the System which has MUD Hardware

P Hop Leader Source Destination NOC NA-List DB EOT
M 1] ID ID

e NA-List (Node Activity List): This field displays activity status of the
stations in the network. If the station is in the network then the bit
apportionment for this station is set to 1, but if the station has left the network

then the bit apportionment for this station is set to 0.

Finally with NA-List parameter of the token all stations in the network will be aware

of that if the station is in the network or not.

4.3.2.1 Sudden Death

If station i leaves the network suddenly without any prediction, its predecessor
station i-/ will understand its absence when transmitting the token. After discovering
station i’s leave, node i-/ will change the (Destination /D field) receiver address by
the address of station i+/ and will change the status bit of the station i in C_LIST
field in the token. After this process station i-/ will transfer the token to station i+/.
So, all stations in the network will be aware of station i’s absence from C_LIST field

of the token.
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S. SIMULATION ENVIRONMENT AND RESULTS

5.1 System Architecture

As stated before, in order to provide real-time communication capabilities, suitable
protocols must be designed and implemented. In the proposed system, the token

based CDMA protocol is used as the MAC sub layer protocol.

The network is a token based consisting of N stations. A special frame called token is
circulating around the virtual ring during TTP duration. This token gives the
permission to the stations to reserve free CDMA codes for the packet transferring in
the data period duration. The token may travel around the virtual ring in the order
1,2,..., N which is actually the case for Fiber Distributed Data Interface (FDDI). But
in the wireless medium since there are no physical restrictions, the token may
circulate in any order. Consider the network consisting 10 stations as given in Figure
4.4 and suppose that they are all in the transmission range of each other. Considering
the wireless links in the given example, this network is a fully connected mesh where
any station can reach any other station. In this network the token may travel in the
linear order such as 1,2,3,4...,10; 1,.. . But since there are no physical restrictions in
the wireless medium, the token may travel in any order like 1,2,3,4...,10; 6,5,7,... .
This arbitrary token circulating order can be determined by giving some stations high
priority, some stations low priority and etc. When the MUD hardware is used this
order can be determined by the function of number of CDMA codes in the network
for giving every station in the network same fairness. For example, if there are 5
CDMA codes in the network then the token circulating order can be determined like
this 1,2,3,4,5..,10 ; 6,7,8,9,10,1..,5 ; for giving each station same fairness. By using
such token passing mechanisms other than the conventional approach (linear token
passing) the network utilization may be increased as described before in Section

4.23.

The token based protocols are able to provide hard real time communication

capabilities because of its special timing properties. The upper bound for delay in
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these systems is known and hence the system becomes predictable which is the
primary requirement for real time systems. These properties of token based MAC

schemes make it suitable for real time systems.

The proposed MAC scheme is studied with only one message class namely the
synchronous messages. Asynchronous messages are non periodic as opposed to the
synchronous messages. Also this type of messages does not have real time

constraints like synchronous messages.

Briefly, at the initialization phase of the network, the hop leader selects the data
period duration in which stations will send and receive packets to each other. This
data period duration is calculated considering all network load by the hop leader. The
average data transfer duration (data period duration) is calculated by considering to
be transferred data sizes in each station. This value must be properly selected to

provide real time guarantees to the stations in the network.

If the data period duration is negotiated as a smaller value, then the token travels
through the virtual ring more frequently which causes the overheads to become more

dominant.

If the data period duration is negotiated as a larger value, then the token travels
through the virtual ring less frequently which causes some packets miss their

deadlines.

As it is seen determining data period duration is crucial to provide real time

guarantees.

5.2 The Network and Message Model

The messages generated in the network are classified as synchronous messages.

There are N streams of synchronous messages at certain moment

S=1{S1,Ss....Sn} (5.1)

where S; originates at node i. Also each synchronous message stream S; can be

characterized as
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Si={C;, P;, Di} (5.2)

Where
Ci — is the size of packet in the stream.
P; — is the inter arrival period between packets in the stream.

D; — is the relative deadline of the packet in the stream, which is the maximum

amount of time between a packet arrival time and packet transmission time.

5.3 Theoretical Background

First of all, the size of the token must be calculated to check whether the theoretical
results conform to the practical results. The token consists of PM, Hop Leader ID,
Source ID, Destination ID, NOC and C_LIST fields as shown in Table 4.2. So the

token’s size can be calculated by the next equation (by bits) :
Sizetoken = SPM + ’_logZ N—I * 3 + ’_logZ M—|+ ’_logZ ]‘4—|>{< N (5'3)

Spm — The size of PM header (128 bit)
N — The number of nodes in the network
M — The number of CDMA codes in the network

!_log2 N —| *3 — the size of bits for Hope Leader ID, Destination ID, Source ID

!_log2 M —| — the size of bits for NOC parameter
[log, M |*N — the size of bits for C_LIST field

The size of the STATION_LIST can be calculated by Equation 5.4.
Sizeg, =[log, NT*N (54)

Tians — time taken to transmit the token from station i to its successor station i+/,
TsL — time taken to broadcast STATION_LIST, can be calculated as in Equation 5.5
and Equation 5.6.
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Sizey, [log, N |*N
C C

5 5

(5.5)

_Size, ., _ Spy +[log, N|#3+]log, M [*(N +1)
trans C - C

5 5

(5.6)

So the maximum waiting time for the station to access the channel can be calculated

by Equation 5.7.

TmX:’VE—l*(%ﬂ+(N+1) Sou +’_10g2N-|*3+!_10g2M-|*(N+1))

M

5 5

{N—lﬂ

5.7)

+ (l -D=*T, + M *Tw
UPDATE _ NETWOK

C; — channel speed (by bps)
T, — packet send and receive duration, data period duration

Tnw — time taken for broadcasting NODE_WELLCOME message and inserting a

new joined station to the network

UPDATE_NETWORK - predetermined value, when BIC (beacon interval counter)

reaches to this value the Insertion algorithm for new nodes begins.

This Tyux 1s the maximum waiting time for the station to access the medium, but not
the maximum packet delay, in the systems which do not have MUD hardware. In
these systems maximum packet delay also depends on the packet’s destination
address due to the receiver station cannot receive multiple packet transmissions
simultaneously. So Ty in these systems is the maximum waiting time for a station

to access the channel.

But in systems at which each station has the MUD hardware, this Tmax is the
maximum packet delay. The packet delay does not depend on destination address in

these systems. The packet delay is calculated as below.

Packet delay = (leaving time from queue) — (arrival time at the first place in queue)
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The packet delay is defined as the time period from time when a packet arrives at the
front of queue of a station to the time it is successfully transmitted to the intended
receiving station. The packet transmission time is not concluded, i.e. , the packet

delay is the time delay determined by the efficiency of each MAC algorithm.

5.4 Development Environment

The work proposed in this thesis was implemented using the Microsoft Visual Studio
2005 software development environment using the C# programming language. The
simulations were run on a PC with “Intel Core Duo” 2.0 GHz CPU (Central
Processing Unit). The system had 1 GB of RAM (Random Access Memory).

5.5 Performance Analysis

In this section, the performances of the proposed MAC scheme and the MAC scheme
which proposed in [20] are compared for various metrics. From now on, the MAC
scheme in [20] will be called as two transceiver based MAC scheme and the
proposed MAC scheme in this thesis will be called as one transceiver based MAC
scheme. It is assumed that in each system every station has MUD hardware. The

metrics that are used for performance analysis are throughput and packet delay.

As described in Section 4, the two transceiver based protocol is a hybrid Token
CDMA MAC protocol which uses frequency division based scheme for selecting
CDMA codes. In this MAC scheme, it is assumed that each station in the network
has two transceivers, one is used for data transmission and the other one is used for
token transmission. The MUD hardware is also incorporated in the system, which
makes possible for stations to receive multiple transmissions simultaneously. The

token structure in this system is depicted in the next table

Table 5.1: The Structure of the Token in Two Trans Based MAC Scheme

r s L acker iAo Destipation M NA-List C-List [k EOFT
M mn I I

The size of the token in two transceiver based scheme can be calculated as follows:

Size, i = Spy +|10g, N |#3+[log, M [+ M * N + N (5.8)

token
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Spm — The size of PM header (128 bit)
N — The number of nodes in the network
M — The number of CDMA codes in the network

]_log2 N —| *3 — the size of bits for Hop Leader ID, Destination ID, Source ID

[log, M| — the size of bits for NOC

M *N — the size of bits for C_LIST field
N — The size of bits for Active Node List field

The token structure for one transceiver based MAC scheme which has the MUD

hardware is showed in Table 4.3. So, the size of the token is as follows

Sizemken = SPM + ’_logZ ]\]—|>{< 3 + ’_logZ M—|+ N (5'9)
The difference between these tokens’ structure is the C_LIST field. The token size is
smaller in one transceiver based MAC scheme than in two transceiver based MAC

scheme.

System parameters for performance analysis of these MAC schemes are given in

Table 5.2.

Table 5.2: System Parameters (Increasing Code Numbers)

Symbol Parameter
Number of nodes 30
FHY header 128
Channel] bit rate 34 Mbps
Mumber of CDLA codes 2.3,3.6.10.15

The size of each packet in stream is SKB (C;), the interarrival period between packets
in the stream is 1000 micro seconds (P;), the relative deadline of the packet in the

stream is considered as unlimited (D;) and also in each stream there are 100 packets.

The theoretical maximum packet delays for one transceiver based MAC scheme can

be calculated by Equation 5.10.
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N N
T o= (HW*(TS] +TT)+({HW—D*T,, (5.10)
Here,
N (5.11)
T, :ZTi :N*(SPM +!_10g2N—|>;3+!_10g2M—|+N)
i=1

5

So the maximum packet delay is given in Equation 5.12.

)]+

N
+({ﬁ1—1)wp

M C

5 5

mez{ﬁ—‘*[h()gzéﬂ*]v+N*(SPM +[log, N |#3+[log, M |+ N

(5.12)

T}, is calculated considering the packet sizes in the network, in this system there is

only one type of packets which size is 5KB, so it can be calculated as follows

~5000%8
P54

+1(one micro second for extra) = 741 microsecond

Scenario 1: (Number of nodes) N=30, (Number of CDMA codes) M = 2. Then the

theoretically maximum packet delay for this scenario will be as shown below

T, .= {ﬂ—l*[wﬁ_m*(l%ﬂ_legz 30-|>|<3+!_10g2 2-|+ 30)] .

2 54 54

+ ({%—l —1)*741=...=11864,7 micro seconds

Scenario 2: N=30, M = 3. Then from Equation 5.12 the maximum packet delay will
be T, ..= 76688 micro seconds

Scenario 3: N=30, M = 10. For this scenario the maximum packet delay is

T ...= 1785 micro seconds

Scenario 4: N=30, M = 15. Then the theoretically maximum packet delay will be

like this 7', = 943,36 micro seconds.
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Increasing M after this value will not change Tmax, if number of CDMA codes in the
system (M) will be equal to the number of stations in the network (N) then maximum
packet delay will be Ty =Tsp + Tt . In Any value between 15 and 30 (15<M<30)

theoretically maximum packet delay will be as in Scenario 4.

The practical results for one transceiver based MAC scheme are depicted in

Table5.3.

Table 5.3: Practical Results for given Parameters in One Trans Based MAC Scheme

Code Maximurm Average Total duration Token size
numbers  Packet delay{ms)  Packet delay(ms) Variance  for trans.(s) (Byte)

2 11.864 11.805 0.688 1.26 2175

3 7.668 7.630 0.447 0.84 21.875

5 4.308 4.287 0.253 0504 22

= 3.466 3.450 0.205 0.42 22

10 1.785 1.777 0.108 0.252 22,125

15 0.943 0.939 0.059 0.168 22,125

Total duration — is the time taken by the protocol to transmit all the packets that have

entered the queue. Total packet size in the system is 15 MB.

Token size — is the size of the token for each scenario (number of nodes, number of

codes and etc.). Token size increases with increasing number of CDMA codes.

As shown in Table 5.3, the practical results conform to the theoretical results which

are calculated by given equations.

Practical results for two transceiver based MAC scheme are like this:

Table 5.4: Practical Results for given Parameters in Two Trans Based MAC Scheme

Code Maximurm Average Total duration Token size
numbers  Packet delay{ms)  Packet delay(ms) Variance  for trans.(s) (Byte)

2 16.795 11.976 1.214 1.292 29.25

3 11.484 7.805 0.811 0.8667 33.125

5 7.413 4.505 0.596 0.54029 40.75

= 5.376 3.681 0.593 0.45639 44.5

10 4.027 2.038 0.395 0.28335 59.625

15 2,742 1.208 0.279 0.20098 78.375

The graphical interpretation of results can be shown as below:
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Figure 5.1: Maximum Packet Delay (Increasing Code Numbers)

As shown in Figure 5.1 one transceiver based MAC scheme has better performance
than two transceiver based MAC scheme. The maximum packet delay in one
transceiver based MAC scheme does not depend on packets’ destination address

unlike two transceiver based MAC scheme.

Figure 5.2 shows the average packet delays in each system. As shown in this figure,
both systems have nearly the same average packet delays, but the variances are very
different as shown in Table 5.3 and Table 5.4. One transceiver based MAC scheme
has smaller variances than other scheme, which gives better predictable average

packet delays.
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Additionally the time duration for transmitting the all given packets in each system is

compared in Figure 5.3.
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Figure 5.3: Time Duration for Transmitting All Packets (Increasing Code Numbers)

As shown from this figure, needed time duration for transmitting all packets in the
network is smaller in one transceiver based MAC scheme than two transceiver based

MAC scheme.

There are some reasons that one transceiver based MAC scheme is more effective in
decreasing the packet delay and increasing the channel utilization than two

transceiver based MAC scheme.
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First of all, one of the main reasons is that the token size in one transceiver based
MAC scheme is smaller than the token size in two transceiver based MAC scheme.

The structures of the both tokens are depicted in Table 4.3 and Table 5.1.

Each parameter of the token is described in the section 4.2.1. The difference between
these two tokens’ structures is the C_LIST parameter which is shown in Figure 5.4.
There is no need for C_ LIST parameter in one transceiver based MAC scheme. The
C_ LIST is structured to depict the status of the code channels that are being used in
the receiving station. Once the token has visited the station and there is a packet to
transfer, the station then looks up the NOC parameter in the token to observe whether

there is an available CDMA code.

Code 1 Code M '
— =

Ll efob--Tofo[1fof--[of————~ SoliTo}--{0]
“ e e — —_—

Nadey 1 Naode: Naodex

Figure 5.4: Structure of the C_LIST Field in Two Trans Based MAC Protocol

If there is a code channel available, then the sender station changes the status of the
bit to 1 and uses that code channel to transmit data packets. Once the transmission
from the sender is completed, the receiver will change the status bit back to 0 when
the token visits it. If all the codes are in use, the sender will have to wait for other

stations to finish their transmissions before it may start sending its packets.

As shown in Table 5.3 and Table 5.4 (30 nodes, 15 CDMA codes) the token size in
one transceiver based MAC scheme is 22.125 bytes, but in two transceiver based

MAC scheme it is 78.375 bytes.

The other reason of this difference is that in two transceiver based MAC scheme,
CDMA codes cannot be useable for a long time like the described scenario given

below.

The node 1 is transferring packets to node 3 with CDMA code 2. When the transfer
is finished the token visits node 4 as shown in Figure 5.5. Theoretically this code can
be useable after transferring has ended, but practically it can be used only after the

receiver node (node 3) will say that this CDMA code (code 2) is free from now on
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and can be used. To say that the code 2 is free, node 3 has to wait to get the token.

Time duration for the token to travel to node 3 can be calculated as follows.

N
T, =Y T/ =11,61*30=3483 microseconds
i=1

Tirans _ TokenSize _ 78,375byte

L = = =11,61 microseconds
ChannelCapcity  6,75Mbyte

(Time taken to transmit the token from station i to the successor station i+1)

Packet transmission

30
® ® ®
29

28

Figure 5.5: Illustration of Scenario where CDMA Code is Unusable

So the CDMA code 2 will be unusable during this duration (348,3 micro seconds).
But in one transceiver based MAC scheme, CDMA codes will be freed at the

beginning of each TTP duration. TTP time duration can be calculated as follows

N
Ty = T + T =3,28%30+2,78 = 101,18 micro seconds
i=1

s _ TokenSize ~ _ 22.125byte
i ChannelCapcity  6,75Mbyte

= 3,28 micro seconds

(Time taken to transmit the token from station i to the successor station i+1)

T, = SizeOfNodesOrder _ 18,75byte — 2,78 microseconds

ChannelCapcity ~ 6,75Mbyte
(Time taken to broadcast the node orders information to all nodes in the network)

So the arbitrary CDMA code will be unusable during this TTP duration (101,18
micro seconds). There can be no results showing that any CDMA code can be

unusable during the time duration bigger than calculated above.
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Finally it can be said that using two transceivers, one for data transfer and one for
token transfer, do not provide parallelism enough. If a node has a packet to send even
though there are plenty of free CDMA codes, it must wait until token will travel it,

which sometimes takes long time as described above.

Now, one transceiver based MAC scheme is compared to two transceiver based

MAC scheme with the next system parameters.

Table 5.5: System Parameters (Increasing Load, Packet Size is 11,25 KB)

Svmbol Parameter
Number of nodes 30
Number of codes 13

Channel bit rate 340 bps
Paclket size 1125 KB

The size of each packet in stream is 11,25KB (for bulk data retrieval) (C;), the
interarrival period between packets in the stream is 1000 micro seconds (P;), the
relative deadline of the packet in the stream is considered as unlimited (D;) and also
in each stream there are 30 - 300 packets. The graphical interpretation of these

system parameters can be shown in Figure 5.4.
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Figure 5.4: Maximum Packet Delay (Increasing Load, Packet Size is 11,25 KB)

The maximum packet delay in one transceiver based MAC scheme is constant and

can be calculated with given equations in this section. But in two transceiver based
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MAC scheme with increasing number of packets in the stream (increasing load) the

maximum packet delay also can be increased.
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Figure 5.5: Average Packet Delay (Increasing Load, Packet Size is 11,25 KB)

Numerical results are shown in the following tables. As shown in these tables, in one

transceiver based MAC scheme variance of the average packet delay is smaller than

in two transceiver based MAC scheme.

The practical results for one transceiver based MAC scheme are shown in Table 5.6.

Table 5.6: Practical Results for given Parameters in One Trans Based MAC Scheme

Maximum Packet

Load Delay (ms)

0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9

1

1.86936
1.86936
1.86936
1.86936
1.86936
1.86936
1.86936
1.86936
1.86936
1.86936

Average Packet Delay

1.83989
1.85463
1.85954
1.86199
1.86347
1.86445
1.86515
1.86568
1.86609
1.86641

Variance
0.22636
0.16074
0.13143

0.1139
0.10192
0.09306
0.08618
0.08062
0.07602
0.07213

Total duration
for trans. (s)

0.1060908
0.2121816
0.3182724
0.4243632

0.530454
0.6365448
0.7426356
0.8487264
0.9548172

1.060908

Packet
Numbers

30

60

20
120
150
180
210
240
270
300

The practical results for two transceiver based MAC scheme are shown in Table 5.7.
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Table 5.7: Practical Results for given Parameters in Two Trans Based MAC Scheme

Maximum Packet Average Packet Delay Total duration Packet

Load Delay (ms) (ms) Variance for trans. (s) Numbers
0.1 3.5575 2.20768 0.4229 0.11832912 30
0.2 3.9058 2.21598 0.37993 0.23678595 60
0.3 3.9058 2.22249 0.36689 0.35372187 90
04 3.9058 2.22275 0.3577 0.47093643 120
0.5 3.9058 2.22259 0.35472 0.589788 150
0.6 3.9058 2.22416 0.35051 0.70711866 180
0.7 4.2541 2.22352 0.34949 0.82548261 210
0.8 4.2541 2.22448 0.34887 0.94318479 240
0.9 4.2541 2.22704 0.34555 1.06136298 270
1 4.2541 2.22568 0.34372 1.17684765 300

With increasing load in the network the total time duration difference for
transmitting all packets in the system between these two schemes is increasing as
shown in these tables.
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Figure 5.6: Time Duration for Transmitting All Packets in the Network (Increasing
Load, Packet Size is 11,25 KB)

In addition, these two schemes are furthered analyzed with next parameters.

Table 5.8: System Parameters (Increasing LLoad, Packet Size is 128 KB)

Symbol Parameter
Number of nodes 30
Number of codes 15
Channel bit rate 54 Mbps

Packet size 128 KB
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The size of each packet in stream is 128KB (for audio transmitting) (C;), the
interarrival period between packets in the stream is 1000 micro seconds (P;), the
relative deadline of the packet in the stream is considered as unlimited (D;) and also

in each stream there are 3 - 30 packets.

Table 5.9: Practical Results for given Parameters in Two Trans Based MAC Scheme

Maximum Packet Average Packet Delay Total duration Packet

Load Delay (ms) (ms) Variance for trans. (s) Numbers
0.1 20.7432 16.26497 7.23771 0.11606517 3
0.2 21.0915 17.92745 5.38555 0.23209551 6
0.3 21.0915 18.48032 4.46855 0.3479517 9
0.4 21.4398 18.75386 3.90312 0.46380789 12
0.5 21.4398 18.91875 3.50968 0.57975696 15
0.6 22.1364 19.03771 3.22182 0.69597306 18
0.7 22.1364 19.11881 2.99167 0.81198018 21
0.8 22.1364 19.18351 2.80708 0.92754612 24
0.9 22.1364 19.23426 2.6514 1.04346036 27
1 22.1364 19.2737  2.51915 1.15939782 30

Table 5.10: Practical Results for given Parameters in One Trans Based MAC

Scheme
Maximum Packet Average Packet Delay Total duration Packet

Load Delay (ms) (ms) Variance for trans. (s) Numbers
0.1 19.16536 15.988 7.1048 0.11438508 3
0.2 19.16536 17.57668 5.26906 0.22877016 6
0.3 19.16536 18.10624 4.36687 0.34315524 9
0.4 19.16536 18.37102 3.80952 0.45754032 12
0.5 19.16536 18.52989  3.42213 0.5719254 15
0.6 19.16536 18.6358 3.13292 0.68631048 18
0.7 19.16536 18.71145 2.90644 0.80069556 21
0.8 19.16536 18.76819 2.72286 0.91508064 24
0.9 19.16536 18.81232  2.57017 1.02946572 27
1 19.16536 18.84762  2.44058 1.1438508 30

The graphical interpretation of these system parameters are shown in Figure 5.7, 5.8
and 5.9.
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Figure 5.7: Maximum Packet Delay (Increasing Load, Packet Size is 128 KB)

As described below the maximum packet delay in one transceiver based MAC

scheme is constant, do not increase with increasing network load.
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Figure 5.8: Average Packet Delay (Increasing Load, Packet Size is 128 KB)

In this type of packets ( 128 KB) these two MAC schemes show nearly the same
performance. The average packet delays are approximately the same, only the

variances for these delays in one transceiver based scheme are little smaller than two

transceiver based MAC scheme.
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Figure 5.9: Time Duration for Transmitting All Packets in the Network (Increasing
Load, Packet Size is 128 KB)

Finally these two MAC schemes are compared with smaller packet sizes.

Table 5.11: System Parameters (Increasing Load, Packet Size is 3,375 KB)

Symbol Parameter
Number of nodes 30
Number of codes 15
Channel bit rate 54 Mbps

Packet size 3,375 KB

The size of each packet in stream is 3,375 KB (control information) (C;), the
interarrival period between packets in the stream is 100 micro second (P;), the

relative deadline of the packet in the stream is considered as unlimited (D).

Table 5.12: Practical Results for given Parameters in Two Trans Based MAC

Scheme
Maximum Packet Average Packet Delay Total duration Packet

Load Delay (ms) (ms) Variance for trans. (s) Numbers
0.1 3.6796 0.90929 0.47252 0.14954841 100
0.2 5.0728 0.92086 0.49216 0.29220048 200
0.3 5.0728 0.92341 0.49367 0.43828911 300
0.4 5.0728 0.92279 0.48847 0.58051161 400
0.5 5.0728 0.92191 0.48691 0.72547407 500
0.6 5.0728 0.92135 0.48201 0.87120279 600
0.7 5.0728 0.92117 0.48184 1.01175345 700
0.8 5.0728 0.92173 0.48338 1.15405722 800
0.9 5.0728 0.9216 0.4833 1.30377978 900
1 5.0728 0.92236  0.48245 1.44895122 1000
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Table 5.13: Practical Results for given Parameters in One Trans Based MAC

Scheme
Maximum Packet Average Packet Delay Total duration Packet
Load Delay (ms) (ms) Variance  for trans. (s) Numbers

0.1 0.70236 0.69935 0.0424 0.120236 100
0.2 0.70236 0.70086 0.03002 0.240472 200
0.3 0.70236 0.70136  0.02452 0.360708 300
0.4 0.70236 0.70161 0.02124 0.480944 400
0.5 0.70236 0.70176 0.019 0.60118 500
0.6 0.70236 0.70186 0.01735 0.721416 600
0.7 0.70236 0.70193 0.01606 0.841652 700
0.8 0.70236 0.70198 0.01502 0.961888 800
0.9 0.70236 0.70203 0.01417 1.082124 900

1 0.70236 0.70206 0.01344 1.20236 1000

As shown in these tables, the main advantages of one transceiver based MAC
scheme from two transceiver based MAC scheme are that the maximum packet delay
is smaller and constant, and also the variances of average packet delays are smaller
than in two transceiver based MAC scheme.
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Figure 5.10: Maximum Packet Delay (Increasing Load, Packet Size is 3,375 KB)
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Figure 5.11: Average Packet Delay (Increasing Load, Packet Size is 3,375 KB)
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Figure 5.12: Time Duration for Transmitting All Packets in the Network (Increasing
Load, Packet Size is 3,375 KB)

Additional to this performance analysis of these two protocols, the system which has
the MUD hardware and using the proposed MAC scheme in this thesis is compared
with the system which doesn’t have the MUD hardware.

The system parameters are given in Table 5.14.
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Table 5.14: System Parameters (Increasing CDMA Code Numbers)

Symbol Parameter
Number of nodes 30
Number of codes 2,3,5,6,10,15
Channel bit rate 54 Mbps

Packet size 11,25 KB

The size of each packet in stream is 11,25 KB (for bulk data retrieval) (C;), the
interarrival period between packets in the stream is 100 micro seconds (P;), the
relative deadline of the packet in the stream is considered as unlimited (D;) and also

in each stream there are 100 packets.

Table 5.15: Practical Results for given Parameters in System which has MUD

CDMA Maximum Packet  Average Packet Delay Total duration
codes Delay (ms) (ms) Variance for trans. (s)
2 24.8287 24.70505 1.44775 2.64957
3 16.0028 15.92329 0.93995 1.76698
5 8.93848 8.89429 0.53333 1.060548
6 7.1709 7.13555 0.43152 0.88379
10 3.63754 3.61986 0.22759 0.530454
15 1.86936 1.86052 0.12472 0.353636

Table 5.16: Practical Results for given Parameters in System which doesn’t have

MUD
CDMA Maximum Packet  Average Packet Delay Total duration
codes Delay (ms) (ms) Variance for trans. (s)
2 77.965 24.21045 6.19616 2.6579392
3 69.8362 15.26794 5.86914 1.79294274
5 41.659 8.32325 4.31634 1.08856575
6 34.438 6.5872 3.7816 0.90804075
10 31.14556 3.14855 2.90026 0.57786564
15 34.7914 1.58327 2.57665 0.41380284

The graphical interpretation of given system parameters are shown below:
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Figure 5.14: Average Packet Delay (Increasing Code Numbers)
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Figure 5.15: Time Duration for Transmitting All Packets in the Network (Increasing
Code Numbers)

One difference between these two systems is maximum packet delay, which is
smaller in systems which have MUD hardware than that one. As shown in Table 5.15
and 5.16, the other difference is the variances for average packet delays. In systems
which have MUD hardware these variances are much smaller than in systems which
don’t have MUD hardware. These advantages of system which have MUD hardware

makes it more deterministic.

Finally, ordering methods which described in section 5.1 is compared with next

system parameters.

Table 5.17: System Parameters (Increasing Load, Packet Size is 11,25)

Symbol Parameter
Number of nodes 30
Number of codes 15
Channel bit rate 54 Mbps

Packet size 11,25 KB

The size of each packet in stream is 11,25 KB (for bulk data retrieval) (C;), the
interarrival period between packets in the stream is 100 micro seconds (P;), the
relative deadline of the packet in the stream is considered as unlimited (D;) and also

in each stream there are 30 — 300 packets. Each system has MUD hardware.
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Two ordering methods, normal ordering and special ordering, which considers
available CDMA codes when making access order, is compared. Normal ordering

method is like this:

1,2,3...,30; 2,3,...,30,1 ; 34)5...,30,1,2; ...; 30,1,2,3...,29; after each period

station which in the first place of the list goes to the last place in the list.

Special ordering is little different, it changes station places’ with number of CDMA
codes. For example, assume that there 5 CDMA codes in the network then the

channel access order of stations will change as follows:
1,2,3,4,5,...30; 6,7,8,9,10,...,30,1,2,3,4,5; ...; 26,27,28,29,30,1...,23,24,25;

So the practical results for given system parameters are as follows:

Table 5.18: Practical Results for given Parameters in Normal Ordering

Maximum Packet Average Packet Delay Total duration Packet

Load Delay (ms) (ms) Variance for trans. (s) Numbers
0.1 26.62388 1.6336 6.02912 0.1060908 30
0.2 26.62388 1.75148 6.33042 0.2121816 60
0.3 26.62388 1.79077 6.42724 0.3182724 920
0.4 26.62388 1.81042 6.47502 0.4243632 120
0.5 26.62388 1.82221 6.50348 0.530454 150
0.6 26.62388 1.83007 6.52238 0.6365448 180
0.7 26.62388 1.83568 6.53584 0.7426356 210
0.8 26.62388 1.83989 6.54592 0.8487264 240
0.9 26.62388 1.84316 6.55374 0.9548172 270
1 26.62388 1.84578 6.55999 1.060908 300

Table 5.19: Practical Results for given Parameters in Special Ordering

Maximum Packet Average Packet Delay Total duration Packet

Load Delay (ms) (ms) Variance for trans. (s) Numbers
0.1 1.86936 1.83989 0.22636 0.1060908 30
0.2 1.86936 1.85463 0.16074 0.2121816 60
0.3 1.86936 1.85954 0.13143 0.3182724 90
0.4 1.86936 1.86199 0.1139 0.4243632 120
0.5 1.86936 1.86347 0.10192 0.530454 150
0.6 1.86936 1.86445 0.09306 0.6365448 180
0.7 1.86936 1.86515 0.08618 0.7426356 210
0.8 1.86936 1.86568 0.08062 0.8487264 240
0.9 1.86936 1.86609 0.07602 0.9548172 270
1 1.86936 1.86641 0.07213 1.060908 300

There is a big difference between maximum packet delays; the system which uses

special ordering for channel access is showing better performance than other system.
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The main advantage of the system which uses special ordering for channel access is
that the variances for average packet delays are very small when compared to the
other system. In each system total time duration for transmitting all packets in the

network is the same. Also in each system the maximum packet delay is constant.

The graphical interoperation of the average packet delay can be shown as follows.
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Figure 5.16: Average Packet Delay (Increasing Load, Packet Size is 3,375 KB)

This special ordering method does not work well in systems which don’t have MUD
hardware. In these systems packet delays depend on destination address, so to make
the effective channel access order the destination address of the packet must be

known which is not possible for ad hoc networks.
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6. CONCLUSION

In this thesis, to support real-time communications, one transceiver based a hybrid
Token-CDMA MAC protocol is proposed. Unlike the conventional token based
MAC protocols, in the proposed MAC scheme the token is used to distribute CDMA
codes in the network. The token scheme provides guaranteed access for each node in
the network, and CDMA scheme is implemented to support multiple simultaneous
data transmissions. The reason for using the token based protocol is that, it has
special timing properties and solid mathematical foundations. It is designed to be
used for hard real-time communications and also extensive amount of research has
been done on token based protocol especially on SBA (Synchronous Bandwidth
Allocation) schemes and as a result it has been well understood in the research
community. And also the upper bound for the delay is known and hence the system

becomes predictable which is the primary requirement for real-time systems.

Important features of this proposed MAC scheme are that it uses one transceiver for
each node which decreases the hardware cost, provides real time guarantees and

exploits the availability of multiple transmissions.

Various performance measures of proposed MAC scheme are compared with two
transceiver based Token-CDMA based MAC scheme under the same simulation
conditions. Our MAC scheme uses only one transceiver for each node which

decreases the hardware cost.

Besides the transceiver, hardware as MUD capabilities is also incorporated in two
transceiver based MAC protocol, in order to be able to receive multiple transmissions
simultaneously. This MAC scheme cannot work without this hardware, but our

protocol can work with or without MUD hardware.

Simulations showed that proposed MAC protocol in this thesis which is based on
time division scheme (using only one transceiver for each node) is showing much
better performance in systems having shorter frame lengths (like 3,375K and etc.)

than the MAC protocol which based on frequency division scheme (using two
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transceivers for each node). So, our protocol shows better performance when using it
in Wireless Industrial Control Networks (WICN). WICN is a single hop ad hoc

network with the next properties:
® Frame lengths are shorter
e Multi path fading is observed
® The network has a small radius and so mobility is limited in a small region
e The network should be integrated with upper layers in the intranet

Additionally, a system which has MUD hardware and uses our protocol is compared
to the system which doesn’t have MUD hardware. From simulation results it can be
said that using MUD hardware in the network increases network performance, and

makes the system more deterministic.

Finally, the system which uses special ordering method for channel access is
compared with the system using normal ordering method for channel access.
Simulation results showed that using special methods for channel access order
increases network performance. These methods can be done considering available
CDMA codes in the network, or giving some stations high priority than others and

etc.

6.1 Future Work

In the proposed MAC scheme the main problem is that the mobility of nodes in the
network is not considered (multi ring topology). Making the system suitable for
supporting mobility is an open challenge. The mobility scenario will include more
than one virtual ring and hence this will also bring the problem of multiple ring
management. Consider the multi ring topology in Figure 6.1. There is a gateway
connecting the two wireless virtual rings. This gateway can be a hop leader or some
node in the network. Assume that the Node A in the figure has a packet for Node B
in another virtual ring. The problem gets more challenging because in order to
provide transmission, knowledge of the state of both wireless virtual rings is required
(available free CDMA codes). Free CDMA code in each virtual ring can be selected
for transmission like selecting light path in optical networks, or some conversion

between CDMA codes can be used in gateway. And more importantly this
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transmission should not degrade any station’s real-time guarantees in any of the
virtual ring networks. And also in these multi-ring network topologies latency

guarantees are harder to determine.
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Figure 6.1: Multi Ring Network Topology
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APPENDIX A

Pseudo code of the algorithm

The pseudo code of the proposed MAC-scheme is shown below.

TotalTime // shows the current time.

DATA_PERIOD // shows the duration which is dedicated for data
transferring at each beacon interval.

Token_Transmitting_Time // the time which is needed to transfer the
token to the next station.

Packet.TransmittingTime // the time for transferring the packet to
the intended receiver.

Packet.ArrivalTime // shows packet’s arrival time to the queue.

Token_Processing Time // shows how much time is needed to reserve
CDMA code for data transferring.

PacketDelay // calculates the packet delay (destination_time-
arrival_time)

while (IsThereAnyPacket())
{
if (BIC == UPDATE_NETWORK)

{
StartInsertionAlgorithm() ;
}

CreateStationList ();
BroadcastStationList () ;
CreateToken();

for (int 1 = 1; 1 <= NumberOfNodes; i++)
{

GetToken (i) ;

ProcessToken (i) ;

SendToken (i) ;
}

BroadcatToken () ;

for (int k = 1; k <= NumberOfNodes; k++)
{

TurnReceiverToAdaptedCode (k) ;
}

for (int j = 1; j <= NumberOfNodes; j++)
{

SendPacket (J) ;
}

TotalTime = TotalTime + DATA_PERIOD;
}
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CreateStationList()// STATION_LIST is crated by hop leader at the
beginning of each becaon interval.

BroadcastStationList () //STATION_LIST is broadcasted by hop leader to
all stations in the network.

CreateToken() // Token is created by hop leader.

GetToken() // Station gets the token.

SendToken () //Station transmits the token to the next station in the
STATION_LIST.
{

TotalTime = TotalTime + Token_ Transmitting Time;

BroadcatToken ()// Hop leader broadcasts token’s last situation to
all stations in the network
{
TotalTime= TotalTime + Token_Transmitting_ Time;

}

TurnReceiverToAdaptedCode () //Station adjusts its receiver to the
{ dedicated CDMA code in the token
if (Token.C_List [NodeIndex] != 0)
{
Node [NodeIndex] .ReceiverCode = Token.C_List[NodeIndex];
}
}

TokenProcessingTime () // Token is processed by the station which it
visited.
{
if ( IsPacket) // if there is a packet to send
{
if (FreeCode) // if there is a free CDMA code
{
if (!DestinationNodeIsBusy) // if the intented
receivrer 1is not reserved for another transferring
{
Token.C_List [DestinationNode]= SelectedCode () ;
//Informs the intended receiver that which CDMA
code will be used for the packet transmission.
}
}
}
TotalTime= TotalTime+Token_Processing_Time;

}

SendPacket () // Packet is sent by the intended sender.
{
TurnTransmitterToAdaptedCode ()

delay= Packet.LeveTimeFromQueue -
Packet .ArrivalTimeToFirstPlace;

If(delay > packet_delay)
{

Packet is lost;

}
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else

PacketDelay=delay;

TurnTransmitterToAdaptedCode () //Station adjusts its transmitter to

the selected CDMA code for the transmission.

StartInsertionAlgorithm() // Starts new station insertion algorithm

{

BroadcastNODE_WELCOME_MESSAGE () ;
Wait for (REQUEST_Timer)
{

If (NewNode) // if there is a new node intending to join
the network replies to NODE_WELCOME_MESSAGE

SendAckToNewNode () ; //Accepts joining of a new node
InsertNewNodeToStationList();//inserts an address
of new node to the STATION LIST, which will be

broadcasted to all nodes

break;
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