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ABSTRACT 
 

 Common Macro Factors and Their Effects on U.S Stock Returns 

SERKAN ŞENGÜL 

Economics, Master 

Advisor: Doç. Dr. Ali Akkemik 

Haziran, 2014 

  

 

In this study, the macro variables’ explanatory power in relation to the variation of 

stock returns has been discussed in terms of the economy of the USA. In order to 

make an analysis on the cross section of the stock returns, 131 Macroeconomic 

variables between 1964 and 2007 have been put into use. Summing up the 

information in 131 monthly series, dynamic factor analysis is used to take out 8 

potential factors. So that the pragmatic presentation of the factor model can be 

measured, Fama-Macbeth’s test procedure of two phases is applied. In addition to 

the variables included in the literature such as market risk factor, size factor, value 

factor and momentum factors, it is found out that the macro factors are highly 

influential on the explanation of the common variation in U.S stock returns.  The 

tests stated above have been performed by the means of Fama French 49 industry 

portfolios, apart from Fama French 100 portfolios that have been formed on size 

and book. Furthermore, the factor model is established and intended for the 

certain periods of boom and recession. In comparison to the boom periods, the 

relations established between latent factors and stock returns appear to be 

unimportant during the downturn periods.  
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1. INTRODUCTION  

In the last few decades, a common wondering issue is the relationship between the economy 

and the financial sector (e.g. Chen et al, 1986; Cheung and Ng, 1998; Altay, 2003). The idea 

behind this curiosity is to find the effects of macroeconomic factors on the global financial 

crises. Although there are many works in the literature to investigate the relationship, so few 

have a close interest the interrelations between the macroeconomic factors and the financial 

variables. Moreover, the main difference of this study is to use 131 macroeconomic variables 

which are higher than all relative works. 

 

According to many studies, there are significant effects of the macroeconomic factors such as 

inflation, interest rate, etc. on the stock returns (Fama, 1981; Chung and Tai, 1999; 

Christopher, et al., 2006). The most known model in order to analyze the interactions between 

the macroeconomic variables and the stock returns is the arbitrage pricing theory (APT). This 

theory was developed by Ross (1976)  and asserts that various factors which created the risk 

factor can be used to explain the stock return. The first study with APT model in the literature 

was Gehr (1978).  Such macroeconomic variables are used to explain the stock return in U.S. 

stock market (Chen et al, 1986). Their work was also the first empirical analysis of APT 

which is considered as a macroeconomic approach. They found that there are some variables 

such as the production or change in risk premiums which have positive effects, although some 

others such as the expected or unexpected inflation rate have adverse effects on the expected 

stock returns.  

 

There are different models besides APT, such as Capital Asset Pricing Model (CAPM) or 

Modern Portfolio Theory (MPT) which show the relationship between the stock return and the 

macroeconomic factors. In addition, some authors designed their fact models according to the 
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purpose of the model. For instance, Fama and French (1992) included some microeconomic 

variables such as firm size or book to market equity to present the fundamental factor model. 

A different example can be seen in the study of Chen et al (1986). They included consumption 

and oil prices as macroeconomic variables to make an economic factor model. The APT can 

be considered as an extended version of the other models. 

 

Bodurtha, Cho and Senbet (1989) expanded the study of Chen et al. (1986) by adding global 

factors to the model. First of all, they repeated the same analysis with the same 

macroeconomic factors and smaller sample data. However, the only significant factor is 

production of the industry. Then, they added five global factors besides the local factors and 

the expanded model yielded better results so that some insignificant factors became 

statistically significant.  

 

By Martinez and Rubio (1989) or Poon and Taylor (1991), the relative studies were done for 

the UK and Spanish stocks market. They could not find any close relationship between the 

variables. Moreover, Gunsel and Cukur (2007) revised the study for the London Stock 

Exchange while Rjoub, Tursoy and Gunsel (2009) examined it for Istanbul Stock Exchange. 

In both studies, the researchers found that the variables have different impacts on the different 

individual and industry portfolios.   

 

This paper examines how the macroeconomic variables work for explaining the cross section 

of the US share of earnings. It is put forward in the classical economic theory that the 

financial sector and the macro economy have common aspects. No single particular theory 

has prevailed in this study. Instead, various studies that associate asset prices and returns with 

macro variables have been used. When it comes to practice, making a decision on the 
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establishment of a corresponding link between the macro variables and asset prices becomes 

more difficult. The analysis covered in this thesis reveals an empirical attempt to establish and 

support this link.  

 

To examine the cross section of stock returns, the papers written in this regard employed a 

limited number of variables. On the other hand, this paper presents 131 macroeconomic 

variables of the U.S. economy in relation to the dynamic factor analysis with the aim of 

extracting common macro factors. This leads to some advantages and disadvantages. 

Considering a large number of factors, it becomes obvious that certain errors related to 

measurement may not be that important compared to a few number of factors, because these 

factors will substantially vary. Besides, a single macro series may not be a priced factor while 

a combination of tens of them may be.  

 

The punchline of this thesis is that when the latent macro factors are reverted on Fama French 

100 portfolios that are based on size and book, they turn into substantially priced risk factors. 

In addition, some of those potential macro factors come up with a great capacity of providing 

explanation far beyond the CAPM, Fama French 3 factor model and adding the momentum 

factor to the Fama French. Furthermore, the research has been conducted with various kinds 

of portfolio structures, referring to 49 industry portfolios to ensure reliability. Another 

identified aspect relates to the efficiency of some latent factors in explaining the common 

movement of industry portfolios. Finally, some tests have been applied separately to 

expansion and contraction periods. On the one hand, the factors that have been taken out 

could not account for the priced risk factors in recession periods. On the other hand, some of 

the latent factors appeared to be unimportant in expansion periods.  
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In the second part of this thesis, a literature review compares various studies and 

methodologies that have been used. Part 3 describes the methodology in detail. Part 4 explains 

the data set and the macroeconomic factors. In the fifth part, the results are discussed in 

conjunction with the methodological aspects. The final part, 6, wraps up and concludes the 

thesis.  
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2. LITERATURE REVIEW  

Examining the relationship between risk and return is required the factor models. 

Furthermore, there is an allegation on their part regarding that the systematic risk is 

completely under the control of the factors. What the factors that have been set out in a factor 

model explain is about the reason why some group of stocks’ returns is inclined to act 

together. Also they are needed to explain the variations of the stock returns in details. 

  

The two most widely used and popular theories in relation to the asset pricing literature are 

the Capital Asset Pricing Model (CAPM) and the Arbitrage Pricing Theory (APT). In the 

CAPM, systematic risk is the unique factor to explain the variations of the stock returns. As it 

gets larger, the return is expected to increase to the same extent. Regarding this, the CAPM 

brings up the idea that there is a linear relationship between the expected return and the 

systematic risk. 

 

The model was constructed and introduced by Jack Treynor (1961), William Sharpe (1964), 

John Lintner (1965) and Jan Mossin (1966) independently, and it is mostly based on the 

previous works conducted by Harry Markowitz’s Modern Portfolio Theory (MPT), drawn up 

in 1950’s. The CAPM is deemed valid along with the following assumptions: 

 Investors come to agreement about the return distribution  

 Investment horizon is fixed for each investor 

 Investors make use of the efficient portfolios that establish a connection between the 

CAPM and MPT  

 Borrow and lending can be done at risk free rates  

 There is an equilibrium in the stock market 

 Investors avoid taking risks and also act rationally 
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 There is a perfect information  

 

The experimental studies conducted by Gibbons (1982), Reinganum (1981), and Coggin and 

Hunter (1985) all point out that the CAPM does not work efficiently. To compensate the 

drawbacks of the CAPM model, Ross (1976) developed the Arbitrage Pricing Theory (APT). 

The APT offers predictions on the relationship between an asset return and risk premiums the 

different factors.  Reflecting the differences between the theories included in this study so far, 

the APT does not put forward equilibrium unlike the CAPM. The CAPM can be regarded as a 

special case within the scope of the APT.  Therefore, it actually does not determine the 

factors. Moreover, the APT comes up with softer presumptions as follows:  

 A factor model is able to describe all common variations 

 No arbitrage opportunities are available. 

 The idiosyncratic risk can be diversifiable. 

 

The factors are required for the APT. Since they are not set out in the theory, some models or 

analysis techniques are required to extract the factors. In the macroeconomic models, there is 

a comparison between stock returns and the macroeconomic variables such as the interest 

rate, inflation, or production. Certain macroeconomic factors have been used by Chen, Roll 

and Ross (1986) to provide an explanation for the stock returns.  

 

The second way to extract the factors is econometric models. The most known type of 

econometric model in this sense is the Principal Component Analysis which is explained in 

the methodology section.  
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Another method is data mining which enables determining the correct portfolios, the returns 

of which can be proxy variables for the factors. Fama & French state that there are two factors 

which are value and size besides the systematic risk and these factors have great explanatory 

power for the stock returns. Post and Levy (2005) found that the firms which have small 

market capitalization (counted as small firms) have positive abnormal returns around 2-4% 

per year while larger firms with have large market capitalization have negative abnormal 

returns.  Post and Levy (2005) concluded a result about the value effect that value stock has 

positive abnormal returns approximately 4 and 6 percent a year.  This model of Fama and 

French was extended by Carhart (1997) who adds a momentum factor. Post and Levy (2005) 

state that the momentum effect is more important than size and value effect so that it has a 

significant effect in determining the stock returns. Especially for small firms which are 

categorized according to the size factor, the momentum effect became more significant.     

 

Chan, Chen and Hsieh (1985) investigated the size effect on the stock return for small number 

of firms which have high average return and different size. They constructed a data set for 20 

firms and their macroeconomic factors were growth of the production, change in risk 

premium, inflation, etc. They took the difference between two portfolios which are the 

smallest and the biggest to determine which factors are important. They found that the change 

in risk premium is the most deterministic factor for the stock returns of the firms which have 

different sizes.   

 

Roll and Ross (1980) extended the first research, which was done by Gehr (1987), by 

enlarging the data set in order to find the significance of the test for the stock returns. They 

examined using this factor model the New York Stock Exchange between 1962 and 1972. 

They concluded that the test which was made for the five factors model produced the weak 
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results for the expected stock returns.  In 1984, Dhrymes, Friend and Gultekin tried to identify 

the problems in the analysis of Roll and Ross (1980). The first one is that the number of risk 

factors which were identified was increased with the number of securities proportionately. 

The other one is that there was a complication about diagnosing the factors that generate the 

stock returns.  

 

Some information about the study of Chen, Roll and Ross (1986) were given before but some 

more details should be discussed in this section since their work is the closest one to this 

study. They decided to use a different factor model which contains macroeconomic variables 

(in the 1980s), in order to find the significant factors for the asset returns. They used the 

Fama-Macbeth two pass regression model to forecast the relationship between the 

macroeconomic variables and the stock returns. Their main purpose was to find firstly the 

estimated risk premium for every factor used in the model and then to conduct a test to check 

their significance. They obtained that four of the factors, risk premium, industry production, 

interest rate and unexpected inflation, have mixed significance effects to explain the stock 

returns.   

 

Poon and Taylor (1991) used the same model with Chen et al. (1986) in order to determine 

the stock returns for UK stock market. However, unlike Chen et al. (1986), they could not 

find any significant effect of the macroeconomic factors on the stock returns. Martinez and 

Rubio (1989) repeated the same exercise for the Spanish stock market; but they could not 

either obtain any meaningful relationship between the stock returns and the used factors. On 

the other hand, Hamao (1988) examined the same framework for the Japanese stock market 

and according to his study, anticipated inflation, risk premium and interest rate have 

significant effects on the stock returns.  
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Cauchie, Hoesli and Isakov (2003) studied the effects of macroeconomic variables on the 

returns of stocks which were taken from Swiss stock market by using the APT model. They 

extracted the macroeconomic factors via the principal component analysis and the 

significance of four variables for stock returns was confirmed by using 17-year monthly data. 

Gunsel and Cukur (2007) used a portfolio model to explain the stock returns for London 

Stock Exchange and they found that all independent variables, which are eight 

macroeconomic variables, have significant effects on the stock returns.        

 

Most economists have examined on the effects of macro-economic variables such as interest 

rate, inflation, exchange rates, money supply, etc., on the stock prices and investment 

decisions over the last decades. Thus, theoretical and empirical literature has been used as the 

most efficient way to be able to analyze the relationship between stock returns and economic 

forces at the macro level. According to Saeed and Akhter (2012), the theoretical and empirical 

literature review has enabled the researcher to know the work done in the subject area by 

other researchers and to identify the macro-economic factors that can potentially influence the 

returns of stocks. The empirical evidence in the literature facilitates an evaluation of the 

validity of the relationship between macro-economic forces and stock returns. Nevertheless, 

the direction of causality is still muddy both in theory and empirics (Aydemir and Demirhan, 

2009).  

 

Priyanka and Kumar (2012) argued that the external sector indicators such as the exchange 

rate, foreign exchange reserves and the value of trade balance might affect the stock prices. 

They used monthly data from 1994 to 2011, and mentioned that the exchange rate, gold price 

and the inflation rate had significant effects on the Indian Capital Market. According to Fisher 

(1930), there was a positive relationship between inflation and stock returns because of the 
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fact that as the rate of inflation raised, the nominal rate of interest increased. Consequently, 

the real rate of interest did not change in the long-run.  

 

In order to examine the long and short run relationships between Lahore Stock Exchange and 

macro-economic variables in Pakistan, Sohail and Hussain (2009) used monthly data from 

December 2002 to June 2008. They found out that the consumer price index had a negative 

influence on the stock returns. On the other hand, the industrial production index, the real 

effective exchange rate, and money supply had larger positive effects on stock returns in the 

long-run.  

 

The relationship between macro-economic indicators and the stated variables in Turkey were 

examined by Aydemir and Demirhan (2009) who used daily data from 23 February 2001 to 

11 January 2008. They applied three different indices, namely, stock prices, national 100 

index, services, financials, industrials, and technology indices. They found out that there was 

a bidirectional causal relationship between the exchange rate and all stock market indices. 

Negative causal relationship was found from national 100 index, services, financials and 

industrials indices to exchange rate. Also, they determined the negative causal relationship 

from the exchange rate to all stock market indices. Also, there was a positive causal 

relationship from technology indices to the exchange rate.  

 

Using ARIMA model and quarterly data from the period 1986-2008, Mohammad et al. (2009) 

established the relation between share prices of KSE (Karachi Stock Exchange) and foreign 

exchange reserves, the exchange rate, the industrial production index, the whole sale price 

index, gross fixed capital formation and broad money in Pakistan. They found out that the 

foreign exchange rate and foreign exchange reserves affected the stock prices significantly 
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after the reforms in 1991. While external factors like money supply and the foreign exchange 

rate affected prices in a positive way, other variables like the whole sale price index and gross 

fixed capital formation had an insignificant influence on stock prices insignificantly. 

 

Yusof et al. (2006) examined the long run relationship between macro-economic variables 

and stock returns in Malaysia by using the autoregressive distributed lag model (ARDL) and 

diverse macro-economic variables such as the money supply, Treasury bill rates, the real 

effective exchange rate, and industrial production index. They found that the money supply 

was positively related with the changes in stock prices while exchange rate had a negative 

effect on stock prices in the Malaysian market. 

 

By using Granger causality test, Khalid (2012) explained the unidirectional causality from the 

exchange rate to stock performance on the Karachi Stock Exchange (KSE) return. 

Additionally, Dasgupta (2012) used the co-integration test and found out that the Indian stock 

markets are co-integrated with macro-economic variables. In the long-run, the stock prices 

were found to be positively related to the interest rate and industrial production. However, the 

whole sale price index used as a proxy for inflation and the exchange rate were negatively 

related to Indian stock market returns. But, those findings failed to establish short-run 

relationships between the Indian stock market and macro-economic variables.  

 

Adam and Tweneboah (2008) investigated the existence of a long-run relationship between 

macro-economic variables and the stock prices in the studies about Ghana. They argued that 

inflation and exchange rates were significant determinants of share prices in the short-run 

while the interest rate and inflation were more important in the long-run. 
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Kuwornu and Owusu - Nantwi (2011) used the maximum likelihood procedure and 

investigated the relationship between stock returns and macro-economic variables such as the 

inflation rate, the exchange rate and Treasury bill rate. They demonstrated that inflation had a 

positive relationship with stock return while the exchange rate and Treasury bill rate had a 

negative impact on stock returns. However, there was no significant relationship between 

stock returns and crude oil prices.  

 

In addition, Kuwornu (2012) found using the Vector Error Correction approach out that in the 

long run stock returns were positively affected by inflation, the exchange rate and Treasury 

bill rate and negatively by crude oil prices. They attribute variations in stock returns to 

inflation by a negative effect and Treasury bill rate by a positive effect in the short run.  

 

Mahmood and Dinniah (2009) analyzed various causal relationships between foreign 

exchange rate, CPI, industrial production index and stock prices in Japan, Malaysia, Hong 

Kong, Thailand, Korea, and Australia. They used Error Correction Model using monthly data 

from January 1993 to December 2002. They concluded that there was a long run equilibrium 

relationship between these variables only in four countries; Japan, Korea, Australia and Hong 

Kong and only in the short run. Furthermore, there was no interaction in the short run relation 

between the above mentioned variables in all selected countries except between real output 

and stock prices in Thailand and between the foreign exchange rates and stock prices in Hong 

Kong.  

 

By using a standard discounted value model and co-integration analysis, Humpe and 

Macmillan (2009) examined whether industrial production, CPI, long run interest rate and 

money supply influence to the stock prices in Japan and the U.S. They found out that the data 
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were consistent with a single co-integrating vector, where stock price was negatively related 

to CPI and long run interest rate but positively related to industrial production in the U.S. 

Also, there was a positive but insignificant relationship between the U.S. stock prices and 

money supply. In addition, they found two co-integrating vectors for the Japanese data. Stock 

prices were positively influenced by industrial production and negatively by the money 

supply. But the consumer price index and long-term interest rates negatively influenced the 

industrial production.  

 

The relationship between various macro-economic variables and stock market prices in 

Pakistan was examined by Ali et al (2010) who applied the method of Johansen’s co-

integration and Granger’s Causality Test using data from June 1990 to December 2008. They 

used the inflation rate, balances of trade, the exchange rate, and the industrial production 

index as macro-economic indicators. According to them, there was no causal relationship 

between macro-economic variables and stock exchange prices, but there was co-integration 

between the industrial production index and stock exchange prices. They added that 

performance of macro-economic variables could not predict stock exchange prices and stock 

market prices did not reflect the macro-economic condition in Pakistan. 

 

Akay and Nargeleçekenler (2009) studied the relationship between monetary policy, the 

interest rates and stock prices using a Structural VAR (SVAR) model, and considering the 

inflation rate and industrial production index. They showed that a contractionary monetary 

shock was influential on the interest rate in both long and short run. But, it affected the stock 

prices negatively.  
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Gencturk (2009) studied the relations between stock prices in Istanbul Stock Exchange (ISE) 

and macro-economic variables in normal periods and crisis periods. While he took ISE-100 

index as the dependent variable; he took Treasury bond interest rates, consumer price index, 

money supply, industrial production index, the exchange rate and gold prices as independent 

variables.  

 

In addition, Sayılgan and Süslü (2011) examined the impact of macro-economic factors on 

stock returns in emerging market economies using panel data from 1996 to 2006. Stock 

returns were significantly influenced by the exchange rates, inflation rate and the S&P 500 

Index. However, interest rate, money supply, gross domestic product, and oil prices did not 

affect the stock returns.  

 

Aktas (2011) studied the influence of 19 macro-economic announcements on equity index 

options in ISE for the period from 1983 to 2002. According to her, seven macro-economic 

announcement series, namely, BOT, PPI, CPI, housing starts, money supply, retail sales and 

employment had significant effects on the option returns and volatility. Also, the balance of 

trade, producer price index, consumer price index, money supply, employment, retail sales 

and housing starts were strongly related with index option returns.  

 

Huang and Chen (2011) investigated the interactions among stock returns, the term structure 

of interest rates and economic activities in Taiwan using various time series techniques 

including VAR, Granger Causality Test, Impulse Response Function and Variance 

Decomposition. They found causality between stock returns and industrial production and 

between stock returns and the spread in the long-term and short-term interest rates. However, 

they did not observe causality between the spread and industrial production. And the 
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industrial production could not respond to the spread obviously in the long-term and short-

term. The term structure of interest rates was not influential on economic activities in Taiwan.  

 

Hosseini et al. (2011) studied the relationship between stock market indices and four macro-

economic variables including crude oil price, money supply, industrial production and 

inflation rate in China and India for the period from January 1999 to January 2009. They 

found out that there were both long and short run linkages between macro-economic variables 

and stock market index in both countries. 

 

The relationships between various macro-economic variables, sectorial indices and the stock 

market index for the short run and long run equilibrium in Singapore were explained by 

Maysami et al. (2004). They showed that Singapore stock market and property index could be 

easily cointegrated with the changes in interest rates in the short run and long run, industrial 

production, price level, the exchange rate and money supply.  

 

Gunasekarage et al. (2004), who studied on the equity values of the money supply, consumer 

price index, Treasury bill rate, the exchange rate in stock market in Sri Lanka, used the co-

integration and vector error correction model using monthly data between 1985 and 2001. 

They reached out that macro-economic factors had a significant effect on the stock market. 

 

In order to explain the influence of the U.S. stock prices on the Saudi local stock market 

returns, Alshogeathri (2011) evaluated the relationship between eight macro-economic 

variables, namely, two different measures of money supply, short-term interest rates, 

consumer price index, the size of bank credits, world crude oil prices, the exchange rate and 

the S&P 500 index. He used various vector auto regression and autoregressive conditional 
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heteroskedasticity model to analyze monthly data from 1993 to 2009 in the long run and short 

run. As a result, he found that the Saudi stock price index and money supply, short run 

interest rate, inflation and the U.S. stock market had a positive relationship in the long run. 

However, Saudi stock market returns, money supply and inflation had significant 

unidirectional causal relationship in the short run. 

 

The influence of macro-economic factors on Amman stock market returns were examined by 

El-Nader and Alraimony (2012). They used monthly data from 1991 to 2010. According to 

the results of the ARCH (1) estimations, real gross domestic product had a positive effect, 

whereas real money supply, the real exchange rate, consumer price index, weighted average 

interest rates on loans and advances had a negative rimpact on Amman stock exchange 

returns.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



17 
 

3. METHODOLOGY  

In this section, first the principal component analysis and then the method of research for 

asset pricing will be explained. The determined latent factors will be extracted using the 

principal component analysis. In addition, two-stage Fama Macbeth regressions of latent 

factor portfolios will be employed.  

 

3.1. Factor Extraction 

There are numerous factor extraction methods such as maximum likelihood method, principal 

axis factoring, principal component analysis, alpha method, unweighted lease squares method, 

generalized least square method and image factoring. However, the most commonly used 

method to extract the factors is the Principal Component Analysis.  

 

The main advantage of this method is that linear combinations of the observed variables can 

be created. The first extracted factor is a combination that accounts for the largest variance in 

the sample and the second extracted factor accounts for the next largest variance while 

making it uncorrelated with the first. This process goes on until the last factor. Hence, all 

extracted factors have a power to explain the portions of total variance, and they are all 

uncorrelated with each other (Maracuilo and Serlin, 1988). 

 

Principal Component Analysis (PCA) is a model used to find correlations of the data. The 

PCA sets out the use of principal components which are reduced as its main objective to 

indicate the original variables.  

 

The principal component analysis functions for resolving the problems related to the 

measurement error in data series. This analysis expects a great number of macro series to be 

explained by a few potential factors. Stock & Watson (2002) and Bai & Ng (2002) pointed 
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out that the PCA can be used to extract the latent factors. Stock and Watson (2006) employed 

the analysis in different estimation methods and discussed its certain advantages and 

disadvantages. They seek to make a comparison between the performances of estimation 

methods for the industrial production in the U.S. To convey their statement in this regard, 

they argued as follows: “the dynamic factor analysis allows us to turn dimensionality from a 

curse into a blessing”. Ludvigson and Ng (2007) also employed the model to take factors out 

in order to explain the excess return in the stock market.  

 

As stated above, the PCA is a common method to make a prediction about the factors. This 

thesis utilizes this model to determine the potential factors and then to test their significance.  

 

3.2. Constructing the Factor Model  

According to the literature review, the following equation for    , is most appropriate in return 

time t.  

 

                        ; E(   ) = 0;  cov(     ) = 0     (1) 

where, 

 

     : actual return  

   : constant term or intercept  

    : slope coefficient  

    : factor  

    : error term  

 

After adding the basic econometric assumptions that the error terms are not correlated with 

each other (cov(       ) = 0) in order to get rid of the autocorrelation problem, the model 

above transforms into a factor model. Another important assumption is that the error terms of 
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the return of an asset are not correlated with each other. The final assumption about the 

equation (1) is that the residuals are not correlated with the independent variables. 

After constructing the factor model, all factors should be derived specifically. Three different 

strategies in the literature can be used to determine the factors. These three methods, using the 

economic variables, econometric models and data mining, are discussed in the literature 

review section.  

 

3.3. Determining the Factors  

Using macroeconomic variables is very useful in examining the variation in the U.S. stock 

returns. In this direction, the variable,    , is added to the model to denote all macroeconomic 

variables. Implied factor model may result in some measurement errors because the data used 

is very large. To get rid of the problems,     needs to be defined as a specific regression 

model as follows:  

 

                    and                     (2) 

 

                      (3) 

where, 

 

    represents r x 1 latent factors  

 Ʌ represents N x r factor loadings  

     represents N x 1 residuals  

 

To show the consistency of the factors, consider two conditions
1
; 

-    is an N dimensional data vector and           where D is r x r matrix with full 

rank. The limit is taken as N ∞ so that the factors can affect most of the series and 

the factor loadings are derived from different series, i.e. they are not homogenous. 

                                                           
1
 To see the proofs of the conditions and the based theories, refer to Bai and Ng (2000).  
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- maxeval(  ) ≤ c ≤ ∞ for all N where maxeval represents the maximum eigenvalue 

and          
  . With this condition, the idiosyncratic terms have limits in the 

correlation with series (Chamberlain and Rothschild, 1983). Ludvingson and Ng 

(2009) used different notation to show the limitations of the contributions of the 

idiosyncratic covariance to total variance. 

 

The estimators of    derived as the weighted average of    by using N x r matrix, W=   

(eigenvector matrix derived by the sample variance matrix of   ) which is normalized by 

   

 
     and      

            . If  
        as N ∞ where H is r x r matrix 

with full rank. Also, if the two conditions above hold then the estimated latent factors are 

consistent, which can be shown as follows: 

     
                              

      
 
      as N  ∞  because 

         by assumption and because        
 
   by the weak law of large numbers.  

 

The least square problem is solved to derive the latent factors by the principal component 

analysis; 

                    where          
 

  
   
          

             (4) 

 

After minimizing the above equation,      
               will be the first r principal 

components of   .  

 

Consistency of the estimated extracted factors for finite T and N∞ was first shown by 

Connor and Korajczyk (1986). Stock and Watson (2002) showed that the consistency of the 
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estimated factors can be obtained because the residuals in this estimation do not affect the 

OLS coefficients.  

 

3.4. Two Stage Regression Procedure  

The next step, after the construction of the factor model, is the evaluation of the performances 

of the factors. The best way to measure the performance in APT is Fama-MacBeth model.  

Fama-MacBeth (1973) is a commonly used method in order to determine the estimated values 

of APT variables. The process has two stages. The first one is a time regression. In this 

regression, the estimated slope coefficients are determined and then they are used to realize 

the second step of the regression in order to measure the risk premiums.  

 

To estimate the slope coefficients, the following regression model is used. 

                                                            (5) 

 

                                                            (6) 

 

 

In the regression model above, the risk factors are represented by the latent macroeconomic 

factors. The regressions will be repeated by adding the market risk factor, size, value and 

momentum factors.  

 

 Combining the latent factors and the market risk factor gives the following equation:  

 

                                          (7) 

 

                                          (8)
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 Adding the size & value factor to the existed factors gives the following equation:  

 

                                                     (9) 

 

                                                      (10) 

 

 Finally, inclusion of the momentum factors to the above regression equation gives the 

following:   

 

                                                            

            (11) 

 

                                                            

            (12) 

o   : market risk factor  

o   : market return 

o   : risk free rate  

o    : size factor is  

o   : value factor 

o   : momentum factor  

o     : size risk premium  

o      : value risk premium  

o     : momentum risk premium  

 

 

The second stage of the regression is the estimation of the factor premiums with the following 

regression equation for just latent factors where lambda shows the risk premium factor. 

                                                                  

            (13) 

i= (1,……….N) for each t = (1,……..T)  
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All portfolio returns are regressed separately in each period on the estimated betas that are 

found in the first stage in order to examine the risk premiums. The above equation will be 

revised by adding the factors which are same before analyzing their effects.  

 

The following equation shows the inclusion of CAPM into the previous one.  

                                             (14) 

 

 

The following equation shows the inclusion of size and value factors to the previous one.  

 

                                                          

            (15) 

 

The following equation shows the inclusion of momentum factors to the previous one. 

 

                                                       

                             (16) 

  

where the hat sign represents the estimated coefficients.  

 

The null hypothesis of the test for the lambdas is that the average of the lambdas for each 

factor are equal to zero against the alternative hypothesis that it is significantly different from 

zero .  
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4. DATA AND FACTORS  

4.1 Information about the Data for Stock Return 

Kenneth R. French’s website provides access to Fama French Data Library, from where the 

data on stock returns and supplementary factors were obtained. Two different data sets are 

used for the stock returns: The first one is 100 portfolios formed on size and book and the 

second one is 49 industry portfolios. In testing the constructed factor model, using portfolios 

rather than individual shares has more benefits. The betas obtained using the portfolios is less 

tedious than individual shares which make Fama-Macbeth test model more efficient in 

relation with the downturns. The two different sets of data are, per month, value-based, 

limited to the timeframe during 1964 - 2007. Summary statistics are represented in table A.1 

and A.2 in the appendix.  

 

As stated before, the factor model is formed for boom and recession periods. The web site of 

NBER is the provider of the data about the periods. It is possible to observe higher average 

returns of growth periods when portfolio statistics of growth and recession periods are 

compared, and this is an expected result. Furthermore, in recession periods, there are larger 

standard errors for the stock returns. This can be shown as a proof to the asymmetric 

volatility. In order to find the comparison table of growth and downturn times, it is possible to 

look at appendix table A.3.  

  

4.2. Macro Series and Corresponding Factors  

Ludvingson provides a large data set about macro series between the desired dates in his 

website
2
. The same data was used in the analysis of Ludvingson and Ng (2009b). The main 

purpose of using this set of data is to examine the relationship between the macro series and 

                                                           
2
 http://www.econ.nyu.edu/user/ludvigsons/ 

http://www.econ.nyu.edu/user/ludvigsons/
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the excess bond returns. Furthermore, Stock and Watson (2005) used almost same data as in 

Ludvingson and Ng (2009a) to analyze the effects of macro series on the bond yields. There is 

just one macro variable in Stock and Watson (2005) which was not used in and Ludvingson 

and Ng (2009a) because there is no data about this macro factor in the dates which are used in 

their study. Different standardization methods were used for all series to promote stationarity. 

The standard normalization technique was used in this study before implying the PCA.  The 

general procedure and the assumptions of the PCA were stated in the methodology section, 

and in this thesis I used the same macroeconomic series as Ludvingson and Ng (2009a). All 

assumptions hold and the procedure can be applied.  

 

Before extracting the latent factors by PCA, the Bartlett Test of Sphericity and the Kaiser-

Meyer-Olkin (KMO) measure of sampling adequacy should be applied. Bartlett Test of 

Sphericity is required to determine whether the correlation matrix is an identity matrix. If the 

test results for sphericity is large and the related level of significance is small, it means that 

the population correlation matrix is an identity matrix. Subsequently, a factor model should be 

considered to analyze the model. 

 

The Kaiser-Meyer-Olkin (KMO) measure of sampling adequacy test is used to determine 

whether the sample is suitable for a factor model or not. It compares the magnitude of the 

observed correlation coefficients to the magnitude of the partial correlation coefficients. The 

interpretation of the test statistics is similar to the coefficient of determination. The closer the 

KMO measure to 1 the more suitable the sample for a factor model. Values smaller than 0.5 

(closer to 0) mean a factor analysis of the variables may not be a good idea. 
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Table 1. KMO and Bartlett’s Test 

Kaiser-Meyer-Olkin (KMO) Measure of Sampling Adequacy   0.818 

                

Bartlett's Test of Sphericity 

 

Chi-Squared 

 

3461.178 

      

 

Degrees of Freedom   8515 

   

 

Sig. 

 

.000 

 

The KMO value is 0.818, which is higher than 0.5, so it is confirmed that there is a correlation 

among the macroeconomic variables (see Table 1). Hence, the factor analysis, the principal 

component analysis to extract the latent factors can be used. Besides, the Bartlett’s Test of 

Sphericity proves the adequacy of the PCA for macroeconomic variables. 

 

The 131 macroeconomic series used in this thesis are gathered into eight groups. All series are 

listed in table A.4 in the appendix. These groups are as follows: 

 

1.  “Output and Income” (1-20)  

2.  “Labor Market” (21-50 and 129-131)  

3.  “Housing” (51-60)  

4.  “Consumption” (3-5 and 61-70)  

5.  “Money and Credit” (71-81)  

6.  “Bond and Exchange rates” (86-107)  

7.  “Prices” (108-128)  

8.  “Stock Market” (82-85)  
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Table 2: Summary Statistics for Estimated Factors 

 

 

Table 2 shows the correlation of the factors with the macro data series. AR1 column shows 

that there is much fluctuation among the factors. In other words, the factors are not fixed 

separately, they change from -0.24 to 0.77. R square shows the degree of total variations that 

can be explained by the independent variables. With this result, all factors altogether have 

49% explanatory power. The table shows that the first factor discloses the most important one 

because it alone can explain %17 of the total variation. The second one and the rest have 

lower importance because their explanatory power decreases. 

 

It is highly difficult to determine the factors specifically and to interpret their meaning 

economically because these factors come from different macroeconomic series. However, it is 

possible to show the relationship between the estimated factors and the macroeconomic series 

looking at the Marginal R squares for all factors. This feature of the factors can be examined 

by using regression model with the estimated factors as independent variables. In Figure 1, 

first factor is determined by mostly first, the second and the third groups. According to Figure 

2, the second factor is related to the sixth and eighth groups. In the Figure, 3, the 

corresponding factors are related with price, i.e., the seventh group. Figure 4 shows that factor 

  i           AR1      
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4 is related with the first, second, third, sixth and seventh. In Figures 5 and 6, the 

corresponding factors 5 and 6 are related to each group, so it is so difficult to make any 

specific interpretations about these factors. According to Figure 7, the factor depends on the 

fifth group while the final factor in the last figure (Figure 8) is based on the eighth group, 

which is the stock market.  

 

 

 

Figure 1: Marginal R-square for the first factor 
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Figure 2: Marginal R-square for the second factor 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 3: Marginal R-square for the third factor 
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 Figure 4: Marginal R-square for the fourth factor 

 

 

 

 Figure 5: Marginal R-square for the fifth factor 
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 Figure 6: Marginal R-square for the sixth factor 

 

 

 

 Figure 7: Marginal R-square for the seventh factor 
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 Figure 8: Marginal R-square for the eighth factor 
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5. RESULTS 

In model construction, it is necessary to determine the factors which are useful besides the 

eight factors. CAPM coefficient (market risk factor), Fama French coefficients (size, value) 

and momentum factor will be added to the basic model to show the differences between 

models.  

 

 The first model is constructed with only 8 latent factors to find whether there is a 

relationship between these factors and stock returns. 

  

 The second model is constructed with 8 latent factors and CAPM coefficient to show 

whether the explanatory power of the latent factors increases with the market risk 

factor. 

 

 The third model is constructed with 8 latent factors and Fama French 3 factors. It is 

used to show the changes in the model when size and value factors are added to the 

model. Specifically, the changes in the significance of the latent factors will be 

investigated. 

 

 The final model is constructed by adding the momentum factor to the previous model 

to investigate the effects of this factor on the explanatory power of the latent factors. 

 

In the regression analyses of these four different models, Fama MacBeth two stage regression 

is used. In this method, four different data are employed to show the differences between 

models. Individual portfolios (100 units), industrial portfolios (49 units) and the recession & 

boom periods of the individual portfolios are used to estimate the regression.   
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Table 3. Time Series Regression of Individual Portfolios 

 

 

It is possible to see the beta parameter assessments of risk factors for individual portfolios in 

Table 3. The table also indicates the rate of portfolios that include significant beta estimation. 

F test demonstrates the importance of the regression formula in general sense. In conclusion, 

the table reveals the average levels of the R squared. Examining the F significance levels, it is 

observed that 100% of the time series regressions have substantial F test at three different 

critical levels. 

 

Moreover, we can deduce from the table that the inclusion of the factor for market risk with 

eight latent factors results in a substantial increase from 0.276 to 0.643 in the average R 
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squared. Adding the Fama French factors (size and value) increase the R squared. Inclusion of 

the momentum factor as a final one leads to a small raise in the explained part of the total 

variation.  

 

Furthermore, in the first regression model which is constructed with only latent factors, two of 

them do not appear significant, namely, factor 3 (price) and 7 (money and credit). The 

interpretation of this insignificancy is that the macro series about the price and money and 

credit have no effect on the individual portfolios. On the other hand, the stock market (the 

eighth factor) and the labour market (the second factor) have the largest significance level in 

all models.  

 

In conclusion, without taking the insignificant factors (3 and 7) into consideration, the 

explanatory power of the factors has fallen by adding the extra factors, CAPM coefficient, 

size and value and momentum factor although the average R squared of the regression models 

have increased.  
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Table 4. Time Series Regression of Industry Portfolios 

 

In Table 4, the regression results of the estimated beta for industry portfolios are shown. 

According to the results, F statistic is significant for the industry portfolios. Moreover, 

average R squared has an increasing trend, rising with the number of the explanatory 

variables. The average R squared can give an idea about the comparison between two factor 

models which are with individual and industrial portfolios which have lower value. There is 

no change in the care of the third and seventh factors, but the significance level of the other 

factors is higher in this model than the previous one. However, their significance levels have a 

decreasing trend when expanding the model with additional factors. 
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Table 5. Time Series Regression of Individual Portfolios in Expansion Periods 

 

Table 6. Time Series Regression of Individual Portfolios in Recession Periods 
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To clarify the difference between the behavior of stock returns in boom and recession periods, 

two factor models are implemented. The results of time series regression for boom and 

recession periods of individual portfolios are shown in tables 5 and 6, respectively. The main 

difference between the periods is that most of the factors are insignificant in recession 

periods. Moreover, the significance of the coefficients is decreasing by adding one more 

variables such as size, value, market risk or momentum in the boom and recession periods. 

 

Another important indicator in the tables about the difference between the recession and the 

boom periods is that the average R squared is relatively higher for the contraction periods. It 

means that the explanatory power of the factors in the contraction period is relatively higher 

compared to the expansion periods. To understand the overall significance level of models, F 

statistics provide sufficient information and in both periods, the F statistics are high enough.  

 

After completing the estimation of beta coefficients, I use them to estimate the lambdas with 

the cross sectional regressions using monthly data. Consequently, to test the performance of 

the lambdas, t test is used by taking the averages of the estimated lambdas.  
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Table 7. Cross Sectional Regression of Individual Portfolios 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

One star (*), two stars (**) and three stars (***) show that the factors are significant at 10%, 5% and 1%, 

respectively. 

 

A summary of the statistical values of the lambdas that correspond to the latent factors of the 

individual portfolio models can be found in Table 7. The figures in the table exhibit that when 

the model is constructed by just eight latent factors; there is no insignificant lambda at the 
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10% critical level. When one more factor, market risk, value or size factor, is added to the 

model, the significance of the independent variables are reduced according to the t statistics. 

The findings in Table 7 provide an important result for the study of the financial sector. 

Consumption series, money and credit sector related variables and stock market variables 

have significant effects on the model constructed with individual portfolios, in particular 

when the CAPM coefficient is added to the model.  

 

Additionally, the adverse effects of the additional factors on the significance of the latent 

macroeconomic factors in explaining the total variation in the individual portfolio model, can 

also be seen clearly. 
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Table 8. Cross Sectional Regression of Industry Portfolios 

 

 

 

 

 

 

One star (*), two stars (**) and three stars (***) show that the factors are significant at 10%, 5% and 1%, 

respectively. 

 

Table 8 shows the result of the cross sectional regression which is conducted with the Industry 

Portfolios of Fama French model. Unlike the regression with individual portfolios, in this 

model (industrial portfolio model), the latent factors do not have significant effects on the 

stock returns. There are only two significant factors, 1 and 8, for the returns if additional 

factors, market risk, value and size, are included in the model besides the latent factors. The 
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situation becomes worse when the momentum factor is added to the model so that only factor 

1 has a significant effect on stock returns.  

Table 9. Cross Sectional Regression of Individual Portfolios in Expansion Periods 

 

One star (*), two stars (**) and three stars (***) show that the factors are significant at 10%, 5% and 1%, 

respectively. 
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Table 10. Cross Sectional Regression of Individual Portfolios in Recession Periods 

One star (*), two stars (**) and three stars (***) show that the factors are significant at 10%, 5% and 1%, 

respectively. 

 

In the next two tables, 9 and 10, the boom and recession periods in the cross sectional 

regressions are specified in the model and the results are interpreted for the individual 

portfolios. In contraction periods, the latent macroeconomic factors have no significant effect 

in explaining the variation in stock returns. There is only one significant factor, Factor 8, 
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when the model is constructed with only latent factors. However, there are more significant 

latent factors for the portfolio return in the boom periods. 

Table 11. Comparison of Cross Sectional Regressions 

 

 

Table 11 shows the average and the adjusted average R squared. According to the table, 25% 

to 54% of the cross sectional variation can be explained by the factors for each model. The R 

squared is getting to increase by adding each additional Fama French three model or 

momentum factors. The adjusted R squared values are almost same with the R squared; the 

only difference is that the adjusted one has smaller increments since the degree of freedom is 

taken into account in calculating the adjusted R squared. Besides the interpretation of the R 

squared, another indication of the figures in Table 11 is that the explained parts of the stock 

returns are higher in the contraction periods compared to the boom periods.  
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6. CONCLUSION 

As global financial crises became the major issue on the agenda over last few decades, there 

are various studies about the relationship between the macroeconomic variables and the stock 

returns. Martinez & Rubio (1989) and Poon & Taylor (1991) analyzed the relationship 

between the macroeconomic variables and the stock returns in the UK and Spanish stocks 

market, respectively. They could not find any significant effect. This thesis and various others 

in the literature found important relationships between the macroeconomic variables and the 

stock returns. Gunsel & Cukur (2007) and Rjoub, Tursoy and Gunsel (2009), for instance, 

have found close relationships between many macroeconomic variables in London Stock 

Exchange and Istanbul Stock Exchange, respectively. Moreover, using econometric models 

(discussed in the literature), many studies on different countries with different found that 

some macroeconomic factors have significant effects on the stock returns. In this study, it is 

found that some macroeconomic variables have significant influence on stock returns which 

in the U.S. stock market.  

 

This study disembarks from related other studies in the literature such that the effects of 

macroeconomic factors on the stock returns are analyzed by APT but these factors were 

extracted by the principal component analysis, which is the most appropriate method (Stock 

and Watson, 2002 and Bai and Ng, 2002). The analysis was repeated for four different models 

created by adding the market risk factor, size and value factors and momentum factor to the 

basic model which includes only the latent factors. These models are used to examine the 

relationships between the macroeconomic factors and the stock returns using different data 

sets, namely, 100 individual portfolios, 49 industry portfolios and recessions and expansion 

periods for the individual portfolio data set.  
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Post and Levy (2005) state that size and value factors have a significant effect in explaining 

the stock returns and the momentum factor is stronger than the size and value factors to 

determine the expected stock returns. Also, Chan, Chen and Hsieh (1995) concluded that the 

size factor matters in explaining the stock returns. However, in this thesis, although the size, 

value and momentum factors are found to have some effect to increase the R squared of the 

models, this increase is less than expectations. Hence, these additional factors have positive 

effects regarding the explanatory power of the model but the significance level of the 

macroeconomic factors has decreased when these additional factors are inserted into the 

model.  

 

Previous studies generally found that different macroeconomic variables have significant 

effects on the stock returns. The common variables are industrial production, the inflation 

rates (expected and unexpected), term structure of the risk premium, the interest rate and oil 

prices (Cauchie et al. 2003; Hamao, 1998; Chen et al, 1986). In our study, the factors in group 

2 (labor market) and group 8 (stock market) are common significant factors for the stock 

returns in almost all models. Ludvingson and Ng (2009) found the same result; these two 

factors are the most important of all factors. 

 

The main finding of this thesis is that the latent factors which are extracted from the 

macroeconomic data by the principal component analysis have significant relationship with 

the stock returns in the U.S. With this result, this study joins previous studies which found 

significant effects of macroeconomic factors on stock returns.  
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If a model is constructed with only the latent factors which are derived from the 

macroeconomic series, these factors can be priced as risk factors. In this study, three more 

additional models are constructed by adding CAPM coefficient or market risk factor, value 

and size factors and also the momentum factor in order to find the best model that explains 

higher variation in the stock returns. Some of these potential factors are still important but 

some turn into minor risk factors. This demonstrates that these additional factors have the 

capacity to explain the cross section of stock returns as much as the extracted latent factors. 

The results differ tremendously when various portfolios are used. This thesis includes two 

different portfolios to create the structure of the data, individual portfolios and industrial 

portfolios. When certain types of portfolios like industry portfolios are evaluated, the latent 

factors are no longer assessed as risk factors. Finally, it is found that latent factors do not 

function in a similar way in explaining the cross sectional variation for boom and recession 

periods. As to recession periods, almost all of the latent factors lack an explanatory power. 

This might be due to the short downturn periods and unusual rise and fall in the returns. In 

other respects, for the growth periods, a part of latent factors remain important.  

 

This paper can be improved in different ways for further research. The analysis can be 

repeated by adding some other assets, bonds, etc. to analyze the relationship between the 

macroeconomic variables and other potential dependent variables, not just stock returns. 

Moreover, this analysis can be done for other countries’ stock markets or other markets to 

examine the effects of the latent factors. The use of techniques other than the principal 

component analysis to find the factors also remains as a possible opportunity for further 

research. 
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Appendix 

Table A.1: Summary Statistics of Individual Portfolios  
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Table A.1 (continued) 
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Table A.1 (continued) 
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Table A.2: Summary Statistics of Industry Portfolios  
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Table A.2 (continued) 
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Table A.3: Comparison of Stock Returns in Expansion and Contraction Periods  
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Table A.3 (continued) 
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Table A.3 (continued) 
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Table A.4: The Description of 131 Monthly Macroeconomic Series  
 

Series 
Number Short name Mnemonic Tran Description 

1 PI ypr ∆ln Personal Income (AR, Bil. Chain 2000 $) 

2 PI less transfers a0m051 ∆ln Personal Income Less Transfer Payments (AR, Bil. Chain 2000 $) (TCB) 

3 Real Consumption pi031 ∆ln Personal Consumption Expenditures (AC) (Bill $) pi031/ gmdc 

4 M&T sales mtq ∆ln Manufacturing And Trade Sales (Mil. Chain 1996 $) 

5 Retail sales a0m059 ∆ln Sales Of Retail Stores (Mil. Chain 2000 $) (TCB) 

6 IP: total ips10 ∆ln Industrial Production Index -  Total Index 

7 IP: products ips11 ∆ln Industrial Production Index -  Products, Total 

8 IP: final prod ips299 ∆ln Industrial Production Index -  Final Products 

9 IP: cons gds ips12 ∆ln Industrial Production Index -  Consumer Goods 

10 IP: cons dble ips13 ∆ln Industrial Production Index -  Durable Consumer Goods 

11 IP: cons nondble ips18 ∆ln Industrial Production Index -  Nondurable Consumer Goods 

12 IP: bus eqpt ips25 ∆ln Industrial Production Index -  Business Equipment 

13 IP: matls ips32 ∆ln Industrial Production Index -  Materials 

14 IP: dble matls ips34 ∆ln Industrial Production Index -  Durable Goods Materials 

15 IP: nondble matls ips38 ∆ln Industrial Production Index -  Nondurable Goods Materials 

16 IP: mfg ips43 ∆ln Industrial Production Index -  Manufacturing (Sic) 

17 IP: res util ips307 ∆ln Industrial Production Index -  Residential Utilities 

18 IP: fuels ips306 ∆ln Industrial Production Index -  Fuels 

19 NAPM prodn pmp lv Napm Production Index (Percent) 

20 Cap util utl11 ∆lv Capacity Utilization (SIC-Mfg) 

21 Help wanted indx lhel ∆lv Index Of Help-Wanted Advertising In Newspapers (1967=100;Sa) 

22 Help wanted/emp lhelx ∆lv Employment: Ratio; Help-Wanted Ads:No. Unemployed Clf 

23 Emp CPS total lhem ∆ln Civilian Labor Force: Employed, Total (Thous.,Sa) 

24 Emp CPS nonag lhnag ∆ln Civilian Labor Force: Employed, Nonagric.Industries (Thous.,Sa) 

25 U: all lhur ∆lv Unemployment Rate: All Workers, 16 Years & Over (%,Sa) 

26 U: mean duration lhu680 ∆lv Unemploy.By Duration: Average(Mean)Duration In Weeks (Sa) 

27 U < 5 wks lhu5 ∆ln Unemploy.By Duration: Persons Unempl.Less Than 5 Wks (Thous.,Sa) 

28 U 5-14 wks lhu14 ∆ln Unemploy.By Duration: Persons Unempl.5 To 14 Wks (Thous.,Sa) 

29 U 15+ wks lhu15 ∆ln Unemploy.By Duration: Persons Unempl.15 Wks + (Thous.,Sa) 

30 U 15-26 wks lhu26 ∆ln Unemploy.By Duration: Persons Unempl.15 To 26 Wks (Thous.,Sa) 



62 
 

31 U 27+ wks lhu27 ∆ln Unemploy.By Duration: Persons Unempl.27 Wks + (Thous,Sa) 

32 UI claims claimuii ∆ln Average Weekly Initial Claims, Unemploy. Insurance (Thous.) 

33 Emp: total ces002 ∆ln Employees On Nonfarm Payrolls: Total Private 

34 Emp: gds prod ces003 ∆ln Employees On Nonfarm Payrolls - Goods-Producing 

35 Emp: mining ces006 ∆ln Employees On Nonfarm Payrolls - Mining 

36 Emp: const ces011 ∆ln Employees On Nonfarm Payrolls - Construction 

37 Emp: mfg ces015 ∆ln Employees On Nonfarm Payrolls - Manufacturing 

38 Emp: dble gds ces017 ∆ln Employees On Nonfarm Payrolls - Durable Goods 

39 Emp: nondbles ces033 ∆ln Employees On Nonfarm Payrolls - Nondurable Goods 

40 Emp: services ces046 ∆ln Employees On Nonfarm Payrolls - Service-Providing 

41 Emp: TTU ces048 ∆ln Employees On Nonfarm Payrolls - Trade, Transportation, And Utilities 

42 Emp: wholesale ces049 ∆ln Employees On Nonfarm Payrolls - Wholesale Trade 

43 Emp: retail ces053 ∆ln Employees On Nonfarm Payrolls - Retail Trade 

44 Emp: FIRE ces088 ∆ln Employees On Nonfarm Payrolls - Financial Activities 

45 Emp: Govt ces140 ∆ln Employees On Nonfarm Payrolls - Government 

46 Avg hrs ces151 lv Avg Weekly Hrs of Prod or Nonsup Workers On Private Nonfarm Payrolls - Goods-Producing 

47 Overtime: mfg ces155 ∆lv Avg Weekly Hrs of Prod or Nonsup Workers On Private Nonfarm Payrolls - Mfg Overtime Hours 

48 Avg hrs: mfg a0m001 lv Average Weekly Hours, Mfg. (Hours) (TCB) 

49 NAPM empl pmemp lv Napm Employment Index (Percent) 

50 Starts: nonfarm hsfr ln Housing Starts:Nonfarm(1947-58);Total Farm&Nonfarm(1959-)(Thous.,Saar) 

51 Starts: NE hsne ln Housing Starts:Northeast (Thous.U.)S.A. 

52 Starts: MW hsmw ln Housing Starts:Midwest(Thous.U.)S.A. 

53 Starts: South hssou ln Housing Starts:South (Thous.U.)S.A. 

54 Starts: West hswst ln Housing Starts:West (Thous.U.)S.A. 

55 BP: total hsbr ln Housing Authorized: Total New Priv Housing Units (Thous.,Saar) 

56 BP: NE hsbne* ln Houses Authorized By Build. Permits:Northeast(Thou.U.)S.A 

57 BP: MW hsbmw* ln Houses Authorized By Build. Permits:Midwest(Thou.U.)S.A. 

58 BP: South hsbsou* ln Houses Authorized By Build. Permits:South(Thou.U.)S.A. 

59 BP: West hsbwst* ln Houses Authorized By Build. Permits:West(Thou.U.)S.A. 

60 PMI pmi lv Purchasing Managers' Index (Sa) 

61 NAPM new ordrs pmno lv Napm New Orders Index (Percent) 

62 NAPM vendor del pmdel lv Napm Vendor Deliveries Index (Percent) 

63 NAPM Invent pmnv lv Napm Inventories Index (Percent) 

64 Orders: cons gds a1m008 ∆ln Mfrs' New Orders, Consumer Goods And Materials (Mil. $) (TCB) 

65 Orders: dble gds a0m007 ∆ln Mfrs' New Orders, Durable Goods Industries (Bil. Chain 2000 $) (TCB) 
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66 Orders: cap gds a0m027 ∆ln Mfrs' New Orders, Nondefense Capital Goods (Mil. Chain 1982 $) (TCB) 

67 Unf orders: dble a1m092 ∆ln Mfrs' Unfilled Orders, Durable Goods Indus. (Bil. Chain 2000 $) (TCB) 

68 M&T invent a0m070 ∆ln Manufacturing And Trade Inventories (Bil. Chain 2000 $) (TCB) 

69 M&T invent/sales a0m077 ∆lv Ratio, Mfg. And Trade Inventories To Sales (Based On Chain 2000 $) (TCB) 

70 M1 fm1 ∆2ln Money Stock: M1(Curr,Trav.Cks,Dem Dep,Other Ck'able Dep)(Bil$,Sa) 

71 M2 fm2 ∆2ln Money Stock:M2(M1+O'nite Rps,Euro$,G/P&B/D Mmmfs&Sav&Sm Time Dep(Bil$,Sa) 

72 Currency fmscu ∆2ln Money Stock: Currency held by the public (Bil$,Sa) 

73 M2 (real) fm2_r ∆ln Money Supply: Real M2, fm2/gmdc (AC) 

74 MB fmfba ∆2ln Monetary Base, Adj For Reserve Requirement Changes(Mil$,Sa) 

75 Reserves tot fmrra ∆2ln Depository Inst Reserves:Total, Adj For Reserve Req Chgs(Mil$,Sa) 

76 Reserves nonbor fmrnba ∆2ln Depository Inst Reserves:Nonborrowed,Adj Res Req Chgs(Mil$,Sa) 

77 C&I loan plus fclnbw ∆2ln Commercial & Industrial Loans Outstanding + NonFin Comm. Paper (Mil$, SA) 

78 ΔC&I loans fclbmc lv Wkly Rp Lg Com'l Banks:Net Change Com'l & Indus Loans(Bil$,Saar) 

79 Cons credit ccinrv ∆2ln Consumer Credit Outstanding - Nonrevolving(G19) 

80 Inst cred/PI ccipy ∆lv Ratio, Consumer Installment Credit To Personal Income (Pct.) 

81 S&P 500 fspcom ∆ln S&P's Common Stock Price Index: Composite (1941-43=10) 

82 S&P: indust fspin ∆ln S&P's Common Stock Price Index: Industrials (1941-43=10) 

83 S&P div yield fsdxp ∆lv S&P's Composite Common Stock: Dividend Yield (% Per Annum) 

84 S&P PE ratio fspxe ∆ln S&P's Composite Common Stock: Price-Earnings Ratio (%,Nsa) 

85 Fed Funds fyff ∆lv Interest Rate: Federal Funds (Effective) (% Per Annum,Nsa) 

86 Comm paper cp90 ∆lv Cmmercial Paper Rate (AC) 

87 3 mo T-bill fygm3 ∆lv Interest Rate: U.S.Treasury Bills,Sec Mkt,3-Mo.(% Per Ann,Nsa) 

88 6 mo T-bill fygm6 ∆lv Interest Rate: U.S.Treasury Bills,Sec Mkt,6-Mo.(% Per Ann,Nsa) 

89 1 yr T-bond fygt1 ∆lv Interest Rate: U.S.Treasury Const Maturities,1-Yr.(% Per Ann,Nsa) 

90 5 yr T-bond fygt5 ∆lv Interest Rate: U.S.Treasury Const Maturities,5-Yr.(% Per Ann,Nsa) 

91 10 yr T-bond fygt10 ∆lv Interest Rate: U.S.Treasury Const Maturities,10-Yr.(% Per Ann,Nsa) 

92 Aaa bond fyaaac ∆lv Bond Yield: Moody's Aaa Corporate (% Per Annum) 

93 Baa bond fybaac ∆lv Bond Yield: Moody's Baa Corporate (% Per Annum) 

94 CP-FF spread scp90 lv cp90-fyff (AC) 

95 3 mo-FF spread sfygm3 lv fygm3-fyff (AC) 

96 6 mo-FF spread sfygm6 lv fygm6-fyff (AC) 

97 1 yr-FF spread sfygt1 lv fygt1-fyff (AC) 

98 5 yr-FF spread sfygt5 lv fygt5-fyff (AC) 

99 10 yr-FF spread sfygt10 lv fygt10-fyff (AC) 

100 Aaa-FF spread sfyaaac lv fyaaac-fyff (AC) 
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101 Baa-FF spread sfybaac lv fybaac-fyff (AC) 

102 Ex rate: avg exrus ∆ln United States;Effective Exchange Rate(Merm)(Index No.) 

103 Ex rate: Switz exrsw ∆ln Foreign Exchange Rate: Switzerland (Swiss Franc Per U.S.$) 

104 Ex rate: Japan exrjan ∆ln Foreign Exchange Rate: Japan (Yen Per U.S.$) 

105 Ex rate: UK exruk ∆ln Foreign Exchange Rate: United Kingdom (Cents Per Pound) 

106 EX rate: Canada exrcan ∆ln Foreign Exchange Rate: Canada (Canadian $ Per U.S.$) 

107 PPI: fin gds pwfsa ∆2ln Producer Price Index: Finished Goods (82=100,Sa) 

108 PPI: cons gds pwfcsa ∆2ln Producer Price Index: Finished Consumer Goods (82=100,Sa) 

109 PPI: int mat’ls pwimsa ∆2ln Producer Price Index:I ntermed Mat.Supplies & Components(82=100,Sa) 

110 PPI: crude mat’ls pwcmsa ∆2ln Producer Price Index: Crude Materials (82=100,Sa) 

111 Spot market price psccom ∆2ln Spot market price index: bls & crb: all commodities(1967=100) 

112 PPI: nonferrous pw102 ∆2ln Producer Price Index: Nonferrous Materials (1982=100, Nsa) 

113 NAPM com price pmcp lv Napm Commodity Prices Index (Percent) 

114 CPI-U: all punew ∆2ln Cpi-U: All Items (82-84=100,Sa) 

115 CPI-U: apparel pu83 ∆2ln Cpi-U: Apparel & Upkeep (82-84=100,Sa) 

116 CPI-U: transp pu84 ∆2ln Cpi-U: Transportation (82-84=100,Sa) 

117 CPI-U: medical pu85 ∆2ln Cpi-U: Medical Care (82-84=100,Sa) 

118 CPI-U: comm. puc ∆2ln Cpi-U: Commodities (82-84=100,Sa) 

119 CPI-U: dbles pucd ∆2ln Cpi-U: Durables (82-84=100,Sa) 

120 CPI-U: services pus ∆2ln Cpi-U: Services (82-84=100,Sa) 

121 CPI-U: ex food puxf ∆2ln Cpi-U: All Items Less Food (82-84=100,Sa) 

122 CPI-U: ex shelter puxhs ∆2ln Cpi-U: All Items Less Shelter (82-84=100,Sa) 

123 CPI-U: ex med puxm ∆2ln Cpi-U: All Items Less Midical Care (82-84=100,Sa) 

124 PCE defl gmdc ∆2ln Pce, Impl Pr Defl:Pce (2000=100) (AC, BEA) 

125 PCE defl: dlbes gmdcd ∆2ln Pce, Impl Pr Defl:Pce; Durables (2000=100) (AC) (BEA) 

126 PCE defl: nondble gmdcn ∆2ln Pce, Impl Pr Defl:Pce; Nondurables (2000=100) (AC) (BEA) 

127 PCE defl: service gmdcs ∆2ln Pce, Impl Pr Defl:Pce; Services (2000=100) (AC) (BEA) 

128 AHE: goods ces275 ∆2ln Avg Hourly Earnings of Prod or Nonsup Workers On Private Nonfarm Payrolls - Goods-Producing 

129 AHE: const ces277 ∆2ln Avg Hourly Earnings of Prod or Nonsup Workers On Private Nonfarm Payrolls - Construction 

130 AHE: mfg ces278 ∆2ln Avg Hourly Earnings of Prod or Nonsup Workers On Private Nonfarm Payrolls - Manufacturing 

131 Consumer expect hhsntn ∆lv U. Of Mich. Index Of Consumer Expectations(Bcd-83) 

This table is cited from Ludvingson and Ng (2009b) appendix. The main data source is Global Insights Basic Economics Database. Mnemonic refers to the label used in 

database. ln denotes logarithm, ln and 2 ln denote the first and second difference of the logarithm, lv denotes the level of the series, and lv denotesthe first difference of the 

series. 

 


