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DIAGNOSIS OF THYROID DISEASE VIA SUPPORT VECTOR MACHINES

SUMMARY

The thyroid gland is the organ that is located on the anterior side of our neck. The
duty of thyroid gland is to produce and stock thyroid hormone and to regulate the
metabolism by transferring thyroid hormone to the blood when it is needed.

When thyroid gland does not secrete enough amount of hormones, pituitary gland
makes thyroid gland produce more hormone by increasing TSH secretion. Shortage
of the hormones of thyroid gland is called hypothyroid.

If thyroid gland secretes too much hormones, TSH hormone, secreted from pituitary
gland, decreases. That is, the more T3 and T4 hormones are in our blood, the less is
the TSH hormone. This condition is called hyperthyroid.

All cells in our body are affected by thyroid hormones. The growth of human in
mother’s womb, after birth and all metabolism functions are controlled by thyroid

hormones. There is almost no organ or cell that is not affected by thyroid hormones.
Therefore early diagnosis of thyroid disease is undoubtedly important.

Support Vector Machine (SVM) is an important learning machine that is based on a
search for an optimal separating hyperplane that is able to separate the samples of
two different classes.

This research aims to construct a system based on classification via SVM for
diagnosis of thyroid diseases. Since it is the matter of decision, the diagnosis of
diseases can be predicted by classifiers. Having been a quite popular classification
algorithm, SVM is among the best classifiers to deal with this duty.

Training and testing data consists of test results of 215 different people taken from a
machine learning repository. 35 samples of hyperthyroid patients , 30 samples of
hypothyroid patients and 150 healthy samples are used. Input space of data consists
of 5 different inputs (T3RU, T4, T3, TSH and MAD-TSH).

Feature subset selection is used to increase the accuracy of the corresponding
classifier. By using feature selection, one can easily decrease the number of features.
In this thesis Fisher Score Algorithm is used to perform this preprocessing procedure.
The most important features in classification are obtained by Fisher Score Algorithm.
Then the most important features are used to train the network.

Another important feature in an SVM classifier is the selection of parameters values
used in classification. Parameters are what make a classifier manipulatable in order
to successfully classify the patterns. One of the most important parameters in SVM is
slack variable. Slack variable is used when the data is not linearly or non-linearly
separable (this could happen when there is noise or when it is really impossible to

XXi



separate the patterns). Using slack variable prevents SVM to create useless optimally
separating hyperplanes. The weight of slack variable is adjusted by a coefficient
called Soft Margin constant “C”. Normally parameter C is adjusted by the user
considering the characteristics of dataset. However, it is not easy to decide which
value for C is optimal. This problem is handled by one of the most popular
optimization algorithms called “Genetic Algorithm”. Genetic Algorithm is an
optimization algorithm that is inspired by the nature of evolutionary process. In this
thesis, an expert system is developed for the diagnosis of thyroid diseases, by
combining these three methods.
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DESTEK VEKTOR MAKINELERI iLE TiROIiD HASTALIKLARI TANISI

OZET

Destek Vektér Makineleri Giiniimiizde en popiiler Makine Ogrenmesi ydntemleri
icerisinde yer alir. 1964 yilinda Vladimir Vapnik tarafindan alt yapisi olusturulan bu
yontem giliniimiizde medikal analizden goriintii islemeye, el yazisi tanimadan oyun
programlarina kadar hemen her yerde kullanilir hale gelmistir.

Optimal Ayirict Diizlem esasina dayanan Destek Vektor Makineleri yontemi yontemi
oncelikle veriyi lineer olarak iki sinifa ayrilabilecek sekilde daha yiiksek boyutlu bir
uzaya tasir. Eger verinin icerisindeki iki farkli siif bu uzayda ayrilabiliyorsa iki veri
kiimesinin arasina her iki sinifin en yakin iiyelerine esit uzaklikta olacak sekilde bir
ayirict diizlem yerlestirilir.

Bu sekilde 6grenme islemini gergeklestirdikten sonra siniflandirilmasi istenecek
herhangi bir 6rnegi basarili bir sekilde siniflandirir. Eger ilgili veri lineer olarak
ayrilamiyor ise “esnek marjin” adi verilen bir yontemle verinin mimkiin oldugu
kadar az hata ile siniflandirilmasi saglanir. Bu parametre kullanici tarafindan veriye
0zgl ayarlanir.

Tiroid bezi boynumuzun 6n tarafinda bulunan salgi bezidir. Tiroid bezinin goérevi
tiroid hormonlarini tiretmek, depolamak ve gerektiginde kana vererek metabolizmay1
ayarlamaktir. Bu hormonlart iiretirken gida ve su yardimi ile aldigimiz iyot
mineralini kullanir.

Tiroid bezinin bozuklugundan kaynaklanan gesitli hastaliklar vardir. Bunlardan en
stk goriilen hipertiroidizm ve hipotiroidizm hastaliklaridir. Hipertiroidizm tiroid
bezinin asir1 ¢aligmasi durumudur. Graves hastalig1 veya benzeri durumlardan sonra
ortaya c¢ikar. Hipotiroidizm tiroid bezinin az c¢alismasi durumudur. Bu durum
genellikle iyot eksikligi sonucu ortaya ¢ikar.

Tiroid hastaliklarini teshis edebilmek i¢in hastalardan kan o6rnegi alinarak cesitli
hormon seviyesi degerleri incelenir.

Genetik algoritmalar, herhangi bir siirekli veya siireksiz fonksinunun aldig1 en diisiik

veya en yiiksek degerleri bulmak i¢in kullanilabilecek stokastik bir optimizasyon
yontemidir. i1k olarak John Holland tarafindan 1975 yilinda ortaya atilmistir.
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Ogrenme ve Test etme verileri 215 farkl1 kisinin test sonuglarindan elde edilmistir.
Igili verileri elde edebilmek i¢in “machine learning repository” adli internet sitesinin
veri tabani kullanilmistir. Verileri dagilimi: “Hipertiroid=35 sonug, Hypotiroid=30
sonu¢ ve saglikli sonug sayist =150 seklindedir. Taniy1 koyabilmek i¢in kullanilan
giris verileri 5 adet (T3RU, T4, T3, TSH and MAD-TSH), c¢ikis ise bir adettir
(O=saglikl1, 1=hipertiroid, 2=hipotiroid).

Oznitelik Secimi (Feature Selection), Siniflandirma uygulamalarinda ve veri
madenciliginde olduk¢a onemli bir yere sahiptir. Yiiksek Boyutun Zararliligi (Curse
of Dimensionality) olarak adlandirilan, veri ¢ok boyutlu oldugunda siniflandirmanin
¢ok zor, uzun zaman alan ve verimsiz olmasina sebebiyet veren problemin
¢Oziimiinde oldukea etkilidir.

Bu caligmada Oznitelik secimi yontemi olarak Fisher Skoru algoritmasi
kullanilmistir. Fisher ’in Siniflandirma i¢in ortaya attig1 ilk yontemden tiiretilen bu
algoritma 6znitelik se¢iminde oldukga basarilidir.

Bu calismada tiroid hastaliklarinin destek vektor makineleri araciligi ile tanisi
amaglanmistir. Bu taniyr miimkiin olan en yiiksek dogrulukla yapabilmek icin
Genetik Algoritmalar ve 6znitelik se¢imi yontemi olarak Fisher skoru” yontemi
kullanilmistir. Bu 6zellikler hastalarin kan testi sonuclar1 sonuglarindan elde edilir.
Bunlar T3 resin- test (Serumda doymamis trioglobulin 6l¢timii), T4 (Thyroxine), T3
(Triiodothyronine), TSH (tiroid uyarict hormon), ve MAD-TSH(vucut normal
haldeyken oSlgiilen TSH degeri ile kana 200 migrogram tirotropin enjekte edildikten
sonra Slgiilen TSH degerinin farki) olmak iizere toplamda 5 adettir.

Bu calisma ii¢c asamadan olusan alt1 deney sonucu igerir. Alt1 adet deney olmasinin
sebebi Fisher skoru kullanarak elde 6grendigimiz oransal olarak daha Onemsiz
verileri giris verilerinden (Input Data) olusturdugumuz yeni giris verileri ile yeni
deneyler yapip Ogrenme Ag1’nin sonuglarini nasil etkiledigini bulmak.

[lk asama Giris ve c¢ikis verilerini (kan degerleri ve hastalik durumu) capraz
dogrulama (cross-validation) yontemini kullanilarak rastgele bir sekilde 6grenme ve
test verileri olarak ayirip hastalik teshisi yapabilen bir Destek Vektor Ag1 olusturmak
(Ogrenme verileri ile ag’1 egitme islemi gergeklestirilirken test verileri yardimi ile
ag’mm ne smiflandirma becerisi Olciiliir.) ve bu ag1 bir fonksiyon igerisine
yerlestirmek. Bu fonksiyonun giris degeri yumusak marjin katsayisi, ¢ikis degeri ise
Ogrenme Ag1’nin yiizde cinsinden dogru ¢ikis verme oranidir.

Ik asamada olusturulan fonksiyonlarm optimum degerini (en yiiksek dogruluk
oranini verdigi deger) hangi giris degerinde (yumusak marjin katsayisi) aldigim
ogrenmek icin ikinci asamada Genetik Algoritmalar yardimi ile optimizasyon
gergeklestirildi.

Ikinci asamada bulunan optimum marjin katsayis1 degeri iiglincii asamada yeni
ogrenme aglar olusturmak i¢in kullanildi. Her bir dataset i¢in ayr1 ayri olusturulan
alt1 farkli destek vektor siniflandiricisinda en iyi sonucu verdigi parametre degeri (C
katsayis1) kullanilanilmak {izere tasarlandi.
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Ucgiincii ve son asamada her bir hastaligin hormon degerlerine bakilarak tahmin
edilmesi islemini gerceklestirmek icin tasarlanan alt1 farkli network 10’ar defa test
edilip gerekli sonuglar (dogruluk, hassasiyet ve 6zgiilliik degerleri) elde edildi. Elde
edilen sonuglar kiyaslanarak hangi hastaligin teshisi i¢in hangi 6znitelik degerlerini
iceren veri seti kullanilmas1 gerektigi belirlenmistir. Ayrica Genetik Algoritmalar
yardimiyla optimizasyon iglemi yaparken dikkat edilmesi gereken bazi
parametrelerin degisimini gosteren grafikler incelenerek yorumlanmustir.
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1. INTRODUCTION

1.1 Research’s Motivation

Support Vector Machine (SVM) is one of the most fascinating learning methods and
sometimes gives such remarkable results that encourage any researcher to study this
learning procedure. In this thesis, a system based on classification via SVM for
diagnosis of thyroid disease is presented.

The purpose of this study is to use SVMs as a classification tool and to search for
methods to increase the efficiency of SVMs via feature selection and parameter

optimization.
The objectives of this thesis are

e To diagnose thyroid disease via SVM with high accuracy.
e To search for the similar problems in literature and to have an idea about the
solving techniques.
e To test the algorithms with different experiments and to analyze the results of
the experiments.
e To see the effects of feature selection on SVM classifiers and how to improve
the accuracy of SVM via feature selection.
e To analyze the effects of optimization via Genetic Algorithm on classification
success of SVM classifiers.
In order to increase the efficiency of the corresponding classifier, the number of
features have been decreased by feature selection. To perform this preprocessing
procedure Fisher Score Algorithm has been used to obtain the most important
features. Then the most important features are used to train the SVM. After training
and testing the network a couple of times it has been noticed that the performance
depends not only on the feature subsets of the corresponding pattern but also on
parameters of SVM. To have a better performance (in terms of accuracy) it has been
decided to find the optimal value of a parameter “C” (penalization coefficient of the



slack variable) by one of the most famous optimization technique called “Genetic

Algorithm”.

1.2 Literature

SVM is considered as a reliable tool still but it has some unpredictability in data
classification. Its performance seems to suffer when the amount of data increases and
also with the addition of noise in the data. This problem can be solved by using
robust SVM that has nonlinear separation and multiclass classification. SVM is being

widely used and preferred in data mining [1-4].

(SVM) [5], although first proposed as a classification algorithm, can be used in many
fields such as clustering [6], density estimation [7] or regression [8]. This method is

based on predicting the best function that separates the data.

SVM is a learning machine that can be used to create regression rules (functions).
First proposed in 1960s, it became very popular, and suggested in classification in
1990s. since then researchers have been working on this learning machine and trying
to improve its learning ability. It has been protecting its importance in machine
learning techniques since 1995 and it seems that, in the future, it is going to serve as
one of the most important techniques. It is based on Vapnik’s “Statistical Learning

Theory” .

1.2.1 Overview of SVM

The journey of SVM [9], although the term “support vector” was first mentioned in
Vapnik’s work in 1965, dates back to 1936. Presentation of the first algorithm for
pattern recognition is published by fisher in 1936[10]. In 1950, N. Aronszajn
presented “The Theory of reproducing kernels “[11].

In 1957 Frank Rosenblatt first used the simplest kind of separating hyperplane (with
the activation function it is generally a surface but without the activation function we
can say that it is a hyperplane)-a linear classifier-and called it the perceptron (that is
the most basic feed-forward neural network). In 1963 Vapnik introduced the first
support vector algorithm as a pattern recognition method. Then in 1964, SVMs was

introduced as a linear classifier by Vladimir Vapnik and Chervonenkis [12].



Now-a-day, data classification is considered as one of the most important steps in
data mining processes because of the increasing amount of data. The main objective
of data classification is to assign a group to unclassified data. SVM is considered as a
classification tool in machine learning and pattern recognition methods and used in

many areas including data mining.

The purpose of SVM is to find such an optimal hyperplane that separates the data as
accurately as possible i.e. to find such a surface that is as distant as possible from the
samples of each class. The crucial thing about this kind of classification is to select
samples which are closest to the other class. Those samples are called “Support
Vectors”. The fact that the separating hyperplane is optimum makes the algorithm to
have the highest generalization ability. In order for the separating hyperplane to be
optimum it must be located in the middle of the two hyperplanes that are
representing each class. By joining support vectors of each class we construct the
two hyperplanes. And in the middle of these two hyperplanes we place the optimal

separating hyperplane.

To find the optimal separating hyperplane, first we formulize the problem then we

solve it by using quadratic programming [13]

1.2.2 Applications of SVM

SVMs are used in the text categorization [14], image classification [15], many kinds
of cancer classification [16-19], bioinformatics [20], data mining [1-4]. Also in

medical diagnosis SVM has a great importance and has many applications.

1.2.3 Applications of SVM in medical diagnosis

SVM has been studied many times in medical diagnosis for general purposes (e.g.
[21-23] ) it is also used in [24] for hepatitis disease diagnosis combined with
simulated annealing, used in [25] for diagnosis of chronic kidney disease, diagnosis

of heart disease [26] ,diagnosis of liver disease [27] etc.

SVM has been particularly used in diagnosis of thyroid diseases It is also used in
combination with various feature selection methods and optimization techniques
[10, 28-32].

In [28], SVM and probabilistic neural networks (PNN) are used in diagnosis of
thyroid disease, and feature selection is performed by using genetic algorithms. In



[29], SVM is compared with several artificial neural networks (including ANFIS)
when diagnosing thyroid disease. In [31] and [32], diagnosis of thyroid disease is
performed by using SVM structure in a multiprocessor system on chip. Being
successfully diagnosed by a field programmable gate array, diagnosis via SVM

deserves to be studied more to create more reliable systems.

1.3 Outline of Research

After this brief introduction about SVM, in the second section thyroid disease and its
symptoms have been explained.

In the third section an extensive explanation of the SVMs has been given.

In the fourth section Fisher score and genetic algorithms are introduced.

In the fifth section the experiments with their results are presented.

In the sixth section concluding remarks are given.



2. THYROID DISEASES

The thyroid gland is the organ that is located on the anterior side of our neck. The
duty of thyroid gland is to produce and stock thyroid hormone and to regulate the

metabolism by transferring thyroid hormone to the blood when it is needed.

The thyroid gland is the endocrine gland situating in the medial of the neck. The
average weight of thyroid gland is 20 grams and it is as big as a walnut. As it is seen
in figure 2.1 it situates on the anterior side of the neck and under the skin and looks
like a butterfly. The wings of the thyroid are named as right and left. Each lobe is 4-5
cm long and 1-2 wide [33-35].

Figure 2. 1 : Thyroid gland [36].

The thyroid gland is on the right posterior of the trachea bulge and moves up and
down during swallowing so the doctors ask their patients to swallow when
examining the patients [37].

Thyroid gland is the organ which produces thyroid hormone from iodine minerals,
taken by food and water. After passing from intestine to the blood, iodine taken from
water and food comes to the thyroid gland, and it is used for producing thyroid
hormone. The iodine, enters in thyroid gland, and produces the hormones named T3



and T4 by reacting with amino acid named tyrosine. There are 4 iodine molecules in
T4 hormone structure, 3 iodine molecules in T3 hormone. Tyrosine amino acid is
provided by the food with protein nutrient that we consume. As it is seen, it is needed
to take enough protein and iodine into body by food and water in order to produce
enough thyroid hormone. After being produced in thyroid gland, T3 and T4
hormones enters all of the body organs an cells then become effective[33].

All cells in our body are affected by thyroid hormones. The growth of human in
mother’s womb, after birth and all metabolism functions are controlled by thyroid
hormones. There is almost no organ or cell that is not affected by thyroid hormones
[37].

Two types of hormones are secreted from thyroid gland. While 80% of the thyroid
hormones secreted are T4 , 20% secreted are T3, but the hormone entering the cells
and the effective one is T3. T4 hormones do not enter the cells, so T4 hormones
transform into T3 hormones in our body, especially in liver and in other organs. If
this transform fails, T3 is not formed and the thyroid hormones do not show their
effects. The T4 and T3 hormones circulate by engaging to some proteins. The thyroid
hormones engaging to these proteins are named as Total T4 and Total T3. There are
very few hormones in blood circulating without engaging to any proteins .These
hormones are named as Free T3 and Free T4. Free T3 and Free T4 hormones are in
balance with Total T3 and Total T4 hormones so the best experiment that reflects the

working condition of thyroid gland is Free T3 and Free T4 hormones.

The functioning of thyroid gland is controlled by the pituitary gland in the bottom of
our brain. Pituitary gland secretes hormone named TSH and this hormone reaches
thyroid gland by blood and makes it produce thyroid hormones. TSH hormones not
only help thyroid gland to keep iodine, but also they help to produce the thyroid
hormones [33, 37, 38].

When thyroid gland secretes not enough amount of hormones, pituitary gland makes
thyroid gland produce more hormone by increasing TSH secretion. Shortage of the
hormones of thyroid gland is called hypothyroid. In this case, while TSH hormone

rate is higher than normal, T3 and T4 hormones are lower than normal in our blood.



If thyroid gland secrete too much hormones, TSH hormone, secreted from pituitary
gland, decreases. That is, the more T3 and T4 hormones are in our blood, the less is

the TSH hormone. This condition is called hyperthyroid.

2.1 Hypothyroid

Hypothyroid disease generally occurs in conditions that are related to the
autoimmune reasons (autoimmune disease is a disease that alienates the organism to
one of its own tissues with an unknown reason and occurs as a result of attempts to
remove this tissue from the body by its immune system), thyroid gland performs less
because of being damaged. In case of being composed Goiter, causes Hashimoto’s

thyroiditis (It is the inflammation occurred in autoimmune process.)

Although the risk of hypothyroidism exists at all ages, it increases with age and after

the age of 60, 2% - 4% hypothyroidism is observed.

Since it is seen frequently, diagnosed easily, checked up by inexpensive methods and
cured easily, even if there is no complaint nowadays it is recommended to check
TSH (ultrasensitive TSH) once in five years through blood measurement after the
age of 35 and after the age of 60 every other year. Adding TSH measurement to the
examinations done in almost all kinds of endocrinological disorders is important to

diagnose this frequently seen disease[38, 39].

2.1.1 Symptoms of hypothyroidism

The most frequent symptoms in women at fertility age are menstrual irregularities.
As well as being directly related to the hypothyroid, delayed menstruating and
amenorrhea can also occur as a result of hyperprolactinemia stemming from TRH
hormone’s, which increases as a result of hypothyroidism, alerting prolactin

hormone secretion.

Although no symptoms can be seen in hypothyroid disease, symptoms and signs are
related to the decrease of body metabolism and the function of the organs slow down.
Constipation (deceleration of intestine function), intolerance to the cold and
deceleration of body temperature (slowing down of temperature with the deceleration
of metabolism), deceleration of mental functions (forgetfulness, tendency to sleep,

clumsiness, speaking slowly) getting tired easily, low pulse (related to the less



functioning of heart, anemia (related to the decreasing production of blood)
increasing level of cholesterol (related to consuming little cholesterol) water
retention, carpal tunnel syndrome related to the nerve entrapment are among the

common ones[38].

In addition to the symptoms above, heart enlargement, slowing reflexes, muscle
weakness and depression can be found among the examination findings [38, 39].

2.1.2 Diagnosis of hypothyroidism

After TSH hormone measurement is found high, the low measurement of sT4
measurement verifies the diagnose. Generally, in this process, along with starting the
treatment without advanced examination, in some cases it is determined whether it

is autoimmune or not, with measurement of anti-thyroid antibody [38].

2.2 Hyperthyroid

Hyperthyroid means the thyroid gland is producing more thyroid hormone than the
body needs as a result of over-functioning. Increasing of thyroid hormone in blood
because of different reasons is called thyrotoxicosis. The symptoms of these two
thyroids are similar. The level of TSH in blood decreases. The most common reason
of this is known as Graves’ Disease. Hot nodule is one of the other reasons of
hyperthyroid. Also uncontrolledly taken thyroid hormone, thyroid after birth, some
inflammatory thyroid diseases and extreme iodine consumption are among the
causes of Hyperthyroidism disease. Hyperthyroid is a damaging toxic case that

causes disorder and complaint [39].

2.2.1 Symptoms of hyperthyroid

The most prominent symptoms of hyperthyroid are aggression, palpitation, rapid
weight loss , reasonless trembling hands, weak muscle , increasing body temperature,
sweating much, hair shedding, moisturized skin, fragile nails, fast function of
intestine, menstrual irregularity, decreasing menstrual bleeding, swelling eyes,
diplopia [39].



2.2.2. Causes of hyperthyroid

The clearest reason of hyperthyroid is Graves’ disease. However, what causes
Graves’ disease is unknown. Any kind of distortion in the immune system causes
thyroid gland to start over-production of hormones which leads the over-production
of proteins. Another reason of hyperthyroid is the over-functioning nodules. Apart
from thyroid gland, hot nodules regularly produce lots of thyroid hormone and
transfer it to the blood. In case of inflammation of the thyroid gland, taking excessive
iodine and the damaged thyroid gland can be accepted as other reasons of
hyperthyroid rarely seen. Unrestrainedly and excessively taken thyroid hormone,
given in hyperthyroid treatment, is also a reason of hyperthyroid [39].

2.2.3. Diagnosis of hyperthyroid

As hyperthyroid is a clear disease, it is easy to diagnose. The general examinations
done considering the symptoms are enough to diagnose. The thyroid hormones and
the level of TSH in blood are monitored for exact diagnosis. Generally both of the T3
and T4 or just one of them is high. In case of Graves’ disease the thyroid antibody
increases. Data about nodules are obtained from thyroid scintigraphy. However

thyroid uptake test gives information about all the functions of thyroid gland [39].
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3. SUPPORT VECTOR MACHINES

The purpose of statistical learning is to search for a way that we can estimate outputs
from inputs. To be more precise, outputs are properties of objects and inputs are
measurable features of the corresponding object. The outputs are all about decision
while the inputs are about indication. In most of the cases the assumption is that the
feature subsets (input variables, measurements) are all known while only few of
outputs are known. Determination or estimation process is based on the fact that the
outputs are dependent on inputs. In pattern recognition, this is an estimation of a

function that is able to separate objects based on previous examples.

Support Vector Machines (SVM) [40] is one of the most important learning
algorithms. It is famous for its capability of handling high dimensional data,
powerful theoretical foundations and generalization performance. This chapter

demonstrates a brief description of SVM.

3.1 Linear SVMs

Classification in a linearly separable data is the most fundamental task of SVMs. On
the other hand it is not always the case. Due to noise or some other factors the data
might be linearly non-separable or non-separable at all. We will now explain what to
do in both of these situations. Of course the first case is linearly separable case.

3.1.1 Classifying linearly separable data

Let ((X1,Y1),....(Xn,Yn)) be the training dataset where xi are the input vectors
representing the observations (i.e. instances) and vy, € [-1,1] are labels. The purpose
of support vector learning is to find a hyperplane (see figure 3.1) which is capable of
separating positive samples from negative samples where the distance between the
hyperplane and nearest positive and negative samples is maximum. To make it easy
to understand we introduce a variable called “margin”. Margin is the summation of

the shortest distances of positive and negative samples to the separating hyperplane.
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From the definition of margin we can revise the purpose of SVM as “the search for
the hyperplane that has the largest margin”. The main aim in looking for a largest
margin is based on the assumption that the hyperplane that has the largest margin has

probably less sensitivity to the noise [41].

class 1

Origin

Figure 3. 1 : Construction of optimal separating hyperplane in linearly separable
data. The circled samples located on the constraints are called support vectors.

The two constraints to create the largest margin separating hyperplane are
W-x+b>+1 |y =+1 3.1)
W-x +b<+1 |y =-1 (3.2)

where w is the normal to the hyperplane, |bl/|lw/| is the distance from the origin to the

hyperplane, and ||w|| is the norm of w.

By using the sign of Y; (being positive in positive samples and being negative in

negative samples), we can write these two constraints as one constraint [40, 41].

yi(W-x +b)>1 i 3.3)
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The two constraints form two canonical hyperplanes. Circled examples are closest
samples to the separating hyperplane. They are called support vectors and they all lie
on the canonical hyperplanes H1 and H2 [41]. It can be easily seen that these
hyperplanes are parallel to each other and the distance between them is calculated as

follows

IO:|1—b|_|—1—b|:i
[l wl 34

Since margin is inversely proportional to

6C|

w|[” we can maximize margin b
g y

minimizing

“|

[w||” in order to make it easy to compute, we will try to minimize

%||w||2 subject to the constraints.

Therefore, the corresponding hyperplane is built by solving the primal optimization
problem written below [41].

TEI,D (w) = %”W”2 SUbject to yi (W Xi +b) >1 vi (35)

To solve the problem easily, we should express it in a Lagrangian form
1 9 | |
min L(w, b, a) = §||w|| = ay(xw+b)+> a, (3.6)
" =) i1 '

where @; are nonnegative Lagrangian multipliers for each constraint. Then the

purpose is to minimize (3.6) with respect to w [41].

3.1.1.1 The Karush-Kuhn-Thucker conditions

The Karush-Kuhn-Thucker (KKT) [42, 43] conditions create the conditions that are
required to be fulfilled by an optimum solution to a general optimization problem.
According to the KKT conditions, primal problem presented in equation (3.6), the
conditions mentioned below should be satisfied by the solutions w, b and a.

oL(w',b",a")
T_Wv_zi“aiyixivv:l“‘,d 3.7)
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Awb.a) =-2.aY,=0 (3.8)

ob
Y. (X -w+b)-1>0 v (3.9)
3,20 vi (3.10)
(Y, (w-x+b)-1)=0 vi (3.11)

Since the SVM problem is convex, KKT conditions above are necessary and
sufficient [44]. Due to that reason we can state that the SVM problem can be solved
easily once the solution to the KKT conditions are met. The first KKT condition
describes the optimal hyperplane with a linear combination of vectors in training set

as.
W=y (3.12)

According to the second condition of KKT, the aicoefficient of should satisfy the

following equation:

Zai*yi =0, ai* >0 (3.13)

i=1

3.1.1.2 The dual problem

SVM problem is the problem of maximizing “w” and “b” and minimizing a in
equation (3.6). Therefore it is a saddle point that we are looking for. Following the
KKT conditions at this point, the derivatives of L with respect to “w” and “b” must
disappear[44, 45]. By putting equation 3.7 and 3.8 into equation 3.6 the following

equation of dual is obtained:

Dy,

1 :
maxL, =Y a—=>» aaVyX- X Subjectto Vi
a ° 21: ZzZ/: i) J J {ai>0

(3.14)
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Therefore, the coefficients «; are computed by solving the dual optimization
problem. The samples with a; > 0 «a;are named “support vectors” and they rest on
one of the canonical hyperplanes (H1 or H2). One should note that we are not going
to use the instances with a; = 0. Those instances which are not support vectors are

not needed to construct the hyperplane[41]. Then decision function is

M
fO)=w'x +b:zyiai(XiTX) (3.15)
i=1
Determination of the estimated classification of X is being determined by looking at

the sign of the decision function.

3.1.2 Classifying linearly nonseparable data and noise

Till now the cases in which the data is linearly separable have been explained. But in
the real life situations, most of the times the data cannot be separated by even an
optimal hyperplane. Even if the data can be linearly separated in normal
circumstances, because of a mislabeled pattern, SVM could fail in the search for total
separation of both classes. Outliers are crucial problems that optimal hyperplanes
cannot separate. These problems lead us to find a micro solution called “soft

margin”. By soft margin SVMs one can easily manage creating an optimal

hyperplane. We now add another variable called Penalization constant (&;) to the

constraints (see figure 3.2) so that the constraints can be more flexible. Then the
constraints with new penalization constant (positive slack variable) could be written

as follows [46].

W-X+b>+1-& =y =+1
Vi=iw-x+b<-1-& =y =-1 (3.16)
£ 20

Now we can estimate that there is toleration in the constraints.

By this toleration we manage to decrease the harmful effects of outliers in the
dataset. However one should be careful when adjusting the value of slack variable
because big values could end up creating useless solutions for classification.
Therefore, this slack variable should have some limits adjusted by a coefficient. The

equation can be written as follows:
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. 1, g
min T (w,&) :EHWH +CZ§i (3.17)

WeK,§eRm

Parameter (C>0) is adjusted by the user based on basic information about the dataset

and classification problem.

[
® °
/ v
®
® °
&
lwl
Figure 3. 2 : Soft margin Hyperplane[45]
The solution is the same as it is in separable data.
oL,
E—O@W—Zaiyixi (318)

where «a; are support vectors. The penalization function which eq. 3.17 includes is

linear and it vanishes when converted to dual form.

1 . ] Céai <0
max L, =Zi:ai —E%“aiajyiiji -X; Subject to Vi= T 4y, =0 (3.19)

3.1.2.1 Details of linearly nonseparable data

When the linear classification of the substitutes assigned to dissimilar classes isn't
possible, then the misclassifications not only need to be tolerated but also penalized

as well. In real life it is not always possible to find a perfectly separable case which
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can cover all the cases. Therefore in order to increase the application area of the
model the misclassifications need to be covered [47].

To add misclassifications into the model we need to introduce slack variables into
equations 3.20 and 3.21 [48].

. 1 - N
|\/|In=§W W+C21‘=1§1 (3.20)
Subject to
Y, (W' x+b)>+1-&,i=1-- N (3.21)
ézo,izl,--',N (3.22)
where

C = positive constant representing settle between margin maximization and error
minimization

& = slack variables to calculate misclassification error of alternative.

3.2 Quadratic Programming

Quadratic programming is a mathematical optimization problem which is used for
the minimizing or maximizing an optimization problem which is quadratic and muti-

variabled, subject to linear constraints (equality or inequality) [46, 49].

By applying Lagrange multipliers for nonlinear constrained optimizations, the
Lagrangian A as the objective function plus a linear combination of the constraints

can be expressed as[49]:
—~ - -1 - n -
A(w,b,é&[a) = EHWH +C HQZH_Zal (yi (Xi W) + Yib -1+¢ (3.23)
i=1

Where a, >0 are Lagrange multiplier and must not be negative as denoted by the non-

negativity of their corresponding constraints:

yi(;i'vv)+Yib_1+‘§ >20=48 20 (3.24)
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Writing dual form:

a = arg max {arg min A(w,b, & || 5} (3.25)

a w,b,&

Differentiating Lagrangian with respect to w, b and & to extract the minimum and

equating it to zero:

OA : - -

—=0= ayx. =w

8W ; |y| i

OA s

—=0=)> ay =0

b .2-1: i Yi (3.26)
9 0= a=2cE

oS

Add the first and the third part of the above extracted Lagrangian into dual form:

A(W,b,g”é)_— i '(E'W)+aiyib_ai+ai§i

=—zza ()% x)+ Zay.(x Zay.x.)+2a (a-&)

—-23 3 aa, 0y )+ & a’+Za a2 20
=——ZZ_]a (Y6 %;) - +Za

The final dual quadratic optimization, subject toa, >0 and Zai y, =0, can be written
i=1

as.

a - arg max ——ZZa S Y %) - +Za (3.28)

i=1l j=1
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The dual forms of separable and not separable case are almost the same except there
is an additional upper bound of C in Lagrangian coefficient ;. On the other hand it

is clear that as penalization constant (C) goes to infinity, C - in (eq. 3.26) it

becomes the same as it is in separable case.

3.3 Nonlinear SVMs and kernel methods

In order to classify patterns with artificial intelligence techniques, machine learning
uses a class of algorithms which are known as Kernel Methods. One of the most
famous algorithm of that class is SVM. Pattern analysis is used generally to analyze
relations in datasheets. Most of the algorithms used for that purpose need the raw
data to be completely changed into feature vector by using feature map. Meanwhile
to solve the same problem using kernel methods a similarity function of the raw data
is needed. Due to their use of kernel functions they are called Kernel Methods.
Kernel Functions can be operated in high-dimensional feature space and they remove
the additional work of computing the coordinates of data present in that space which
is an advantage. The operation of calculating the inner products in feature space is
computationally easier than the aforementioned one and is known is Kernel Trick.
[50]. Figure 3.3 gives an idea about how kernel transformation works. Figure 3.4 is a
representation of classification via support vectors in a transformed form of the

feature space.

Ky) K(y)
y K(y)
y K
> | *©
y Transformation KD Ko
Yy
y K(x) KG9

Figure 3. 3: Kernel Transformation
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Figure 3. 4 : Conclusion of separation task; 17 green samples are support vectors
which are used to create decision boundary. Blue samples are indicating the positive
while red indicates negative[49].
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Some of the popular kernels used are mentioned as follows:
Fisher Kernel

Graph Kernel

Polynomial Kernel

RBF Kernel

String Kernel

3.3.1 Polynomial kernel

It is a type of kernel that is used mostly with SVM and other similar models that
allows the learning of non-linear models. It is one of the most frequently used types
of kernel. It uses the combinations of features of the input samples in order to study

the similarity between them[50].

Given x and y which are the vectors of features calculated from training or testing,
the polynomial kernel for degree polynomials can be mathematically written as

follows:

K(x,y)=(x"y+c)’ (3.29)
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4. FEATURE SELECTION AND OPTIMIZATION

Two basic methods that can be used in a classification problem are feature selection

and Optimization.

4.1 Feature Selection Via Fisher Score

Fisher Score[51-53] is one of the most popular feature selection methods in machine
learning applications. Fisher (1936) first proposed it to classify objects of two
different classes and it has been quite popular since then. Numerous strong feature
selection algorithms have been developed after Fisher’s first algorithm. However,
being outperformed by other classifiers did not make Fisher’s algorithm less
important since one of the best algorithms (SVM) is descended from Fisher’s
algorithm. A short summary of Fisher score, which is used for feature selection in

this research, is presented in the following paragraphs:

The main concept of Fisher score is to find the subset of selected features in a way
that the data points which belong to different groups are distant to each other while
the data points which belong to the same group are closer to each other. The Fisher

score can be calculated as follows [53].
F(2) :tr{(Sb)(St £, @)

Where » is a positive regularization parameter, S, is between-class scatter matrix,

and S, is total scatter matrix, which are defined as

S, = Z N (e — 1) (g — 1)’
-~ 4.2)
St = an (Zi _,U)(Zi _ﬂ)T1
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where g and n_are the mean vector and size of the k™ class respectively in the

reduced data space. S, is mostly singular, so in order to make S, a positive we add

perturbation term Y1 . The feature selection is a combinatorial optimization problem

d
and therefore is difficult as there are [mj candidate Z's out of X. To make it a bit

simple, heuristic strategy is used to calculate independent score for each feature

. Y d . - -
according to criterion F. Therefore, there are only (J =d nominees. Let x4 and o}

be the mean and standard deviation of k™ class corresponding to j feature. Let i

as the mean of the whole data set corresponding to the j feature. Then the Fisher
score can be calculated as follows [53]:

D oean () - ')

F(x')= Zﬁ:1nk(o_kj)2 , 4.3

The feature with the highest scores is selected after the completion of computation of
the Fisher score for every feature. The feature which is selected by the heuristic
algorithm is not completely optimal due to the fact that scores for every feature is
calculated independently. The features which have low individual scores, but high
combined scores, are neglected by the heuristic algorithm which is also a major
disadvantage. Besides that, it doesn't have the capability to process redundant
features. Due to those aforementioned reasons Fisher score is proposed to find a

solution of such problems [53].

4.2 Optimization Via Genetic Algorithm

Genetic Algorithm (GA) is an optimization method which is mainly based on the
theories of natural selection and evolutionary processes. It is first put forward in
1975 by John Holland at the University of Michigan [54].

GA is a search optimizer which can be used to increase the operating response of
parallel-processing machines. It can be implemented on continuous as well as
discrete optimization problems. GA is stochastic therefore the likelihood of it getting

trapped in local minima is relatively less.
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In GA [55], every value in the parameter space is a binary string, known as
chromosome, and has a fitness value of its own. Optimal fitness value is normally the

value of the objective function evaluated for that particular point.

In GA, a population of points is generated and evolved in order to improve the
overall fitness value. For every generation a new population is created, by using

crossover and mutation genetic operators, by GA.

The members which have higher fitness values have the higher chances of survival
and participation in the mating operations (giving birth to new generations). As the
generation is leveled up, a population having members with better fitness values is

obtained. Matlab Optimization Toolbox Interface is seen in the figure 4.1

4\ Optimization Tool o | B R
File Help

Problem Setup and Results Options >>

= z & Pop
Solver: | ga - Genetic Algorithm v
) [# Fitness scaling
Problem
Fitness function: @(degiskenl)hyperthyroid_fcn(degi ) [ Selection

Reproduction

Number of variables: |1

& Mutation
Constraints: Crossover
g |
Linear equalities: Aeq: beq: EC I
Bounds: Lower: |01 Upper: 100 [# Hybrid function

Stopping criteria

Neonlinear constraint function:

[
(
(
[
(
[
Linear inequalities: A b: [ Mi
(
[
(
[

= Plot functions

Integer variable indices:

Run solver and view results Plot interval: 1
["] Use random states from previous run [¥] Best fitness [V] Best individual  [¥] Distance
= = [¥] Expectation [¥] Genealogy [¥] Range
3 Pause Stop
; . [V] Score diversity [] Scores [¥] Selection
Current iteration: |65 Clear Results
[¥] Stopping [¥] Max constraint

-

[¥] Custom function: |@gaplotbestindiv_regulated
Optimization running. [ [# OQutput function ]
Objective function value: -0.9804054054054043

Optimization terminated: average change in the fitness value less than options.TolFun.

[ [# Display to ¢ d window ]

m

[ [# User function evaluation ]

AV
Final point:
0,101
< »

Figure 4.1: Matlab Optimization Toolbox-Interface

4.2.1 GA's components

The first step in GA is to convert points present in parameter space into binary bits.

Example: (10, 1, 7) can be represented as 1010 0001 0111
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Using binary coding every coordinate value is coded in a gene which is composed of
four binary bits. Any other coding technique i.e. grey coding could have been used
too. In this way, a knowledge which is related to a specific issue can be directly
integrated into GA [55, 56].

4.2.2 Fitness evaluation

After the creation of a generation every member of that population is assigned with a
calculated fitness value. The fitness value of the i member is normally the objective
function in maximization problems. It is also possible to rank the member in a
population according to its fitness value which also reduces the need of an objective
function. The fitness values need to be positive in general.

4.2.3 Selection:

A new population is created by using the current generation after the evaluation.

Just like the survival of the fittest in natural selection, the participating parents for the
production of off-spring is selection based on their fitness values[55].

fi
i.e. Selection probability can be equated to Zn: where n is the population size.
fk

k=1

4.2.4 Crossover

Crossover is similar to mating in natural evolutionary process. It is normally applied

to the selected pairs of parents with a probability equal to a given cross-over rate.

4.2.4.1 One-point crossover

Crossover point is randomly selected as shown in below

One-point crossover

100 |10001 100 |10011
011 110011 011 {10001

Figure 4.2 : One Point Crossover
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4.2.4.2 Two-point crossover

n-point crossover can also be defined therefore it is possible that some children may

outperform their parents in their generation [52].

Two-point crossover

= 1

1

1{0001]|110
1{0110]010

0110)110
0001)010

Figure 4.3 : Two Point Crossover
4.2.5 Mutation

In order to have an adequate solution, the generated population must contain all the
encoded information needed to solve a specific problem. Mutation helps with the
increase in the efficiency of the pool of phenotypes in the population and resists local
minimum and maximum regions. Besides, it also provides the guarantee of new

population with the new solutions. [56].
New chromosomes are produced by using the mutation operator.

The main advantage of mutation is that it prevents the population to converge to a

local optimum point.

Good chromosomes are generally not lost as the mutation rate is normally very low

i.e. below 0.1
10011110 =>10011010

ﬂ 1} mutated bit

Figure 4.4 : Mutation

Elitism is a way to keep a particular number of best members when a population is

generated.
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4.2.6 A simple GA example (maximization)

Step 1

A population is created by randomly generated individuals
Step2

Each member’s fitness value is calculated and assigned
Step 3

A) Two members having proportional fitness values are selected.
B) Crossover is applied according to the crossover rate.
C) Mutation is applied according to the mutation rate.
D) A to C are repeated until enough members are there to form the next
generation
Step 4

Steps 2 to 4 are repeated until the stopping criterions are met. Stopping Criterions
are computation time, optimization goal, minimal improvement, and minimal

relative improvement

Computation time is stopping criteria that is based on the computation time or the

number of iteration counts.

Optimization goal is the evaluated objective function exceeds the certain preset

goal value.

Minimal improvement is the stopping criterion that is met when difference in

fitness values fy-(fk.1) is less than a preset value.

The criterion minimal relative improvement is met when (fi-fi.1)/fi-1 is less than a

present value.
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5. EXPERIMENTS AND RESULTS

In this study, diagnosis of Hyperthyroid and Hypothyroid diseases via SVM is
performed. A hybrid method that includes three different machine learning
techniques (SVM, Fisher’s Linear Discriminant and Genetic Algorithm) is created to

perform this study.

The database used in this experiment is taken from machine learning repository [57].
It consists of 215 instances of three classes. The distribution instances to the classes
IS

e 150 healthy (classl)

e 35 hypothyroid (class2)

e 30 hyperthyroid (class3)

In order to perform these experiments two datasets are constructed using this dataset.
First dataset consists of 185 instances distributed as

e 150 healthy (classl)
e 35 hypothyroid (class2)
and it is used in diagnosis of Hyperthyroid disease (in section 5.1). The second

dataset consists of 180 instances distributed as

e 150 healthy (classl)
e 30 hyperthyroid (class3)

and it is used in diagnosis of Hypothyroid disease (in section 5.2).

The experiments performed consist of four steps. At first, Fisher Scores for each

dataset are calculated using the two datasets (see table 5.1 and 5.2).

The second step is the construction of six different functions (three for hyperthyroid,
three for hypothyroid) that can be optimized by Genetic Algorithms. In these
functions, at first the data are separated as training and test sets by performing Cross-

Validation. Training set is 40% of the whole data. The remaining 60% is reserved for
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testing purposes. Secondly the SVM is constructed using Matlab Statistics Toolbox
and trained by using training set. Then testing data is placed in the corresponding
SVM. Afterwards the output of the SVM and the real outputs are compared to see
how much they match. Within the optimization function this process is repeated 100
times. Because of randomness of Cross-validation, at each time, the new training and
test data are different. The accuracy of the network is assigned to a 1x100 vector. At
the end, the mean value of the vector is assigned as an average accuracy of the
network. This average accuracy is used as a Fitness Value for genetic algorithm and

the variable, which was optimized, was the soft margin parameter (C).

Table 5. 1 : Fisher scores of each feature for Hyperthyroid.

Classification Fisher Score
F1 (T3RU) 0.4458
F2 (T4) 2.85952
F3(T3) 0.8535
F4 (TSH) 0.4952
F5 (MAD-TSH) 59.7975

Table 5. 2 : Fisher scores of each feature for Hypothyroid.

Classification Fisher Score
F1(T3RU) 0.7352
F2(T4) 7.2840
F3(T3) 1.0387
F4(TSH) 0.6303
F5(MAD-TSH) 0.6737

In the third step, Using Matlab - Optimization-Toolbox, the optimal values of Soft
Margin Parameters are obtained with respect to the corresponding fitness value. The

resulting graphics of optimization process are shown in figures 5.1-5.18

Then in the fourth step, using the optimal value of the corresponding soft margin
parameter (C), three different experiments have been performed for each disease by
utilizing three different datasets for 10 times. At each time the accuracy of the
network is assigned to 1x10 vector (it is called the Accuracy Vector) respectively.
After 10 iterations the average accuracy of the network is determined by taking the
mean of the accuracy vector. This mean value is the main criteria of the performance

of the corresponding classifier.
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5.1 Hyperthyroid Test Results

The first experiment on diagnosis of hyperthyroid is performed with all the feature
subsets of the original dataset. Using MATLAB Optimization Toolbox the optimal
soft margin parameter is calculated as C=21,9450. This value is used as the value of

the soft margin parameter in SVM that is created for the classification task.

The changes in fitness value of hyperthyroid test that all features in dataset are used
in are seen in figure 5.1. In this experiment, the objective was to increase the
efficiency of the network in terms of accuracy. Therefore the fitness value is the
accuracy of the SVM. However, genetic algorithm always struggles to find the
minimums. Therefore, the accuracy is multiplied with -1 and scaled in between 0 and
-1. One can observe from the fig 5.1 that the mean fitness is never less than 97.1% in

this very first experiment.
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Figure 5.1 : The changes in fitness value of hyperthyroid test that all features in
dataset are used in (F1,F2,F3,F4,F5)

The graph of average distance between indivuduals vs. number of generation for first
hyperthyroid test is shown in figure 5.2. one can easily observe from the graph that
average distance between indivuduals does not change too much after 16™
generation. This information gives an idea about how close the population is to the
extremum. Therefore, it can be assumed that the maximum number of generations
could be picked as 16 in order to have the least computational cost. Of course, this

criteria, by itself, is not enough to decide on the number of generations.
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Figure 5.2 : The Average distance between individuals for hyperthyroid test that all
features in dataset are used in (F1,F2,F3,F4,F5)

The second experiment is carried out using features F2,F3,F4,F5 (namely: T4, T3,
TSH,MAD-TSH) and the calculated optimal value of C is 0,1. This is used as the

value of the parameter C in SVM that is created for the classification task that has 4

inputs .

The changes in fitness value of hyperthyroid test 2 are seen in figure 5.3. The

accuracy is multiplied with -1 and scaled in between 0 and -1. It is observed from the

fig 5.3 that both the mean fitness and best fitness of the second experiment is lower

than the first experiment’s values.
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Figure 5.3 : The changes in fitness value of hyperthyroid test 2 (F2,F3,F4,F5)

The graph depicting the average distance between indivuduals vs. number of

generation for first hyperthyroid test is shown in figure 5.4.
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Figure 5.4 : The Average distance between individuals for hyperthyroid test 2

(F2,F3,F4,F5)
It can be observed from the graph that average distance between indivuduals does not
change too much after 7" generation. This information could either mean that , the
optimization is stuck in a local minimum instead of finding the global minimum or
decreasing the number of features is not a good idea in this particular case. The
reason can only be found by performing all experiments and evaluating them all
together.

The third experiment was performed using the features F2,F3,F5 (namely: T4, T3,
MAD-TSH) and calculated optimal value for C was 0.1149. This is used as the value
of the parameter C in SVM that is created for the classification task that has 3 inputs.

The changes in fitness value of hyperthyroid test 3 are seen in figure 5.5. The
accuracy is multiplied with -1 and scaled in between 0 and -1. It is observed from the
fig 5.5 that the mean fitness is the highest in the third experiment of the hyperthyroid
test.

The graphc of average distance between indivuduals vs. the number of generation for

first hyperthyroid test is shown in figure 5.6.

It can be observed from the graph that average distance between indivuduals does not

change too much after 5" generation.
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Figure 5.5 : The changes in fitness value of hyperthyroid test 3 (F2,F3,F5)

By using all feature subsets (the first experiment) the optimal value is
(Coptimal=21,9450) and 96,22% average accuracy (see Table 5.2) was obtained at
that optimal value of C. When the feature subsets (F2,F3,F4,F5) are used the result
became (Coptimal=0.1) and the average accuracy was 96,89% at that optimal value
of C. The details of ROC parameters for hyperthyroid test are in the tables 5.3, 5.4,
and 5.5

Average Distance Between Individuals

N w H [4)]
o (= o (=]
T rEL T 1

Avergae Distance

—_
o
T

0 taval adsasassnas $800aananalansnaenand 2°2¢siases I 1 1

10 20 30 40 50 60 70 80 90 100
Generation

Figure 5.6 : The Average distance between individuals for hyperthyroid test 3
(F2,F3,F5)
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Table 5. 3 : Result of the experiment 1-Hyperthyroid (F1,F2,F3,F4,F5).

Number of Test Accuracy (%) Sensitivity (%) Specifity (%)
1 97.30 92.86 98.33
2 95.95 78.57 100
3 97.30 92.86 98.33
4 94.59 85.71 96.67
S) 97.30 85.71 100
6 97.30 92.86 98.33
7 91.89 64.29 98.33
8 97.30 92.86 98.33
9 97.30 92.86 98.33
10 95.95 85.71 98.33

Table 5. 4 : Result of the experiment 2- Hyperthyroid (F2,F3,F4,F5).

Number of Test Accuracy (%) Sensitivity (%) Specifity (%)
1 95.95 85.71 98.33
2 94.59 92.86 95.00
3 97.30 92.86 98.33
4 97.30 100 96.67
5 97.30 92.86 98.33
6 100 100 100
7 93.24 92.86 93.33
8 100 100 100
9 95.95 92.86 96.67
10 97.30 85.71 100

35




Using the feature subsets (F2,F3,F5) obtained value of C was 0.1149 and 98,11%

average accuracy (see Table 5.5) was achieved at that optimal value of C).

In terms of average sensitivity, the best results (97,14%) are calculated by using (F2,
F3, F5 feature subsets). When the feature subsets are (F2, F3, F4, F5) the average
sensitivity is calculated as 93,57%. Using all feature subsets average sensitivity gets
86,43%.

Table 5. 5: Result of the experiment 3 -Hyperthyroid (F2,F3,F5).

Number of Test Accuracy (%) Sensitivity (%) Specifity (%)
1 95.95 92.86 96.67
2 98.65 100 98.33
3 97.30 100 96.67
4 98.65 92.86 100
5 98.65 100 98.33
6 98.65 100 98.33
7 98.65 100 98.33
8 97.30 85.71 100
9 98.65 100 98.33
10 98.65 100 98.33

In terms of average specifity, the best result is (98,5%) is obtained by using all
feature subsets (F1,F2,F3,F4,F5). When feature subsets (F2, F3, F4, F5) are used the
average specifity is determined as 97,67%. Finally using feature subsets (F2, F3, F5)
average specifity is 98,33%.

5.2 Hypothyroid Test Results

The first experiment on diagnosis of hypothyroidcontains is performed with all the
feature subsets of the original dataset. The output of the optimization algorithm is
C=0,1166. This is the value of the soft margin parameter in SVM used for the

classification task. The changes in fitness value of hypothyroid test that all features
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in dataset are used in are seen in figure 5.7.
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Figure 5.7 : The changes in fitness value of hypothyroid test that all features in
dataset are used in (F1,F2,F3,F4,F5).

It would be good to remember that the objective of this study was to increase the
efficiency of the SVM in terms of accuracy. The parameter to be optimized is the
coefficient of the slack variable and the fitness value is the accuracy of classification.
Since genetic algorithm always struggles to find the minimums, the accuracy is
multiplied with -1 and scaled in between 0 and -1. Having seen that the best fitness
and the mean fitness are 97.2% and 96.6% ,respectively, in figure 5.7 one can say
that the corresponding SVM is more successful in diagnosis of hyperthyroid disease

than it is in diagnosis of hypothyroid in case the all feature subsets are used.

The changes in average distance between individuals as the new generations are
being created for the first hypothyroid test is shown in figure 5.8. After 8"
generation, the average distance between individuals becomes zero and remains still
in that point. This situation could be the result of taking lower bound as 0.1.
Although the lower bound seems to be taken high, considering all experiments

together, it is the best value that gives reasonable results.

The second experiment is carried out using the Features (F1,F2,F3,F5). The optimal
value of C is 22,7735. This is used as the value of the soft margin parameter in the

SVM that is created for the classification task which has 4 inputs .
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Figure 5.8 : The Average distance between individuals for hypothyroid test that all
features (F1,F2,F3,F4,F5) are used in.

The changes in fitness value of hypothyroid test 2 are seen in figure 5.9. The
accuracy is multiplied with -1 and scaled in between 0 and -1. It can be seen from the
fig 5.9 that the performance is decreased in terms of both best fitness and average
fitness. (97% and 96.6%, respectively)
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Figure 5.9 : The changes in fitness value of hypothyroid test 2 (F1,F2,F3,F5).

The graph of average distance between individuals vs. number of generation for first
hypothyroid test is shown in figure 5.10. It can be observed from fig 5.10 that the
changes in the average distance between individuals does not follow a desired path

which ensures that the global minima is found in between lower and upper bounds.
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Figure 5.10 : The Average distance between individuals for hypothyroid test 2
(F1,F2,F3,F5).
In the last experiment performed for diagnosis of hypothyroid disease (F1,F2,F3) the
optimal value of the soft margin parameter was calculated as C=0,1. This is used as
the value of the parameter C in SVM that is designed for the classification task that
has 3 inputs (T3RU,T4,T3)

The changes in fitness value of hyperthyroid test 3 are seen in figure 5.11. The
accuracy is multiplied with -1 and scaled in between 0 and -1. It is seen that the best
fitness is approximatel 94,9% and the mean fitness is 94%
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Figure 5.11 : The changes in fitness value of hypothyroid test 3 (F1,F2,F3).

The graph of average distance between indivuduals vs. the number of generation for

first hyperthyroid test is shown in figure 5.12.
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Figure 5.12 : The Average distance between individuals for hypothyroid test 3
(F1,F2,F3).

By using all feature subsets (the first experiment) obtained optimal C is (C=0,1166).

98,06% is the average accuracy (see Table 5.6) at that optimal value of C.

Table 5. 6: Result of the experiment 4- Hypothyroid (F1,F2,F3,F4,F5).

Number of Test Accuracy (%) Sensitivity (%) Specifity (%)
1 97.22 100 96.67
2 97.22 91.67 98.33
3 98.61 91.67 100
4 98.61 91.67 100
5 97.22 83.33 100
6 100 100 100
7 94.44 75.00 98.33
8 98.61 91.67 100
9 100 100 100

10 98.61 91.67 100
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Using the feature subsets (F1,F2,F3, F5) led the optimal value of C to be calculated
as Coptimal=0,1166) and 96,53% average accuracy (see Table 5.7) corresponding to

the optimal value of C.

Using the feature subsets (F1,F2,F3) obtained results (see Table 5.8) are

Coptimal=0.1 and 95,97% average accuracy at that optimal value of C.

Table 5. 7 : Result of the experiment 5- Hypothyroid (F1,F2,F3,F5).

Number of Test Accuracy (%) Sensitivity (%) Specifity (%)
1 97.22 100 96.67
2 97.22 83.33 100
3 94.44 75.50 98.33
4 98.61 100 98.33
5 98.61 91.67 100
6 98.61 100 98.33
7 93.06 66.67 98.33
8 94.44 83.33 96.67
9 97.22 83.33 100
10 95.83 83.33 98.33

In terms of average sensitivity, the best result (91,67%) is calculated by using all
feature subsets (F1, F2, F3, F4, F5). When the feature subsets (F1, F2, F3, F5) is
used the corresponding average sensitivity is 86,67%. Using feature subsets(F1, F2,

F3) average sensitivity gets 87,50%.

In terms of average specifity, the best result (99,33%) is obtained by using all feature
subsets (F1,F2,F3,F4,F5). When feature subsets (F1, F2, F3, F5) are used the average
specifity is found 98,50%. Finally using feature subsets (F1, F2, F3) get average
specifity of 97,67%.
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Table 5. 8 : Result of the experiment 6- Hypothyroid (F1,F2,F3).

Number of Test Accuracy (%) Sensitivity (%) Specifity (%)
1 93.06 75.00 96.67
2 97.22 91.67 98.33
3 97.22 83.33 100
4 95.83 75.00 100
5 95.83 91.67 96.67
6 95.83 100 95.00
7 95.83 91.67 96.67
8 98.61 91.67 100
9 98.61 91.67 100
10 91.67 83.33 93.33
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6. CONCLUSION

Many studies have been conducted in order to successfully diagnose thyroid disease
via machine learning techniques. Most of them contain hybrid and sophisticated

algorithms.

In this study a system that is able to diagnose the Thyroid diseases (hyperthyroid and
hypothyroid) using SVMs is presented. The questions of how to increase the
accuracy of the classifier by selecting the most important features and finding the
optimal value of a classifier parameter for each dataset created using the information

on importance of features are answered.

The results have shown that via optimization of SVM parameters, one can always
obtain better results in terms of accuracy, sensitivity and specifity of the classifier.
Also by reducing the dimensionality via feature selection one can increase the

performance of the classifier in terms of accuracy, sensitivity and specifity.

In the future, this experimental system is going to be used in other classification
problems in which optimization could be required. Also, more parameters are going

to be optimized in order to make the classifier more accurate.
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