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ABSTRACT

VOLATILITY MODELLING AND FORECASTING VALUE-AT-RISK:
EVIDENCE FROM NEW AND CANDIDATE EUROPEAN UNION COUNRIES

TUNGC, Gokce

PhD, Department of Business Administration

Supervisor: Do¢. Dr. Adnan KASMAN

June 2010, 161 pages

A uniform risk measurement methodology called Vadtieisk (VaR) has become one of
the most commonly used tools for measuring, mamggaind reporting market risk in recent yedrss
well documented that a crucial parameter in thelémentation of parametric VaR calculation
methods is the estimation or forecast of a votgtiiarameter that describes the asset or a partfoli
The objective of this thesis is to determine thethgerforming method for VaR estimation by
evaluating the performances of different volatilityodels, by using data from new European Union
member countries from the Central and Eastern EU(QEE) and three official candidate countries
(Turkey, Croatia and Macedonia).

This thesis also analyzes the volatility beha¥arclosing prices of the stock indices of
new and candidate European Union countries usiogt $ARCH) and long memory (FIGARCH
and HYGARCH) models based on the normal, Studeatd skewed Studentdistributional
assumptions. Then, the performance of value-atsisikbers are tested by the estimated volatility

models using Kupiec LR test.



The empirical results indicate the presence of bhusy memory property in the returns and
volatility of six of the fourteen EU new member andndidate countries. The presence of long
memory volatility in most of the new and candidgte stock markets enables us to rank the degree of
market inefficiency, which also leads to the rafatbf efficiency market hypothesis in these masket

Consequently, when the stable and long memory raaatel compared it is observed that the
long memory models capture temporal pattern oftildjabetter than the stable GARCH models in
most of the cases. The volatility estimation resalso indicate that the Studdrand skewed Student-

t distributions outperform the normal distribution.

The estimated in-sample and out-of-sample VaR wgahzesed on Kupiec LR test shows that

the models with skewed Studentiodel outperforms the models generated by the alodistribution

in describing the return series of the transitioardries.

Keywords:Long memory, Value-at-risk, FIGARCH, HYGARCH



OZET

VOLATILITE MODELLEMES ve RSKE MARUZ DEGER TAHMINLEMESI: AVRUPA
BIRLIGI'NE YENI UYE ve ADAY ULKELER UZERINE BIR UYGULAMA

TUNG, GOKCE

Isletme Doktora Programisletme Bolimii

Tez Dangmani: Dog. Dr. Adnan KASMAN

Haziran 2010, 161 sayfa

Riske maruz ger (VaR) yontemi son yillarda yaygin olarak kullani bir risk 6élgtim,
ybnetim ve raporlama araci haline gelmistir. Anbakydntemin kullaniminda kgfasilan en dnemli
sorun volatilitenin dgru tahmin edilmesidir. Bu nedenle, bu galanin amaci farkl volatilite tahmin
yontemleri kullanarak en iyi performans gosterelR\dcUm ydntemini Avrupa Birdi'ne (AB) yeni
Uye ve aday Ulke hisse senedi endeks verileri kaitzk belirlemektir.

Bu calgma, Orneklemdeki Ulkelerin hisse senedi piyasalarirdavrangini ve
karakteristgini kisa (GARCH) ve uzun (FIGARCH,HYGARCH) hafizaolsatilite modelleri
yardimiyla tespit etmeye canaktadir. Model parametreleri normal, Studene carpik Student-
dagilim varsayimi altinda tespit edilgtir. Gunlik hisse senedi endeks getirileri icinitdehen en
uygun volatilite modelleri ¢ergevesinde hesaplariake maruz dgerlerin performansi Kupiec LR

testi kullanilarak 6l¢ulmgiir.



Elde edilen sonuglara gore, AB'ye yeni Uye ve adaylort tUlkenin altisinda endeks
verilerinin hem getiri hem volatilitesinin uzun ed 6zellgi gosterdgi gdozlemlenmektedir. Bu sonug,
bu Ulkelerin hisse senedi piyasalarinda piyasankgkihipotezini desteklemegiini gostermektedir.
Ayrica carpik Student-t gg@iminin volatilitenin tahminlenmesinde en uygunsayim olmasi, endeks
getiri serilerinin garpiklik vgisman kuyruk ozelligi gostergini ispatlar niteliktedir. Orneklem ici ve
orneklem dy1 bulunan VaR dgerlerinin fiyat hareketlerinin tahminlenmesinde sderece bgaril
oldugu gozlemlenmgtir. Dagilim olarak da yine carpik Student-t varsayiminalé yapilan analizler

en iyi tahmin sonuclarini vermektedir.

Anahtar KelimelerUzun hafiza, riske maruz deger, FIGARCH, HYGARCH
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CHAPTER 1

INTRODUCTION

The remarkable trading losses of well known finahaastitutions, recent crises in
emerging markets, and the international stock mameshes of 1987 and 2008 have
increased the regulatory demand for reliable qtetite risk management tools.
Hence, there has been intensive research carriédbyufinancial institutions,
regulators and researchers to better develop dag@test models for market risk
estimation. A uniform risk measurement methodolaglled Value-at-Risk (VaR
hereafter) has become one of the most commonly usel$ for measuring,
managing and reporting market risk. It is simplyereed to a portfolio’s worst
outcome that is expected to occur over a predeteanperiod and at a given

confidence level.

The need to estimate Vaks become especially relevant following the ameadm
of Basel Capital Accord, which obliged member coest banks to calculate capital
requirements based on the measurement of theiremaidk by modeling VaR.
While VaR becomes a standard tool for risk managemis technique has
undergone significant refinement since it origipadippeared. The results of recent
empirical papers have shown that a crucial parameateéhe implementation of

parametric VaR calculation methods is the foreazstvolatility parameter that



describes the level of risk of an asset or a plotfds discussed by many papers, the
estimated VaR can be sensitive to the assumedlitglatodel (see Huang and Lin,
2004; Tang and Shieh, 2006; Wu and Shieh, 2007 iBhan important problem
because of the increasing demand on relying VaRisermanagement decisions by
the market agents and regulators. The accuracylatiity forecasts is a crucial
issue for the estimation of VaR which involves c#édtion of the expected losses that

might result from changes in the market pricesastfipular securities.

Growth in financial markets and the continual depetent of new and more
complex financial instruments has led to a growiegd for theoretical and empirical
knowledge of the volatility in financial time sesielt is widely known that the daily
returns of financial assets, especially of stowkere predicted using more traditional
volatility modeling statistical approaches basedrumveraging and smoothing
techniques or simple regression models. However,ptloperties that characterize
financial markets (volatility clustering, integrdteonditional variance, asymmetries
in the response of volatility to the sign of retsir@tc.) have created a new path in
volatility modeling techniques. In a study of theé varying conditional variances
of economic variables, Engle (1982) proposed théoragressive conditional
heteroscedasticity (ARCH) model. Since then, ARI4 become very influential
upon both theoretical and applied financial econoicseand has led to an explosive
growth in the ARCH development, resulting in numerovariations and
modifications of the ARCH-class of model, more digant examples of which
include GARCH (Bollerslev, 1986), EGARCH (Nelso®91), and IGARCH (Engle

and Bollerslev, 1986).



Several methods have been developed for measurailg. he most popular
approach for evaluating VaR is to use parametriskRetrics™ approach,
developed by researchers at investment bank JPavidrg1994. It is defined as a
set of financial models that are used by investorsneasure portfolio risk. This
model has a very simple form and assumes that éhenr of a portfolio has a
conditional normal distribution and variance isagiwecursively by an exponentially
weighted moving average (EWMA). However, this mdus two weaknesses. First,
it was well known that a return distribution usyadilas a heavier tail than a normal
distribution. Assuming conditional normality mayngeate substantial bias in VaR
estimation which mainly concerns the tail propertief the return distribution.
Second, recent empirical studies found that mamgnttial return series may exhibit
long memory or long-term dependence on market Nioya(Ding et al. 1993; So,
2000). Such long term dependence was found to Baymficant impact on the
pricing of financial derivatives as well as foretiag market volatility. Besides the
GARCH model and its variants which can only captshert-run dependencies,
several long memory GARCH models such as FIGARCH HYGARCH were
proposed to incorporate the long memory volatitpperty in financial time series
(Baillie et al., 1996; Baillieet al., 2000; Bollerslev and Mikkelsen, 1996a). It is of
interest to see whether these models can affeché#@surement of market risk in the

context of VaR.

The objective of this thesis is to determine thstmeethod for VaR estimation by
evaluating the performances of different volatilityodels, using data from new
European Union member countries from the Central Bastern Europe (CEE
hereafter) and three official candidate countriesrey, Croatia and Macedonia).
Moreover, it seeks to extend previous research emoed with the evaluation of

3



alternative volatility forecasting methods like ¢pmmemory models under VaR
modeling in the context of the Basel Committeeeciain for determining the
adequacy of the resulting VaR estimafelis thesis contributes to the literature in
three-folds. First, we extend the scope of previoesearch through evaluative
application and comparison of these methods fonél and 3 candidate European
Union countries’ daily stock market index data.idt worthwhile to investigate
European Union countries, as the EU has gone thraugeriod of extraordinary
economic, monetary, and financial integration, ane structure of the financial
markets in the European region has changed fundaityeim order to adhere to the
Maastricht Treaty since the 1990s. Also, the CEHntiees have undergone major
changes in their economic and political systemsanduthe transition to market
economies. Therefore this would be an especialulignd important exercise for
the eleven transition countries that recently becamembers of the European Union.
Second, we broaden the class of GARCH models uratgsideration by including
more recently proposed models such as the FIGARGH #&YGARCH
representations, which takes long memory charatiesi of return volatility into
account in the estimation of VaR of market indid®susing more sophisticated
distributions than normal distribution, such asdsni-t and skewed student-t
distribution. Third, we use longer time periods rthather related studies in the
literature, and this is particularly important foansition economies in European
Union. The findings are likely to have direct thetizal and practical relevance for

the assessment and management of risk associdtetravisition economies.

The rest of the thesis is organized as follows.ti&ec2 gives the institutional
background to VaR. This part discusses risk ancemainty concepts, financial
disasters that give rise regulatory demand foabédi quantitative risk management

4



tools, and the importance of risk management. Als®,chronology of events in risk
management leading to VaR from a regulatory pdiview is presented in the same

part.

Section 3 gives a relevant literature overview ofatility models used in VaR

forecasting. Section 4 discusses the main charstoterof the Central and Eastern
European countries’ stock markets. Section 5 cedlithe econometric methodology
used in this thesis, followed by the empirical issaf the analysis. Finally, section 7

contains concluding remarks and number of policglications.



CHAPTER 2

INSTITUTIONAL BACKGROUND

2.1. Risk and Uncertainty

Financial institutions and corporations are inlbginess of managing many sources
of risk. However, failures in risk management prhaes have caused a number of
financial disasters after the increase of finanaraertainty in the 1990s. Therefore,
understanding the concepts of risk, uncertainty \asidtility is an important part of

assessing a portfolio’s margin of safety levels.

Risk can be defined simply as the variability oéxpected outcomes associated with
a given asset. In other words, risk is the degreencertainty about future net
returns. It is significant that investors recognize the eliéihce between risk and
uncertainty,how the difference can change the way an oppoytusiassessed, and

the tools required to properly quantify the dowesbtential of any investment.

Knight (1921) made an important distinction betweencertainty and risk.
Variability that can be quantified in terms of pafldities is thought of as “risk”
whereas variability that cannot be quantified dtislbest thought of simply as
“uncertainty” in his famous thesik simple terms, while taking on risk occurs when

6



an investor is not sure what might happen amongtaof scenarios, taking on
uncertainty occurs when an investor does not kndwatwcan happen with an

unknown range of possible outcomes (Jean-JacqQ6g).2

Knight (1921) also discusses that this distincimmmportant in financial markets. If

risk were the only relevant characteristic of ramdess, well-organized financial
institutions should be able to price and marketiiasce contracts that only depend
on risky phenomena. Uncertainty, on the other hgeterates frictions that these
institutions may not be able to accommodditisberg (1961) proposes a more
specific definition of uncertainty, in which an exds uncertain or ambiguous if it
has an unknown probabilitParticularly, Ellsberg's paradox demonstrates inambr

consequences of this distinction by showing thaividuals may prefer gambles
with precise probabilities to gambles with unknowatds. Uncertainty and risk are
distinct characteristics of random environmentsl #rey can also affect individuals'
behavior very differently. Such behavior is conftig with the expected utility

model, and this observation has recently stimulatsgynificant amount of research

in economics and finance.

According to Epstein and Wang (1994), the principfeusing the term “risk” to
describe decision-situations in which probabilitees available to guide choice and
“uncertainty” to describe decision-situations inig¢hinformation is too imprecise to
be summarized by probabilities deeply embedded in both economic theory and

decision theory. Situations of risk and uncertacday be summarized as follows;



1. Situations of Risk. Situations in which the demn-maker assigns probabilities to
events on the basis of known chances, where cham®eshown as numerical

proportions

2. Situations of Uncertainty. Situations in whidie tdecision-maker is unable to

assign probabilities to events because it is nssipte to calculate chances.

2.2 Types of Risks

Corporations are subject to various types of risisch can be classified basically
into unsystematic and systematic risk. Unsystemadic represents the part of an
asset’s risk that is related with random cause$ taa be eliminated through
diversification. In contrast, systematic or nondsieable risk is attributable to
economic, political, social and market factors thtiect all firms and markets. This
kind of risk can not be eliminated through divacsifion by investors or portfolio

managers.

Types of risks are also classified more specificaltcording to the fundamental
sources of uncertainty about future outcomes. IseB4, risk concepts are divided
into four categories; credit, operational, liguwdi&nd market risk. Credit risk is
defined as the risk of losses due to a countemarébility to fulfill its contractual

obligations. Jorion (2007) defines operational ask'the risk of loss resulting from
inadequate or failed internal processes, people @ydtems, or from external
events.”Liquidity risk is the risk that an investment caot e easily liquidated at a
reasonable price in the market to prevent a lasss ctaused by an unplanned

decrease in the cash flow over a short period.uitity risk can take two forms,



asset-liquidity risk and funding-liquidity risk. Aet-liquidity risk arises from the
failure to recognize changes in market conditidret &ffect the ability to liquidate
assets quickly and with minimal loss in value. dcbmes important if the company
is interested in trading its assets due to cash fleeds but cannot because of lack of
demand for the asset in the market. Funding-ligquidisk includes the firm’s
inability to meet its payment obligations when ttialf due, which may force early
liquidation of its assets. Market risk is the rizklosses in the value of a portfolio

due to the movements in the market conditions.

The most familiar of all risk in trading is markesk, since it reflects the exposure to
potential loss that would result from changes imkegprices. As with other forms of
risk, the potential loss amount due to market dak be measured in a number of
ways. Value-at-Risk (VaR) has become the standaaknre to quantify market risk

on a daily basis.

2.3. Lessons from Financial Disasters

Following the globalization of financial marketshiwh has led to exposure to more
sources of risk, a number of financial disasteruoed due to the lack of proper risk
management procedures. The most important finatasakes took place in Orange

County in 1994, Barings Bank in 1995 and in Metdlgllschaft in 1993.

Orange County has an investment pool that supparteus pension liabilities. The
county treasurer, Robert Citron, who controlled5$illion funds in this pool had
riskily invested the funds in a leveraged portfaiomainly interest-linked securities.

His expectation was that interest rates would m# and the funds were highly



leveraged for rising interest rates. However, beigio in February 1994, the Federal
Reserve Bank started to increase the US interéss$,raausing many securities in
Orange County’s investment pools to fall in valuél through the year, paper losses
on the fund led to margin calls from Wall Streetlmrs that had provided short-term
financing. As news of the loss spread, investoesi tto withdraw their money. This
created a liquidity trap and brokers started taitigte their collateral and Orange
County declared bankruptcy. When the remaining rigesi were liquidated, the net
loss of the county was $1.8 billion. Citron’s migtawas to report his portfolio at
cost instead of the market value. If his holdihgsl been measured in their market
value, the treasurer and members of the board drsgision may have recognized
how risky his investments actually were. Orange ri@pwas the victim of market
and liquidity risk and the great losses were thilteof poor risk measurement as

well as ineffective communication of the risks ihwed to the investors.

Barings Bank, a respected 233-year-old bank in bapavent bankrupt in 1995 after
one of the bank’s trader, Nick Leeson, lost $1IBdbi from derivatives trading. The
loss was caused by a large exposure to the Japatede market, which was
achieved through the futures and options marketsae took accumulating positions
in stock index futures on the Nikkei 225 and hisipons on the Singapore and
Osaka exchanges added up to $7 billion. Since tdkeh decreased more than 15
percent at the beginning of 1995, Barings’ futiseered huge losses. These losses
were made worse by the sale of options with theeetgtion of a stable market.
Following this, the bank failed to make the casyinpants required by the exchanges
and went bankrupt. The Barings’ board and manageani@m to have been unaware

of Leeson’s activities. As a conservative bank,iigg revealed the lack of effective
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internal control systems and the bankruptcy seraeda warning for financial

institutions all over the world.

Metallgesellschaft was one of the Germany’s largestistrial groups with 58,000
employees. The problems of the company arose fhemdea of offering long-term
contracts for oil products. The marketing of thesatracts was successful because
the customers could lock in fixed prices over |gegiods. To hedge against the
possibility of price increases, Metallgesellschaffitered into a short-term futures
contract on oil to supply oil products to custométewever oil prices fell from $20
to $15 in 1993, leading to approximately one billiollar of margin calls that had to
be met in cash. The company liquidated the remgimiontracts, which led to a
reported loss of $1.4 billion. The auditors’ repstated that the losses were caused

by the size of the trading exposures.

The common lesson from these disasters is thabrsllof dollars can be lost due to

lack of proper supervision and management of firmisks.

2.4. Importance of Risk Management

Risk management is an evolving concept and hasdts in the corporate insurance
industry. Its focal point was the possibility ofcatental losses to the assets and
income of the organization. However, actual pcactf risk management is as old
as the civilization itself. In a broad sense, Kloni®990) described risk management
as ‘a discipline for living with possibility that futarevents may cause adverse

effects.
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The current understanding of the risk managemevreldped after series of financial
disasters occurred without warning during 1990scohding to Jorion (2001), this
new financial risk management idea refers tioe“design and implementation of
procedures for identifying, measuring, controlliagd managing financial risks”

Although it is well documented that systematic risknnot be totally eliminated,

through good risk management it can be

» Transferred to another party who is willing to talsk, for example through
buying an insurance policy or future contract,

» Reduced by having good internal controls,

> Avoided by not entering into risky businesses

> Retained to either avoid the cost of trying to i@usk or anticipate higher
profits by taking on more risks

» Shared by following a middle path between retairang transferring risk.

Risk management can be applied to the entire azgaon, across its many areas and
levels at any time, as well as to specific functi@md activities. Risk management
consists of identifying the appropriate level oskrithat a firm should have,
determining the level of risk that a firm currentlgs, and adjusting the actual level
of risk to the desired level of risk. Risk manageinieelps to increase the value of
the firm in the presence of bankruptcy costs, bseati makes bankruptcy less
possible. It can be beneficial to shareholders lzdirms can have better access to
capital markets and adjust risk levels better tihair shareholders, it can lessen the
possibility of underinvestment (wherein firms inaneébankruptcy avoid taking on

value creating projects because the benefits gbedondholders or creditors), and
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risk management can help firms be sure that safficcash is available to fund

investments (Chance and Brooks, 2010).

2.5. Regulatory Mechanisms for Risk Management

The regulatory bodies have recognized the needad@quate risk measurement,
management techniques and approaches in respotise financial disasters of the
early 1990sMuch of the regulatory drive that considered insezhimportance of
risk on an international basis originated from ®Basel Committee of Banking
Supervision.This Committee was established by the Central Baokernors of the
Group of Ten (G-10)at the end of 1974 he Basel Committee does not possess any
formal supervising authority, and thus its conauasi do not have a legal force.
Relatively, it prepares supervisory standards andefjnes and suggests statements
of best practice in the expectation that individaaithorities will take steps to
implement them through detailed arrangements whrehbest suited to their own
national system. The first Basel Accord of 1988Banking Supervision (Basel I)
took an important step towards setting an inteomali minimum capital standard.
The Accord highlighted credit risk which is the megynificant type of risk in the
banking industry and determined a standard raticapftal to risk weighted assets to
be maintained However, the determined ratio was failed to essaba sufficient
protection against credit risk and the treatmentdefivatives was considered

unsatisfactory.

! The Group of Ten is made up of eleven industriaintries (Belgium, Canada, France, Germany,
Italy, Japan, the Netherlands, Sweden, Switzerldr@{United Kingdom and the United States) which
consult and co-operate on economic, monetary aashdial matters.
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In 1993, the Global Derivatives Study Group comioissd by the Group of Thirty
(G-30Y published a report dealing with off-balance-shemeucts in a systematic
way for the first time. Article 5 about measuringuket risks in the report declared
that “Market risk is best measured as ‘value at riskngsprobability analysis upon
a common confidence interval and time horizofThis report appears to be the first
publication that use the phrase ‘value at risk’ gmdmpted the use of VaR by
derivatives. In 1994, J.P. Morgan initiated itsefr@iskMetricS” service that was
intended to promote the use of VaR among the firm&itutional clients. The
service consisted of a technical document desgiltiow to implement a VaR
measure and a covariance matrix for several hunkegdfactors updated on the
internet. Around the same time, the banking industry cleadyv the need for a
proper risk management and began to seek ways tsure their risk levels.
SubsequentlyVaR as a market risk measure was born and Riskd4Bfriset an

industry-wide standard.

After the initial Basel Accord, banks had increatieglr proprietary trading activities
sharply, which initially were not assigned a cdpitaarge. To remedy this omission,
the Basel Accord was amended to add a charge fdeetnigsks in 1996In respect of

the amendment, banks will be required to measuk apply capital charges
according to their market risks in addition to credsks. Market risk capital

requirements for banks based upon a crude VaR megasut the Committee also
approved, as an alternative, the use of banks’ prvaprietary VaR measures in

certain circumstances

2 The Group of Thirty, established in 1978, is avai®, nonprofit, international body composed of
very senior representatives of the private andip@eictors and academia.
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Moreover, the US Federal Reserve, the US Secusiies Exchange Commission,
and regulators in the European Union have conveogedaR as a benchmark risk
measure (Jorion, 2001). Because VaR provides aseskitive measure of risk, it

helps to deal with moral hazard problems that angrevalent in financial markets.

After a while,VaR has become the main tool for financial insitas and regulators

use to forecast market risk exposures and to peataequirement standards (Jorion,
2001; Berkowitz and O'Brien, 2002; Lopez, 1999hds begun to be used for risk
reporting, risk limits, regulatory capital, intefr@apital allocation and performance
measurement. Wide usage of VaR occurs due to tbe tfat it is an easily

interpretable summary measure of risk. This meascingally aggregates the several
components of price risk into a single quantitativeasure of the maximum possible
loss within a known confidence level over a giveiding period. The usage of VaR
models are appealing because they are common mgtatcan be applied across all
risk positions and portfolios and convey the marksk of the entire portfolio in one

number (currency) that is meaningful at all levefsmanagement. Therefore, it

provides risk comparability at levels within thestiution.

Moreover, VaR is calculated in currency units asdiésigned to cover most of the
losses that a business risk might face. For trasae, VaR is assumed to be the
relevant measure for determining capital that nbestheld to support a particular

level of risky business activity (Zheng, 2006).
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CHAPTER 3

LITERATURE REVIEW

Variation in market returns and other sources @k rfactors has prompted
researchers, practitioners and regulators to desighdevelop more sophisticated
risk management tools. These tools play a cruoi& in portfolio choice, security
pricing, option pricing and risk management decisio/aR has become the standard
measure of the risk exposure associated with &pkat portfolio of assets and used
to quantify market risk (Jorion, 2001; Bessis, 200¥aR is an estimation of the
probability of likely losses which could arise frochanges in market prices. More
precisely, it is defined as the maximum loss irlug of a portfolio due to adverse
market movements that is expected to occur oveea@termined period and with a

pre-determined degree of confidence.

The term VaR did not enter the financial terminglamtil the early 1990s, but the
origins of VaR measures go further back. Early \ra@asures developed along two

parallel lines, portfolio theory and capital adecuaomputations.

VaR measures are directly or indirectly influendsdportfolio theory. Markowitz
was the first financial theorist who explicitly indes risk in the portfolio and

diversification discussion. He linked terms suchietarn and utility with the concept
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of risk. Markowitz (1952) and Roy (1952), who amalg users of VaR, adopted a
VaR metric of single period variance of return arskd this to support portfolio
optimization. In these years Markowitz's ideas iatgd theoretical works of
researchers in this field. Specifically, Sharpe6@9described Markowitz's VaR
measure that employed a diagonal covariance matrik this measure helped to
motivate Sharpe’s (1964) Capital Asset Pricing MoBecause of limited variability
of processing power, VaR measures from this pewede largely theoretical, and
were published in the context of the emerging ptidftheory. Papers by Tobin
(1958), Treynor (1961), Lintner (1965) and MossitOg6) contributed to the
emerging portfolio theory. The VaR measures empuldyg those researchers were
best suited for equity portfolios. Therefore, VaRportfolio risk concepts were used
in earlier studies, but systematic application aRvto many sources of financial risk

has become a new concept.

VaR measures have many applications, and are wdbddr risk management and
regulatory purposes. In the early 1980s, the USiSexs and Exchange Commission
adopted a crude VaR measure for use in assessmgcdpital adequacy of
broker/dealer's non-exempt trading securities. A& fgears later, Bankers Trust
implemented a VaR measure for use with its riskistéd return on capital allocation
system. More recently, Basel Committee on Bankinge®vision (1996) at the Bank
for International Settlements (BIS) implemented keéarrisk capital requirements
that allowed financial institutions to calculatesithcapital requirements based on
their VaR calculations. In this and other ways,utatpry initiatives helped motivate

the development of VaR measures.
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Volatility, as measured by the standard deviatiomasiance of returns, is often used
as a crude measure of the total risk of financedets. Many VaR models for
measuring market risk require the estimation oedast of a volatility parameter.
VaR estimates can only be produced with accuraecésts of volatility. However,
despite extensive research on volatility modelihgre exists no consensus on the
appropriate model to provide the best forecastatility. The vast majority of
earlier studies focused upon average equity retants used traditional statistical
measures for volatility modeling based on averaging smoothing techniques or
simple regression models. It has long been recegdnizat returns volatility exhibits
clustering such that large returns (of either siy®) expected to follow large returns,
and small returns (of either sign) to follow smadturns. The seminal papers of
Engle (1982) and Bollerslev (1986) have paved tlagy ¥or the development of
numerous time-varying volatility models that haveeb recently begun to be
considered in the VaR context for researchers arttiponers. Engle (1982)
proposed the autoregressive conditional heterostieita (ARCH) model in a study
of the conditional variances of economic varialaied Bollerslev (1986) generalized
it to the GARCH model. Since then ARCH/GARCH hasdmee a very influential
econometric tool when extracting time varying vilitgt process from a financial
data and the model has been extended to includg waaiations and modifications.
While early generations of GARCH models have thditabto capture several
characteristics of financial time series such agsdids and volatility clustering, they
do not allow leverage effect, which is also knovenasymmetric volatility effect.
Leverage effect means that volatility tends to nseesponse to lower than expected
returns and to fall in response to higher than etguereturns. Failing to capture this

fact, GARCH model may not produce accurate forecakhis limitation has been

18



overcome by the introduction of exponential GAREGARCH) of Nelson (1991),
the asymmetric models of Glosten al. (GJR) (1993) and Engle and Ng (1993),
threshold GARCH model (TGARCH) of Zakoian (1994)daguadratic GARCH
(QGARCH) of Sentana (1995), which are used to captitle asymmetric volatility
effect. The development of other special caseshef GARCH models includes
Integrated GARCH (IGARCH) (Engle and Bollerslev86Y and asymmetric power

ARCH (APARCH) (Dinget al, 1993).

While majority of the studies found that ARCH-typm®dels outperform the simpler
volatility forecasting approaches, some studiesntegd poor forecast of the ARCH-
type models. Cumbegt al. (1993), Jorion (1995, 1996), Figlewski (1997) peth
out that implied volatility outperforms both movimyerage and GARCH forecasts.
Furthermore, Tse (1991) showed that ARCH/GARCH nwdee slow to react to
rapid changes in volatility than Exponentially Wieigd Moving Average (EWMA
hereafter) model using Topix Nikkei stock averag@yddata for one-year period.
Also, Tse and Tung (1992) and Franses and Van (D§R6) reported superiority of
simpler volatility models such us EWMA and randoralkvmodel than GARCH

model.

Several recent studies, however, have reported meve results in favor of the
GARCH class models. For instance, Akgiray (1988glidated that GARCH
produces the best and least biased forecast elpaaiahigh volatility periods.
Andersenet al. (1999a) showed that GARCH (1,1) models improveedast
accuracy in high-frequency data. A similar resoh@erning the apparent superiority
of GARCH model observed by Bera and Higgins (19%#)dersenet al. (1999b),

McMillan and Speight (2004) on various foreign eacbe rates. Also, using the US
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monthly stock market data, Pagan and Schwert (12@Mpared the volatility
forecasting performance of GARCH, EGARCH, Markovitshing regimes and
three non-parametric models in US stock returnsifi®34 to 1925. They observed
that non-parametric models produce poor predicticarsd considered that the
EGARCH model appears to be the best because abilsy to capture volatility
asymmetry. Brailsford and Faff (1996) examined potaty performance of linear
regression, historical mean, GARCH, GJR, movingraye, EMWA, exponential
smoothing models on Australian stock index volgtiknd argued that GJR and
GARCH models were considerably more effective thfam other models. These
researches strengthened the appropriateness of @ARLels in providing accurate
volatility predictions. Moreover, Hansen and Lun@©05) compared a number of
volatility models in terms of out-of-sample prediet ability and found that GARCH
(1, 1) was inferior to other models in the analysi$BM returns. Also, the articles
of Degiannakis and Xekalaki (2004), Poon and Grar{ge03, 2005), and Engle

(2002, 2005) are dedicated to reviews of GARCHschasdels.

Predictive ability of volatility forecasts is alsignificant for pricing and hedging
derivatives. Thus, Heynen and Kat (1994) investidaivhether there were any
differences in the ability of GARCH, EGARCH and ctastic volatility models to
predict volatility of derivatives differs over theeriod of 1980-1992. They observed
that the best forecasts come from GARCH model farencies. Also, Day and
Lewis (1993) compared the performance of similardet® in crude oil futures.
Christoffersen and Jacobs (2004) examined the imeafioce of various GARCH
models explicitly for the purpose of option valeati They concluded that the
performance of option valuation models with cormhal heteroscedasticity could be
improved by including leverage effect (results gpatively skewed returns) in line
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with the results of Nandi (1998) and Chernov andysgels (2000). Likewise,
Gonzalez-Riverat al. (2004) used loss functions to compare predicterégpmance
of volatility models using call options on the S&P0 index. They found that some
simple volatility models often perform equally alivas more complex models,

while their relative performance varies with usergiluation criteria.

For S&P 100 index option, Canina and Figlewski @98ocumented that implied
volatility is such a poor forecast that it is doatied by the historical volatility rate.
Lamoureux and Lastrapes (1993) found that the mdpliolatility contains useful
information in forecasting volatility, but also thame-series models contain

information incremental to the implied volatility lusing individual equity options.

Asymmetric behavior of financial markets is alsketa into consideration in stock
markets. Black (1976) and Christie (1982) were agnthre first who attempted to
identify asymmetric volatility behavior of stocktuen in U.S. stock market. They
explained this phenomenon by leverage effect hygsish which designates that a
fall in stock prices increases financial leverdgading to an increase in stock return
volatility. Glostenet al. (1993) found a strict asymmetry in monthly stoekurns in
the sense that negative (positive) innovationsemse (decrease) volatility. Their
model presented an important application in asseing settings, known as GJR
model. Wu (2001) verified leverage effect conttésu more to the negative
correlation between return and its volatility byings weekly and monthly CRSP
value weighted index. Moreover, Ericssenal. (2007) investigated leverage and
feedback effect simultaneously at the firm levelthAugh they confirmed the
leverage effect hypothesis, their fixed-effects gdamector autoregression model

revealed that leverage effect accumulates over. time
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Most models used in finance suppose that investioosild be rewarded by higher
return for taking additional risk. This concept used in Engleet al's (1987)
GARCHe-in-mean model (GARCH-M) where the conditionariance of asset
returns enters into the conditional mean equatierenchet al. (1987) examined the
relationship between monthly and daily stock retuand the predicted/unpredicted
volatility in US equity index. They found evident®at there is a positive relation
between the expected market risk premium and tbedigiable volatility of stock
returns, unlike a negative relation between unebgoestock market returns and the
unexpected change in volatility of stock returnan@bell and Hentschel (1992)
confirmed that an increase in volatility raises thguired rate of return on common
shares and hence lowers stock prices. Also, BaliReng (2006) provided evidence
in support of GARCH-M model by employing the CRS#ue-weighted index, S&P

500 cash index and S&P 500 index futures data.

Simpler GARCH models also fail to account for longemory behavior in the
volatility of financial time series returns (Dirgt al. 1993). The presence of long
memory in returns and volatility implies that theegist dependencies between
distant observations. In recent years, several teotlave been proposed to
incorporate the long memory property of volatiiityfinancial time series in order to
deal with the shortcomings of simpler GARCH modelsie flexibility in the
structure of these models allows capturing slowagliey autocorrelation reasonably
well. To allow for fractional integrated process#sthe conditional variance, and
therefore, provide a useful model for series inclhthe conditional variance is
persistent, Baillie,et al. (1996) and Chung (1999) proposed the fractionally
integrated generalized autoregressive conditioreterbscedasticity (FIGARCH)
model by generalizing the IGARCH model to allow farsistence in the conditional
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variance. Much effort has been made to explain lmegnory properties in returns,
for example, Ding and Granger (1996), Bollerslewd avlikkelsen (1996a), and
Muller et al. (1997). Also, Davidson (2004) developed a new lorgmory model,

which is called as hyperbolic GARCH (HYGARCH).

Papers that have tested long memory behavior aalyzau volatility of return in
developed financial markets include among others: (1991), Cheung and Lai
(1995), Crato (1994), Barkoulat al. (2000), and Herzberg and Sibbertsen (2004).
Lo (1991) tested long-run memory in U.S. stock meairkturns and found no support
for long-term dependence in stock returns. Inmilar study, Cheung and Lai
(1995) and Crato (1994) explored stochastic longiorg behavior in stock markets
of several countries and the empirical results stblittle evidence of long memory.
Barkoulaset al. (2000) found evidence in favor of long memory e (Greek stock
market using spectral regression method, whichraditts evidence of absence of
long memory in other stock markets. Recently, Vau@®04) extended the work of
Barkoulaset al. (2000). He analyzed long memory of returns in Ateens Stock
Exchange using ARFIMA-GARCH model, but found litdepport in favor of long
memory. Furthermore, Evans and McMillan (2007) obseé that GARCH-class
models that account for long-memory dynamics predidhe best forecasts in
volatility modeling. Also, amongst others, Granged Joyeux (1980), Geweke and
Porter (1983), and Herzberg and Sibbertsen (20Bdyved that price forecasting
performance increases within a time-series framkwaor the presence of long

memory.

Despite the vast literature examining long memoepdvior of developed stock

markets’ prices, relatively few academic studiesehaddressed the time series
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properties of emerging markets. One exceptionasstiidy of Kasmaet al. (2009)
which investigated long memory property in both ditional mean and variance for
Central and Eastern European countries’ stock nmrk&he long memory
parameters were statistically significant, indiegtthat dual long memory property is
prevalent in the returns and volatility of the sdmdpstock markets. Besides this
study, Kang and Yoon (2009) found that FIGARCH nmlodas found to provide a
good volatility representation for Hungary, Polamlssia and Slovakia and this
model provided more accurate performance in oneati@ad volatility forecasts
than other volatility models. Also, Assaf (2006 aexned long memory behavior of
the stock markets in MENA region by employing thedified rescaled range
statisti¢ and rescaled variance stati&tiAll markets displayed strong persistence in
their volatility measures. The results of Badh&ti(8) do not show long memory in
stock returns of India, but their volatility showhust presence of long-range

dependence.

Alternative volatility modeling techniques are algsed in researches of emerging
markets. In the study of four emerging markets ient@al Europe, Kasch-
Haroutounian and Price (2001) considered both ulsiteaand multivariate GARCH
models. Asymmetric volatility models were conducéedong univariate models and
weak evidence of asymmetries were found in the gmgrmarkets. Ortiz and
Arjona (2001) examined volatility in six emergingarkets of Latin America. They
employed several GARCH models over the time peti®88-1994. However, they
noticed that best fit models differed across markiet an earlier study, Chorgj al.

(1999) utilized volatility forecasting models inding GARCH-M, stationary

%See Lo (1991)
* See Giraitis et al. (2003)
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GARCH, unconstrained GARCH, non-negative GARCH, ER&Al and IGARCH to
explain the characteristics of distribution of giatock returns in the Kuala Lumpur
Stock Exchange. They found that the IGARCH modetenperformed other

GARCH models in one-step ahead forecasting.

Recently, Balaban and Bayar (2005) attempted tcestigate the relationship
between stock market returns and their forecasttiity derived from the symmetric
and asymmetric conditional heteroscedasticity nedel fourteen countries,
including developed and emerging countries. Theynébevidence that expected
volatility have a significant positive or negatieffect on country returns in a few
cases. They also illustrated that the leveragecisffef fourteen countries derived
from the EGARCH model did not matter significantiyhereas Li (2007) concluded

the presence of leverage effect in the Hong Koagksmarket.

The difficulty of VaR estimation is not limited the issue of volatility forecasting.
Another important component in VaR estimation ismodel the distribution of
portfolio returns. When estimating VaR, a researai®moses parametric and non-
parametric models. Recently, alternative methodsesifmating VaR have been
proposed, called semi-parametric models, such aserfag Value Theory (EVT
hereafter), Filtered Historical Simulation which svaresented by Hull and White
(1998) and Barone-Adest al. (1999), and applications of regression quantile
techniques such as in Engle and Manganelli (199@)hile parametric methods
estimate volatility parameter conditioned upon assuaption of normality,
nonparametric methods require the adoption of aefugl process that makes no
assumption about the distribution of the data reseries. Under the framework of

nonparametric models, Historical Simulation hasnbéeoroughly examined by
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several authors. Hendriks (1996), Vlaar (2000) Badhielsson (2002) argued that
sample size affects the accuracy of VaR forecaxiscancluded that average size of
the VaR on the basis of historical simulation miostrelatively large. In contrast,
Hoppe (1998), Lambadiaret al. (2003) and Degiannaket al. (2003) supported the
use of smaller sample sizes in order to capturectsiral changes over time due to

changes in trading behavior.

To overcome some limitations of Historical Simutatimodel, Barone-Adest al.

(1998) and Barone-Adest al. (1999) introduced Filtered Historical Simulation
(FHS hereafter). They take into account changesast and current volatilities of
historical returns, and make fewest assumptionsutatie statistical properties of
future. The empirical performance of this model basn examined by Barone-Adesi
and Giannopoulo$2001), Pritsker (2006) and Kuestetr al. (2006) among others.
Variations on the FHS model include Hull and WHit®98) and McNeil and Frey
(2000). In fact, the Hull and White model is ideatiwith FHS model when the VaR
time horizon is one period. However, McNeil anéy(2000) combined FHS model

with extreme value theory in their research.

Recent applications of univariate time series nodadélthe GARCH type to VaR
problems are conducted mostly in developed marikeisveral papers. Beltratti and
Morana (1999) evaluated VaR measurements thateabtained from GARCH and
FIGARCH models by using daily and half-hour dataD#futsche Mark-US dollar
exchange rate. Moreover, Burns (2002) forecasteR g employing univariate
GARCH models in S&P 500 index. He compared thesecksts with other several
approaches of VaR calculation and indicated thatRGA models performed

relatively well in terms of the accuracy and cotesisy of probability level.
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So and Yu (2006) compared the performance of s&&RCH models, including
RiskMetrics and two long-memory GARCH models iniragting VaR of twelve
market indices and four foreign exchange ratesthéh models, both normal and
conditional t-distributions are considered. Theparted evidence in favor of the
GARCH approach in estimating 1% VaR. Likewise, Mitdh and Kambouroudis
(2009) attempted to answer the question of whe®mstMetrics volatility model can
provide superior forecasts of volatility in a VaRttsng in comparison GARCH
models. They detected that APARCH model outperfasther models in calculating
1% VaR while in calculating 5% VaR the RiskMetrissadequate using a selection

of G7, developed thirteen European stock markedssteven Asian stock markets.

Giot and Laurent (2004) assessed the performanaedafly ARCH type model and
daily-realized volatility when the one-step aheadRVmeasure is calculated by
employing two stock indices and two exchange ram® France and the US. The
results showed that ARCH type model provides aceWwaR forecasts and performs

as well as VaR model based on the realized vdiatili

Although the variety of studies based on artificgrtfolios, surprisingly little
research carried out using real portfolio data. kBeftz and O’Brien (2002)
examined the performance of VaR forecasts for lafge commercial banks. They
concluded that banks’ reported VaR perform poorig @ahey do not outperform
estimates based on GARCH type econometric models dte applied to banks’

profit and loss.

Several recent papers attempted to investigatpredictive performance of various

VaR methods and have shown that different methddsomputing VaR generate
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widely varying results. Manganelli and Engle (20@190 provide a comprehensive
review of recent developments in VaR modeling. Thegluate the performance of
these methods by using Monte Carlo simulation amowsthat the conditional

autoregressive VaR (CaViaR) model produced thedstgnhates. Billio and Pelizzon
(2000) introduced multivariate switching regime rabtb estimate VaR that gives
rise to a non-normal return distribution in a simmphd intuitive way using data from
Italian stocks and several portfolios generated thgm. They suggested that
multivariate switching regime specification is metd to RiskMetrics and GARCH
(1, 1) models. Likewise, Guermat and Harris (20@8)imated an exponentially
weighted maximum likelihood model for three repregative equity portfolios for

the US, UK and Japan. The proposed model improkeddaily VaR measures at

higher confidence interval levels compared to GARQH) specification.

While Pritsker (1997), Hendriks (1996) and Anderseral. (2005) examined the
advantages and disadvantages of most popular VaRodseused to forecast market
risk and evaluated their accuracy and computatitine requirement, Alexander
and Leigh (1997) analyzed the performance of eguakighted, exponentially
weighted moving average (EWMA) and GARCH volatilfgrecasting approaches
using standard statistical and operational adequatgria. The GARCH model is
found to be preferable to EWMA in terms of mininmgithe number of outliers in a

backtest, although the simple unweighted averagepsrior to both.

Angelidis and Benos (2008) attempted to analyzarpatric, semi-parametric and
non-parametric models to forecast daily VaR for ékrestocks and indices by
employing different distributions (normal, studerand skewed student-t). However,

they were unable to identify a unique model by gdéiacktesting measures.
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Applications of VaR models to financial futures lumbe Brookset al. (2005),
Benavides (2007), Wu and Shieh (2007) as well ag€(2005). Above all, Brooks
et al. (2005) compared different extreme value theory efetbr three LIFFE futures
contract. The empirical results showed that sempacametric and the small sample
tail index techniques vyield superior results. Als&u and Shieh (2007) used
FIGARCH model to calculate daily VaR for T-bondargst rate futures of long and
short positions based on normal, student-t and s#testudent-t distributions. The
empirical evidence showed that VaR values calcdlaggng FIGARCH model with
skewed student-t distributions are more accuraten tthose generated using

traditional GARCH (1, 1) model.

Technical aspects of bank risk management also k#ivacted attention in the
academic literature due to VaR'’s obvious importakoe instance, Hsieh (1993) and
Merton and Perold (1993) discussed issues relatdobbk risk management and
market risk measurement. In addition, Dimson andskg1995) compared several

methods proposed by regulators for computing régktal for equity portfolios.

Despite the extensive research on the estimatioWa®® in the well-developed
financial markets, less is known about it in oth&rkets. Su and Knowles (2006)
performed volatility modeling by mixture switch, ponentially weighted moving
average and GARCH models to implement VaR measulsian Pacific countries.
They found that Indonesia and Korea exhibits tlyhdst VaRs and VaR sensitivity.
In addition, McMillan and Speight (2007) employedttb asymmetric and long
memory models in the evaluation of risk exposureight Asia and Pacific emerging
markets. With respect to the range of forecastioglets considered in the research,

the results reported that asymmetric and long megnieatures improves VaR
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estimates. Furthermore, Ba al. (2006) examined the performance of different
VaR approaches by employing data from five Asiaregimg stock markets which
suffered from the 1997-1998 financial crises. Whilenumber of distributional
modeling techniques are compared, only GARCH maslelised as a volatility
forecasting model in their study. Asian crisis prasa type of stress test for VaR
estimators. The results of stress tests indicaa¢ tie RiskMetrics model works
reasonably well before and after the crises, wisesmane EVT models do better
during the crisis period. Het al. (2000) and Gencay and Selcuk (2004) applied EVT
to emerging stock markets which have been affelbted recent financial crisis. In
particular, Gencay and Selcuk (2004) investigatedrelative performance of VaR
models with the daily stock market returns of niliéerent emerging markets. They
reported that EVT dominates other well-known mauglapproaches, such as the
variance—covariance method and historical simulaftto more extreme tail quantile.
Gencayet al. (2003) reached similar results for Istanbul Stegkhange Index (ISE-

100) and S&P-500 returns.

To sum up, the choice of an adequate model fortilibfaforecasting is far from

resolved. This study sheds light on the volatifilyecasting models under a risk
management framework, since it puts together thitomeance of the best known
techniques for sophisticated distributions in sav&@entral and Eastern European

countries.
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CHAPTER 4

CHARACTERISTICS of CENTRAL and EASTERN EUROPEAN

COUNTRIES’ STOCK MARKETS

4.1. Introduction

A new area of political and economic transformati@gan in all of the Central and
Eastern European (CEE hereafter) countries sineesthrt of transitional process
from the former centrally planned system to madainomy. The intention of most
CEE countries to join the European Union (EU hdezafhas given additional
influence to the transition process, but has atsweased the pressure to adjust
rapidly (Lannoo & Salem, 2001). The EU Enlargeméméolves three main
conditions to be satisfied by the acceding and icitel countries; political,
economic, and adoption of th@ommunityAcquiS. The Copenhagen economic
criteria force acceding and candidate countriesxtcute reform programs to obtain
capacity to cope with market forces, have a souatket economy, and competitive
pressures within the EU and ability to take on ti#igations of membership
including Economic and Monetary Union (EMU heregftdhus, these countries

have to adjust their monetary and fiscal policiesatisfy Maastricht convergence

® The termCommunity Acquiss used in European Union law to refer to theltbady of EU law
accumulated thus far.
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criterig® in the areas of inflation, long term interest satexchange rate stability and
GDP deficits before entering into the Euro area.EC&buntries consecutively
engaged in implementing various liberalization amni¢atization programs to allow
market forces to play a significant role on theremay, though at different paces and
intensity. Transformation from a centrally planneal a market economy is a
multifaceted process of political, economic, socemhd institutional changes
(Havrylyshyn, 2001). These changes typically ineol\the liberalization of product
and financial markets, and restructuring and pizedion of state owned enterprises
to open their markets to global competition (Yilchy 2003). There were positive
consequences in the form of stabilizing currendmggher rate of economic growth
and bringing inflation under control in most of tlweuntries. Market-oriented
economy brought new opportunities and the EU haneg negotiations for EU
membership. Eight of the CEE countries (the CzeepuRlic, Estonia, Hungary,
Latvia, Lithuania, Poland, Slovakia and Sloveniaingd the EU at the recent
enlargement of the European Union on 1 May 2004hak opened up further
possibilities for trade and investment in accedowuntries, with far reaching
implications for their growth and the developmenttteeir financial market. On 1
January 2007, Romania and Bulgaria became the B¥&est members. Croatia, as

a CEE country is expected to join the EU by 201fd durkey, which is not a

® The euro convergence criteria (also known as thasdtticht criteria) are the criteria for European
Union member states to enter European Economidviorgetary Union (EMU) and adopt the Euro as
their currency. The purpose of setting the critexiep maintain the price stability within the Ernome
even with the inclusion of new member states. Tlaesehe criteria that is set by the EU:

a) Inflation rate should be no more than 1.5% &ighan the average three best performing member
states of the EU.

b) The ratio of the annual government deficit tosgrdomestic product (GDP) must not exceed 3% at
the end of the preceding fiscal year. If not, iaideast required to reach a level close to 3%. rltio

of gross government debt to GDP must not exceed &t end of the preceding fiscal year.

¢) Applicant countries should have joined the exgearate mechanism (ERM II) under the European
Monetary System (EMS) for two consecutive years ahduld not have devaluated its currency
during the period

d) The nominal long-term interest rate must notriee than 2 percentage points higher than in the
three lowest inflation member states.
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transition economy but included in our sample,dpihg to be a member in the near

future.

The joining countries have to adopt legislativenfeavork common to all EU
members. All the way through the transition proce®e restructuring and
strengthening of the financial sectors, as wellirproving the supervision and
regulation of banking and financial services, reedia strong emphasis to tackle
with market forces and maintain economic stabilégd growth Young and
Reynolds (1995) and Ibrahim and Galt (2002) foundegidence that establishing
appropriate financial and economic institutionsisimportant feature of successful
transition from centrally planned to market economell-functioning capital
markets are essential in order to enhance econ@aiformance because they
facilitate price discovery, hedging and the allawatof capital (Harrison & Paton,
2004). Growing companies require funds and capitalkets provide a way to raise
capital at lower costs. As the capital markets aare@mportant determinant of this
study and essential part of the transition prodessof major interest to analyze//the
determinants of stock market development such asaeeonomic conditions, legal

framework and institutional investors in the intgen process into the EU.

4.2. Macroeconomic Conditions of the CEE Countries

The behavior of major macroeconomic factors is irtgya for the development and
the performance of national capital markets. Adjniahese factors determine the
domestic demand and supply of capital and influeraq@tal inflows from foreign

countries. The collapse of the Soviet Union allowleel CEE countries to abandon

central planning and to adopt free market policids.of the centrally planned
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economies suffered from transformation recessiter #fe political changes in 1989.
Most of the CEE countries have showed a remarkaklgative real economic
performance at the beginning of the transitionhia ¢arly 1990s as shown in Figure
1. The common reason for this downturn includedtthasformation of economic
system, the economic disintegration after the disem of the Council for Mutual
Economic AssistancCMEA), and the adaptation of new production suies
(Skosples, 2006). Also, political circumstanceshsas the military conflicts due to
rise in nationalism depressed output levels. Initecrease in GDP combined with a
rapid increase in inflation and a depreciationted teal exchange rate have forced

CEE countries’ government to introduce a refornmgpam.

Figure la-b: Real GDP Growth in CEE countries, 1982007
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" CMEA. Free trade agreement between the countfiéiseoSoviet bloc (1949-1991) which are the
Soviet Union, Bulgaria, Czechoslovakia, East Geynétungary, Poland, Romania, Cuba, Mongolia
and Vietnam.
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The major reforms in most of the countries consiétsurrency and exchange rate
convertibility, full price liberalization, reductio of income and wages control,
stricter budgetary policies, sounder monetary dic and comprehensive
liberalization of foreign trade (Skosples, 200BY. the second half of the nineties,
the effects of restructuring began to take plaak @rtput started to grow. After an
initial fall, the CEE economies quickly regained mentum and sustained consistent
and robust growth rates in real GBPnly in Bulgaria and Romania, there were two
strong several year-long recessions during thesitian period.They experienced
decline in economic growth due to banking crisisug, GDP in CEE countries have
surpassed their pre-transition output levels in72@xtually, the region as a whole is
growing more rapidly that the EU average, and sitise beginning of the
restructuring process, productivity is also catghup especially in manufacturing
(Syriopoulos, 2005). However, in terms of per cajitcome the gap between CEE

countries and Euro area countries is still verhhag shown in Figure 2.

35



Figure 2: GDP per capita based on PPP
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Source International Monetary Fund, World Economic Oatdatabase, October 2009

One of the major components that determines theedegf confidence in the long
run performance of international capital marketsthe stability of monetary
conditions (Schroder, 2001). Main macroeconomiobf@m in all transition
countries were high inflation and output collaps®w and stable inflation rates are
a precondition for stable exchange rates and dapitaws from abroad. All CEE
countries were struggling with hyperinflation atettbeginning of the transition
process due to an enormous monetary overhaBgbsequently, they presented
distorted price controls and were faced with seriquice liberalization issues.
Beginning with Poland in 1990, comprehensive sizdtibn packages were adopted
in all CEE countries by 1993 and significant pragra&vas achieved in the process of
bringing inflation under control as indicated inbl@ 1. As an outcome, the interest
rates also declined on average in these countvigsreas real interest rates increased
to relatively high levels during the process ofiiation due to tighter monetary

policies. According to a reform index developed Hgvrylyshyn et al. (1998),
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Romania is lagging behind and Czech Republic lentle group in terms of the

strength of the reform process.

Table 1: Consumer Prices (annual percentage)
1990 1993 1996 1999 2002 2005 2007

Croatia 609.5 1,517.50 3.5 4 1.7 3.3 2.9
CzechRep. na na na 2.1 1.8 1.9 3
Estonia 23.1 89.8 23.1 3.3 3.6 4.1 6.6
Hungary 28.9 22.5 23.6 10 53 3.6 8
Latvia 10.5 109.2 25 4.7 1.9 6.7 10.1
Lithuania 8.4 410.4 24.6 0.8 0.3 2.7 5.7
Poland 585.8 35.3 19.9 7.3 1.9 2.2 2.4
Slovakia 10.8 23.2 5.8 10.6 3 2.5 2.8
Slovenia 551.6 32.9 9.9 6.2 7.5 2.5 3.6
Bulgaria 26.3 73 123 0.7 5.9 5 8.4
Romania 5.1 256.1 38.8 45.8 22.5 9.5 4.8

Source Eurostat Database

Moreover, the stabilization process in CEE coustriacluded the choice of
exchange rate regime. It is a major concern fansiteon countries, because they
need to establish credibility when moving from anpled regime to a market-based
one. Most of the CEE countries introduced tight etary and credit policies, wage
control policies, and monetary reforms (lllievap3) at the time when price controls
were removed. They have gone through frequent exgghaate regime adjustments,
from am fixed exchange rate regime with varyingdsato managed or full floating
rate systems (Wang & Moore, 2009), which gave treame control over their

exchange rates and monetary policies.

One of the main features of centrally planned eouoes was that almost all
productive capacity was state owned; therefore jameaallenge during transition is

privatization. Privatization is a key part of rafes for the efficient functioning of

37



market economy (Stirbock, 2001)t is defined as the deliberate sale by a
government of state-owned enterprises or assepsitate economic agentgvhile
this is important for sustainable private sectamwgh and efficient capital markets,
the functioning of financial markets and a positared liberalized macroeconomic
climate are also necessary for the success oftipat@mn processThe objectives set
for the British privatization program by the Consasives since 1979 are the same as
those described by many governments in CEE cosnffigese goals as described in

Price Waterhouse (1989a, 1989b), are to:

(1) raise revenue for the state,

(2) promote economic efficiency,

(3) reduce government interference in the economy,
(4) promote wider share ownership,

(5) provide the opportunity to introduce competitio
(6) subject state owned enterprises to marketmisei.

(7) develop the national capital market.

The difference in privatization performance amorapsition countries is the result
of the success in privatizing the large state owergerprises. According to the data
indicated in the EBRD Transition Report 2002, Romaand Slovenia have the
lowest degree of privatization, while Czech Repubhd Hungary quickly privatized
the majority of their large-state owned enterpriged increased the share of private

sector on the economic growth (Table 2).
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Table 2: Private sector share of GDP (%)

1992 1994 1996 1998 2000 2001 2002
Croatia 30 65 75 75 80 80 80
Hungary 40 55 70 80 80 80 80
Poland 45 55 60 65 70 75 75
Slovakia 30 55 70 75 80 80 80
Slovenia 30 45 55 60 65 65 65
Estonia 25 55 70 70 75 75 80
Latvia 25 40 60 65 65 65 70
Lithuania 20 60 70 70 70 70 75
Bulgaria 25 40 55 65 70 70 75
Romania 25 40 55 60 60 65 65

Source:EBRD Transition Report 2002

Trade has always been the vehicle of economic growiCEE countries. Figure 3
shows that CEE countries exhibit high degree aferapenness since the second half
of 1990s. This openness means that these countriegrability to external shocks
has dramatically increased. The economies of CHierenced a reorientation of
trade away from the members of CMEA towards theogean Union countries
accounting for as much as 60-70% of total traden&ty CEE countries. Actually, a
large amount of their GDP depends on exports td=tlle The implication of this is
that the EU is the single most important partnerafo CEE countries and as a result
these countries’ competitive position has strengtkde Although all CEE countries
suffer from substantial current account deficite da trade deficits, they are not

immediate concern as their financing is securedamtal inflows.
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Figure 3: Exports of CEE countries to the World andEuro area
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The liberalization of financial capital flows aref ®pecial interest for the
understanding of the capital markets in CEE coastriVhile domestic savings are
the main source of financing, foreign capital ciimittes significantly to the financial
markets of CEE countries and helps to finance gauapital and budget deficiat
the beginning of the transition period, there weegeral restrictions on all capital
flows. However, while most of the limitations onréggn direct investments (FDI
hereafter) were lifted in almost all countries, astttapital flows were subject to
various restrictions (Feldmaeat al.,1998). Net financial flows to CEE countries have
increased enormously over the past years. Thetgteuof financial account in these
countries showed that FDI dominated net portfoligestments in the late 1990s

which represents foreign capital that is investdaf medium or long term period.
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The considerable capital inflows of FDI have resallto restructuring of corporate

and banking sectors, and reform of the legal agdlatory framework (Nord, 2000).

Table 3: Exports of goods and services in % of GDP
1995 1997 1999 2001 2003 2005 2007 ‘

Bulgaria 44.7 58.3 44.6 55.6 53.3 60.2 63.4
Czech

Republic 50.7 52.1 55.5 65.4 61.8 72.2 80.1
Latvia 41.9 46.2 40.4 41.6 42.1 47.8 42.2
Lithuania 47.5 51.6 38.7 49.8 51.2 57.5 54.1
Hungary 44.9 54.5 63.4 71 61.1 66 80.5
Poland 23.2 234 24.2 27.1 333 37.1 40.8
Romania na na 27.8 33.1 34.8 33.1 29.3
Slovenia 49.9 51.7 47.6 55.5 54 62.1 69.5
Slovakia 57.8 56.4 61.2 72.7 75.9 76.3 86.5

Source Eurostat Database

4.3. Development of Financial Sector in CEE Cowstri

The macroeconomic conditions prevailing in any ¢ouas well as the situation of
the banking system, determines the origin and deweént of the capital markets
(Reininger, 2001). It is also well documented thatefficiently-functioning banking
and financial sector enhances a country’s econgmwth (Levine, 1997) through
facilitating price discovery, risk hedging and thkocation of capital to its most

efficient use.

CEE countries’ capital markets were underdeveldpetthe beginning of transition

despite the success in price, trade and exchamgdilvaralization and this denoted
that restructuring enterprises had to rely on eéfncing or on bank lending. Hence,
banks had to fulfill a very important function imet overall financial system and were

expected to be a driving force for economic restniieg. Since the beginning of
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covering the deficits of the state budget the fitems process, the CEE countries
acted to create a true banking system through tprataon of their state owned banks
and to establish functioning financial marketstia framework of communism, the
banking system in CEE countries had the followirgracteristics: state-owned
banking, single-tier banking syst&nmand they were not run as profit maximizing
units (e.g. loans were granted on the basis okraitnot related to market

performance). The monobank was responsible foringswurrency, collecting

household deposits, providing financing to entsgsj and managing the payment
system among enterprises. In fact, the functionseotral bank and the commercial
banks were not separated. Risk and return prirgiplere not considered during
valuation of investment projects and bankruptcy thd/ not exist. Therefore, when

borrowers were unable to pay their loans, they wetethreatened with bankruptcy

and liquidation.

The progress made in the banking system was stal@nd reforms started with the
creation of two-tier banking system that broke ki monobank into a central bank
and a number of commercial banks in each countrputih new regulatory
frameworks. However, some of the assets of singtedtanking system were
transferred to new commercial banks. Thereforey tivere left with bad loans
without the resources to measure credit risk, aacewoverstaffed (Skosples, 2006).
In fact, they were technically insolvent from thetel of their establishment. Initially,
commercial banks maintained close ties with stateeal enterprises. Furthermore,
the new banking system did not focus on effecting afficient functioning of the

system and were managed by administrative decigiatmer than market forces.

8 Monolithic central bank plus a limited number gfesialized banks (e.g. for foreign trade,
agriculture, national savings, investment etc.) btmank performed the simultaneous roles of central
bank and commercial bank. Specialized banks weganizationally dependent upon and regulated by
central banks.
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Also, the new banking system had little motivatiorpursue efficient behavior due
to the lack of competitive pressure. Thus, somesguwents relaxed the restrictions
on the establishment of new banks and encourageftdb entry ofle novoprivate
banks (Yildirim, 2003). While the number of commerciaénks increased in the
early 1990s and brought a certain degree of cotipetio the banking sector in
these years, they soon became financially distdessel insolvent. Because, the
banking sector contained excessive numbers of ambakalthy banks and they were
expected to support unproductive enterprises. Kuadt Tirtiroglu (1998) found that
newer banks were less cost and scale efficient thigler banks, and these
undercapitalized banks did not improve overall ogiicy of financial

intermediation.

The banking sector in most of the CEE countriesbeen subjected to a number of
crises over the years of restructuring. Bankingeziwere experienced in Estonia in
1992, in Latvia and Lithuania in 1995 and in Bulgaand Czech Republic in 1996.
The causes of these crises were mainly accumulatfobad loans, insufficient

regulation and supervision of the banking systewh @rporate distress. It became
apparent that the transition countries needed a apwoach to restructuring their
banks. Therefore, bank regulation and supervisanaime particularly important for

the more liberalized banking system in all CEE ¢oas to ensure banking stability.

Supervision aims to ensure well functioning risknagement system for the banks
through identifying, measuring and monitoring tieks they take. Banking system
supervision was executed by central banks in alE C&untries except for Hungary
and Slovenia, where some supervisory authoritidégsedecentral banks. Each CEE

country was able to determine banks’ capital adegaad the reserve requirement

° De novo implies that a new bank was not creatsslitih privatization process of an already existing
bank, but that it was established as a new entity.
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and enforce stricter loan provision (Skosples, 2008s for capital adequacy, all
countries seem to comply with the Bank for Inteioval Settlements (BIS

thereafter) recommendation to keep the requirednmuim risk weighted capital to
asset ratio of 8 % (Yildirim, 2003). Regulationscluded general portfolio

assessment and loan classification to ensure @egrspy and to give auditors the
necessary warning signaldfter the implementation of EU compatible financial
legislation and regulations, governments initideage scale privatization programs
that considerably reduced state ownership. Theides behind privatization was to
improve competition and efficiency through increhstoreign and domestic
competition. Foreign participation acceleratedoiwing the banking crises and it
helped the establishment of a sound banking settoEE. Currently, more than half
of all CEE banks are fully or substantially foreigwned and foreign ownership of
bank assets is above 70% and is rising every Wast of the CEE banks’ assets
were sold to EU banks to facilitate coordinationnodnetary policy with the EU.

The size of state owned had declined dramaticadiyvbéen 1996 and 2001. The
increased foreign ownership brought foreign capigald know-how, raised

competition among banks and protected the sectmn fmerging market crisés

experienced in Russia and Asia. Also, the amouint®io-performing assets reduced
and asset quality improved after enacting the reggulations and bailing out of bad

loans by governments.

Simultaneously, the success of privatization aeddgvelopment of government debt
market have enormously affected the growth of sgcunarkets in the CEE
countries. Secondary public debt markets providgidity to investors that are

incentives for financial market development andpgupinterest rate liberalization.

19 See World Bank Development Report (2002).
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The Communityacquisin the area of securities markets is composed asoes
regarding operations on market, rules governing rttegkets themselves and the
intermediaries active on these markets and fregigpam of unit trusts (Lannoo &
Salem, 2001). Stock exchanges that had closed gliih@ socialist period were
reopened with mass privatization programs in theyeB990s. For instance, the
Budapest Stock Exchange (Hungary) was reopenedine 1990, the Bratislava
Stock Exchange (Slovakia) in March 1991, the WarSawck Exchange (Poland) in
April 1991, and the Prague Stock Exchange (CzegbuBl) in April 1993. The
stock markets were characterized by the lack ofificeent regulatory framework
and the dominance of a small number of companiean@\& Moore, 2009) in the
reopening stage. Also, the firms were not encowrdagée listed in stock exchanges
due to the requirement of disclosure and highetscoft raising funds through the

market compared to bank credit.

The privatization method has actually influenced ttumber of listed companies.
The basic feature of stock markets in Bulgaria,dBzRepublic, Lithuania, Romania
and Slovakia was the transfer of ownership rightsnass-privatized companies. At
the beginning, large number of stocks was listeth@se stock markets, which were
illiquid. Conversely, the stock markets in Croatastonia, Hungary, Latvia, Poland
and Slovenia began operations with a small numbetazks that were offered by
voluntary initial public offerings (IPO, hereafterpince illiquid companies are
removed from the system due to avoidance of patamgs and low cost of bank
credit, the number of listed companies declinedhass privatized stock markets in
the late 1990s. In contrast, as seen in Tabléhel,number of listed companies

increased in IPO-type markets such as in PolandHamgjary.
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Table 4: Number of listed companies in transition eonomies by market origin, 1994-2000

1994 1995 1996 1997 1998 1999 2000
Czech Republic 1028 1716 1670 320 304 195 151
Hungary 40 42 45 49 55 66 60
Estonia 0 0 19 31 29 24 21
Latvia 0 17 34 51 68 67 63
Lithuania 183 351 460 667 1365 1250 1188
Poland 44 65 83 143 198 221 225
Romania 0 9 17 75 126 126 115
Slovakia 521 850 970 918 833 830 866
Slovenia - - - 85 92 134 154

Source Stock exchange websites

Countries with more stable macroeconomic environimeetter regulations and

accounting rules and stronger disclosure requirésnare expected to have larger
stock markets in terms of market capitalizationgufeé 4a shows the market
capitalization of transition economies. The markepitalization has increased
outstandingly for Hungary and Poland, whereas $avhas shown the lowest level
of market capitalization in absolute value and eetage of GDP. Despite the rapid
growth in their market capitalization, these stocéirkets are relatively small when
compared to developed stock markets in EU, as sHagure 4b. Developed stock

markets denote a smooth pattern when comparedumgteady movements in the

transition stock markets. This can be interpretedaa indication of unstable

economic conditions in CEE countries.
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Figure 4: a) Market capitalization of CEE stock markets as a share of GDP (b) Market
capitalization of developed stock markets as a sharf GDP
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Another important characteristic of stock markess liquidity, which is often

measured as the market turnover ratio. It is ¢aled by dividing the total value of
shares traded during the period to the averageanadpitalization for the period. It
is an indicator of market depth and higher ratisigigates higher liquidity of the

market. The most liquid stock market is in Hungainguced by foreign trade
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activities. Also, turnover ratio has risen in alEE stock markets with the exception
of Slovakia and Bulgaria due to the poor econoreietbpment and weak regulatory
environment (Pajuste, 2002). A small number of ganmes dominated the stock
markets of transition countries and thus there lidgh concentration of turnover in

these markets.

Table 5: Market turnover (equity market), in % of market capitalization
1995 1996 1997 1998 1999 2000

Czech Republic 23 47 55 40 36 58
Hungary 15 31 50 114 175 204
Estonia 0 40 148 210 27 33
Latvia 0 8 25 12 5 47
Lithuania 10 4 11 8 10 7
Poland 61 66 66 44 80 132
Romania 0 8 52 54 31 23
Slovakia na na na na 14 17
Slovenia 67 60 34 33 32 21

Source Homepages of national stock exchanges, authaltsilations

The liquidity of stock markets also depends on dbeelopment of a class of well
governed institutional investors. However, instdogal investors, i.e. investment
funds, mutual funds, pension funds and insurancepamies are very small in size
with assets accounting for an average of 7% of GDRtual funds are immature in
transition economies and the size of the assefgens$ion funds, which have only
recently been set up, is insignificant. Also, theurance industry started to develop

after 1996 with the exception of Czech Republic.

Corresponding to the market capitalization of ggumiarkets, it would be remarkable
to compare the ownership structure of the totaitahpf all listed companies in CEE

stock markets. The share of foreign equity finagdsrelatively high in many large
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and listed companies in transition countries. TizedB Republic, Estonia, Hungary
and Slovakia exhibit foreign investment ratios thee¢ comparable with Euro area
countries. On the contrary, foreign stock holdiags significantly lower in Poland

but still much higher than in Latvia, Lithuania a8kbvenia.

Despite their small size, these CEE markets hagerhe more attractive in the last
few years due to a combination of greater perceasmhomic and political stability

in comparison to some other emerging markets anthrhigher returns than those of
the developed EU markets (Gilmore et al. 2008). elmv, they experienced higher
volatility changes and unstable macroeconomic d¢amdi due the growth of market
capitalization and trading volumes. Also, they iBr@e sensitive to shifts in regional
and worldwide portfolio adjustments of large invesht funds due to the small size
of the market compared to the stock exchanges eointbre developed and larger

markets.
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CHAPTER 5

METHODOLOGY

5.1. Modelling Volatility

Modelling and forecasting stock market volatilityash been the subject of vast
empirical and theoretical investigation by markebfessionals and academic
researchers over the past decade. Volatility, lisnadasured by standard deviation
or variance of portfolio returns, is uniquely vital financial markets, for it is often
taken as a crude measure of the total risk of Gi@rassets. Many value at risk
models for measuring market risk require the edtonaor forecast of a volatility

parameter.

In this thesis, the volatility modelling techniquesver a wide range of simple pre-
ARCH to post-ARCH class of models. As for the ARCHss models, this study
take into consideration the first generation of lolGARCH or other symmetric
model), asymmetric models (e.g. Nelson, 1991; @logt al. 1993) and long
memory models (e.g. Balilliet al. 1996; Engle & Lee, 1999). The forecasting
performance of these models compared to simplechmeark models based upon

smoothing and averaging techniques is also coresidarthe scope of this study.

The next sections will discuss various models trat appropriate to capture the

stylized features of volatility that have been alied in the literature.
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5.1.1. Averaging and Smoothing Models

In order to establish notation and models in simaleeraging and smoothing models

to forecast volatility, consider the return procesgiven by

TE=Ut+é& (1)

where [ is the conditional mean processs the error term and decomposed of
& = 0:z; With z an idiosyncratic zero mean constant variance neise ando; IS
the volatility process to be estimated with foreécadues denoted bly?. The sample
data is split between the in sample peticd 1,2, ..., T and the out of sample period

t=T,..,T

5.1.1.1. Historical Average

Historical average in volatility process is perhajhe most apparent way of
forecasting future volatility. Moreover, if the atditional expectation of volatility is
assumed to be constant, all variation in estimatadltility could be attributed to
measurement error and the optimal forecast of éutwolatility would be the

historical average computed as follows

T
1
Wi =—= ) of @)
t=1

whereh? is the forecast of volatility at timed? is the actual volatility at time t.
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5.1.1.2. Random Walk Model

Random walk model assumes volatility fluctuatesdoanly in all period. Hence, the
best forecast of next period’s volatility is simmyrrent period’s actual volatility. It

is defined as:
hi, = of (3)

This model suggests that the optimal forecast ddtiliby is for no change since the

last observed observation (Evans & McMillan, 2007).
5.1.1.3. Exponential smoothing

Exponential smoothing is another one-step-aheadtilityl forecasting technique that
uses weighted function of the immediate precedintatility forecast and actual

volatility. The equation of the model is
hiyr = (1 — a)hf + ad? (4)

whereh? is the forecast of volatility at time ¢Z is the actual volatility at time t and
a IS the smoothing constant constrained to lie betweero and one. Fer=1 the
exponential smoothing model reduces to the randaik model, while asg=0 major
weight is given to the prior period forecast. Bpeated substitution, the recursive

can be written as

T
h?,, = aZ(l —a)lo? (5)
i=0

This can be an explanation of why this method Ikedaas exponential smoothing.

Because Eq. (5) shows that the forecast of vdiatdia weighted average of the past
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values ofa? ;, where the weights decline exponentially with tigvai, 2002). The
value ofa is chosen to produce best fit by minimizing thensaf squared in-sample

forecast errors.
5.1.1.4. Exponentially weighted moving average (A)YM

The exponentially weighted moving average (EWMAdadter) model allows more
recent observations to have a stronger effect erfdrecast of volatility than older
data points. The weighting for each older data fpdéectreases exponentially, giving
much more importance to recent observations whiilé ot discarding older

observations entirely. According to EWMA model, fbeecast is obtained by

N
hi=0-2) Z A (6)
i=1

Where fris the observed return on day t with squared retiypically used as an
estimate of the ex-post daily variance and the decay factor that determines how
much weight is given to recent versus older obsgemsa. The decay factor could be
estimated, however in many researches it is seD.84 as recommended by

RiskMetrics, producers of popular risk measurenseftivare.

5.1.2. Linear Time Series Models

5.1.2.1. Autoregressive Moving Average (ARMA) Model

Yule (1926) first introduced autoregressive (AR) dels and they were
supplemented with the work of Slutsky (1937) whesented moving average (MA)
schemes. Wold's (1938) autoregressive moving aee(@&RMA) model of order

(p,9) is obtained by combining autoregressive (AR) nhaxfeorder p and moving
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average (MA) model of ordey. This model can be used to model a large class of
stationary time series. The AR models are usedme series analysis to describe

stationary time series. The current valugpf=1... T,given by

Ve=U+DP1Ye1 Doyt F PpYep & (7)

gt = ZtO't, Zt""N(O,].)

is called an autoregressive process of opdand is denoted by AR). In Eq. (7), M
is a constant term which relates to the mean ofstbehastic process arnglis a
sequence of independently and identically distetufi.i.d) error term with zero
mean and constant varianceg, is generated by its own past values together anth
error term €, ) . AR(p) process can also be expressed more compactly sgma

notation

14
Yt=#+z¢th—i+5t (8)
i=1

Moreover, lag operator notation can be used toevid. (8). L is lag operator which
imposes a one period time lag each time it is edplo a variableLy, = y,_, is
used to denote thatis lagged once. In order to shath lag ofy; is being taken, the

notation would bel'y;= y.i. Then ARp) process would be written as

14
Yt =H+Z¢il'i3’t+5t 9)
i=1
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In the moving average model of ordgr general seriey; can be modeled as a
combination of current and previous values of whitésé' disturbance term going

backq periods. This process is denoted as §)A(nd is written as
yt = H. + St + ngt—l + szt_z + i + gp(":t_q (10)

This can also be expressed as sigma or lag operaiation

q

YVt :Ii‘*‘zgi E—i t & (11)
i=1
q

Ve=u+ Z 0;L &, + & (12)
i=1

An ARMA(p,g model is one which combines AB}(@@nd MA() models. The model
states that series of gepends on its past observations going Ipag&riods together
with current and previous values of random distndea going back periods. This

model can be written as
Ve = U+ P1Ye1tdoye o+ o+ GpYep+ 0161+ Or6 5+ o+ Ope_g + &
with  E@)=0; E(2)=0% E(eics)=0, ts
or it can be expressed using lag operator as

¢(L)ye = p+0(L)e; (13)
where  ¢(L) =1 — ;L — pL? — - — ¢, LP

O(L) =1+ 61L + 0,L* + -+ 6, LP

1 White noise process has a constant mean and gariand zero covariances except at lag zero. Last
condition means that each observation is uncog@laith all other values in the sequence.
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5.1.2.2. Autoregressive Integrated Moving AveraRIMA) Models

Subclass of ARMA models are built on stationaryadakhe stationarity reflects
certain time-invariant properties of time seried ixsomehow a necessary condition
for making statistical inference (Fan and Yao, 0@ the other hand, real time
series data often contains time trends or randofis shat are beyond the capacity of
stationary ARMA models. Box and Jenkins (1970) ssfjgreprocessing the data to
remove those unstable components. It is achieveadkiyg the difference more than
once if necessary to obtain stationary series k@&t a constant mean, constant
variance and constant autocovariances for eacmdage Then, the new series can
be modeled by a stationary ARMA model. Since thgioal series is the integration
of the differenced series, this process is calkdraautoregressive integrated moving
average (ARIMA) process. Briefly, an ARMAp,0 model in the variable

differencedd times is equivalent to an ARIMA(d,§ model on the original data.

If the difference of the serigg is taken to obtain new stationary serigs then

ARMA model can be used. It is shown as

x, =A%y, d=>1

whereA denotes differencing ardlis the order of differencing need to be an integer

ARIMA (p,d,q)process is written as

d(L)AYy, = p+ 0(L)g, (14)

5.1.2.3. Autoregressive Fractionally Integrated MgyvAverage (ARFIMA) Models

Granger and Joyeux (1980), Hosking (1981) and Gevesid Porter-Hudak (1983)

were the early contributors who proposed the us@RFIMA processes to test the
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long memory property in the asset returns. Autasgjive fractionally integrated
moving average (ARFIMA) models generalizes the ARIvhodels by allowing
differencing parameter to take on real value, mathan restricting it to be an integer.
They allow for series to exhibit stationary ARMAHaior after being fractionally
differenced (Koopet al. 1997). The fractional difference operafbrL) is used for
the ARFIMA(p,q) process, wheré denotes the degree of fractional integration.

For the observed serigs,the ARFIMA(p.£,q) process can be expressed as:

(L)1 =LY (ye — W) = (L) (15)
& = z:0;, Z;~N(0,1)

whereu denotes the unconditional mean apslymbolizes iid error termp(L) and
0(L) are the usual AR and MA lag polynomials withot® outside the unit circle,
respectively. The major difference between ARIMAdaARMA models is, here
differencing parametey need not to be an integer. The integer valuesfigfrencing
parameter leads to traditional ARIMA model and zewdue of this parameter
corresponds to ARMA model. The properties of thecpss depend on the value of
the differencing parametey. The process exhibits long memory when(0,0.5),
intermediate memory whehe (—0.5,0) and short memory whe§ = 0. Following
Hosking (1981), wheré € (0.5,—0.5) , the y process is stationary and invertible
and the effects of; on y decays slowly to zero. Specifically &€ (0,0.5), the
autocorrelation function of an ARFIMA process cas $hown to be positive and
exhibit more persistence with the autocorrelatienaying at a hyperbolic rate which
iIs much slower than the usual exponential rate cga®nl with stationary ARMA
process wherf = 0. In the case of¢ € (—0.5,0), inverse autocorrelations decay

hyperbolically.
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5.1.3. Nonlinear Time Series Models

The basic assumption of classical linear regressiodel is that the variance of the
errors is constant at any given point in time. Thssumption is known as
homoscedasticity and it is the focus of ARCH/GARG@tbdels. In many cases,
especially in financial time series data that digpperiods of unusually large
volatility followed by periods of relative tranqityf, the assumption of
homoscedasticity might be unreasonable. If theanae of the errors is not constant,
time series data are said to suffer from heterastamty. In the presence of this
problem, the regression coefficients will be stitibiased, whereas standard error
estimates could be wrong. Therefore, it makes semsse a model that does not

assume constant variance especially for finanicrad series data.

Moreover, most of the financial time series dathileix volatility clustering which is
described as the tendency of large changes in pgset of either sign to follow
large changes and small changes of either sigoviadimall changes. In other words,
there is a degree of autocorrelation in the risssnef financial returns. The ARCH
and GARCH? time- varying models are appropriately designedeal with this set
of issues. Specifically, Engle (1982) and Sumel &mgjle (1994) among other
studies state that the ARCH appropriately accotomtsvolatility clustering in the
error terms that are serially uncorrelated and hfatetailed distributions. As
Bollerslevet al (1992) point out; such evidence proposes thatAlREH process
and its generalizations due to Bollerslev (1986) wall represent time-varying stock
return volatility and fat tailed-distribution pamsoniously, while incorporating

autocorrelation.

2 It stands for autoregressive conditional heterdasticity and generalized autoregressive
conditional heteroscedasticity.
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This study proceeds with the description of the ikarof ARCH and GARCH

models that will be used in volatility modeling.
5.1.3.1. ARCH Models

The autoregressive conditional heteroscedastiddi®GH) model is proposed by
Engle (1982) and is known as the accurate estimaibrtime varying volatility.
ARCH class models involve joint estimation of thenditional mean and the
conditional variance processes. Initially, the digtbn of conditional variance of a
random variables;, is needed to understand how the model workse ciimditional

variance of; symbolized bys? can be written as

of = var(ee| &_1,&¢-2,-.) = E[(er — E(&¢)*|€r—1, ¢, ... ] (16)
Because it is assumed that the error term hascamean, E]=0, then

of = var(e| 1,62, ...) = E[ef|e¢_1, €13, ... ] (17)

Eq. (17) verify that the conditional variance ozero mean normally distributed
random variableg; is equal to the conditional expected value ofdfeares. The

autocorrelation irx? can be captured by an AR(q) process,
ef = w+ ayef g + azel, + -+ el (18)

Using Eg. (17) and (18), ARCH) model can be shown as a moving average of past

error terms

-

ot =w+ ) aef; (19)
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where ¢2_; lagged squared prediction errasg, is conditional variance and the
coefficientso; must be estimated from empirical data. The eeonthave the form
of &, = 0,2z, Wwherez is defined as standardized residual that have mean and
unit variance and assumed to be normally distrdhuteis mentioned that ARCH
class models are estimated using conditional meash @onditional variance
equations. Thus far, conditional variance is madidbeit nothing has been said about
conditional mean. Under ARCH, the conditional meguoation which describes how
the dependent variable yaries over time could take almost any form thed t
researcher wishes (Brooks, 2002). Therefore, usimegexample of conditional mean

equation, the full model can be expressed as

T = U+ &, Stlﬂt—1~N(Olal:2)

of = w+ el g + azel, + o+ et (20)

where Qi; denotes the information up to time t-1 andsrthe daily return. The
formulation in the mean equation implies that tluaditional distribution of the
returns is normal with mean zero. ARCp(model can be explained as error
variance depends on q lags of squared errors.drptévious equation, squares of
lagged errors will not be negative, whereas coefiits could be negative. Therefore,
in order to ensure that the conditional variancawsays nonnegative, all coefficients
would be required to be nonnegative> 0, 0; >0 Vi =0,1,2,...,q . The value of
g, the number of lags of the squared residual, lshoel decided carefully in order to
have the correct model. In this study, likelihoadio test is used to determine the

number of lags of squared residuals.
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In the ARCH specification, while the conditional rieance is changing, the

unconditional  variance of g is constant and expressed as

2 w

0. =
t 1_Z?=1 a;i

. As long asy]_, a; < 1, the ARCH process is weakly stationary

with constant unconditional variance.
5.1.3.2. Generalized Autoregressive Conditionalertetcedasticity (GARCH) Model

Bollerslev (1986) extended Engle’s original work byercoming some of the
limitations of the ARCH model. Bollerslev indicdtéhat the number of lags of the
squared errors that are required to capture alhefdependence in the conditional
variance might be very large in empirical applicat. This will result in a large
conditional variance model that was not parsimosiddesides that, nonnegativity
constraints might be violated when there are maerpeters in the conditional
variance equation. Elaborating on these weakne&m®igrslev developed a more
parsimonious model would entail fewer coefficieastrictions which is called as
generalized autoregressive conditional heterostiedgs(GARCH) model. The

general specification of GARCHb(g model is given by;

a p
0 =w +Zai£t2_l- +Zﬁjat2_j (21)
i=1 =1

=w + a(L)e? + B(L)o?

wherea(L) and B(L) are polynomials of order p and q, respectivekpressed in
terms of lag operator. The main difference betw@ARCH and ARMA processes is
that the former allows volatility shocks to perswster time. The key feature of
GARCH models is that both AR and MA components areluded in the

heteroscedastic variance (Baillie et al., 1996;@slev, 1989, 1990; Bollerslev and
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Mikkelsen, 1996b). Using GARCHb () models, forecasts of volatility are generated
as a weighted function of a long-term average valyanformation about volatility
during the previous periods and the fitted variafmen the model during the
previous periods. Alternatively, the estimate of QR coefficient o; shows the
impact of current news on the conditional variapcecess and; indicates the
persistence of volatility of a shock or the impattold news on volatility. In other
wordsa implies the existence of volatility clustering it the data an@ presents
the level of volatility memory. Hence, the combinedlue of %./_, a; +Z?=1Bl-
provides a general indication of the persistenceotdtility in any given time series
data. The stationarity of the process is achievety i Y7, a;+X7_ B <1
restriction is satisfied. As the mentioned sum @ges to unity, the persistence of
shocks to volatility becomes permanent and uncmmdit variance moves towards
infinity. In EqQ. (21), nonnegativity conditions gdarametersw «; and ; are

sufficient for the conditional variances to bedtyi positive.

Using Eq. (21) the following expression can be\ckti

[1-a() - pW)]e? =w+[1-LL)]v, (22)

where v, = ¢2 — g?. The GARCH p,0) model is covariance stationary if all the
roots of1 — a(L) — B(L) lie outside the unit circle. It mearg_, a; +X7_, 5; < 1

condition is necessary to satisfy covariance statity of the conditional variance.
For ¥, a; + X¥_, B; > 1, the unconditional variance ef** is not defined and this
would be termed non-stationarity in variance. Tisigepresentative of a case in

which a shock to volatility during the current mefiresults in even greater volatility

w

1314 ; 2
It is expressed ag? =
P Crl B B
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during the next period. The case wigh, a; + Z;’zlﬁi = 1 would be known as a

unit root in variance and referred to as an IntegraGARCH (IGARCH) model.

Engle and Bollerslev (1986) defined the IGARQgf model as

p(D[1 - Llef = w +[1 - (L), (23)

where ¢ (L) = [1 — a(L) — B(L)](1 — L)L, In this situation, the past information
(shocks) is persistent indefinitely for forecasfstlte conditional variance for all

horizons. Hence, the unconditional variance of I@Rmodel does not exist.

5.1.3.3 Exponential Generalized Autoregressive @Gmmal Heteroscedasticity

(EGARCH) Model

Many of extensions to the GARCH model have beempgsed as a consequence of
some limitations of traditional GARCHy(g) model. One of the primary restrictions
of GARCH model is that to it imposes a nonnegatieidndition on all parameters to
ensure the conditional variance is positive. HoweMelson and Cao (1992) argued
that this condition may be violated because stagtkirn and volatility can be
negatively correlated based on some empirical reséa While GARCH models
proved successful in considering main featuresetdirn series, namely volatility
clustering and leptokurtosis, they fail to accotort asymmetry in the conditional
variance. The shocks to the traditional GARQ#Hg( model have the symmetric
(same) effect on the conditional variance whethershocks are negative or positive.
This actually arises since the conditional variamcdeq. (21) is a function of the
magnitudes of lagged residuals and not their sifgnghe case of equity returns,
asymmetries are attributed to leverage effects,reldyelarge negative shocks or

innovations result in higher observed volatilityatha positive shocks of the same

14 See for example, Black (1976), Christie (1982} Brenchet al(1987).
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magnitude. The existence of this asymmetric effieaplies that a symmetric
specification on the conditional variance functes in the GARCH,q9) model is

theoretically inappropriate. The exponential gelezd autoregressive conditional
heteroscedasticity (EGARCH) model proposed by Nel€®91) showed that the
nonnegative constraints are too restrictive andodhtced asymmetry into the

conditional variance.

The EGARCH model developed by (Nelson, 1991) cawtiigen as follows:

lee—1l Et-1
> + B ln(0t2—1) +y >
Ot q Or1

In(6?) =w+ a (24)

The model has several advantages over the tradit@ARCH model. First of all,
the logarithmic form of the conditional variancention provides that the variance
will be positive even if the parameters are negatidence, there is no need for
nonnegativity constraints for the parameters ofEARCH model. This feature of
the model is useful in which it significantly sinfigs the estimation of the
parameters and avoids a number of possible diffegiin a negative estimation of
GARCH models. Second, asymmetries are allowed fodeu the EGARCH
formulation, since if the relationship between Wity and returns is negative,
will be negative (Brooks, 2002). Also, Eq. (24)oals good and bad news to affect
volatility in different ways. The only restrictioon the parameters in the EGARCH
model is that the sum of the terms must not excesty in order to guarantee the

stationarity of the process (Kasman and Kasmar3200
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5.1.3.4. The GJR Model

The GJR model is proposed by Glostgral. (1993) which is a simple extension of
GARCH model with an additional term included to @aat for possible
asymmetries. Its generalized version is given by

q 14
2=+ €2 4yl e )+ g2 . 25
oy = w (aigr_i +vile—i&r-;) Bj Ot_j (25)
i=1 =1

J

wherel; is a dummy variable that take the value &.ifis negative and O when it is
positive. In this model, the impact of squaresagfgled errors on conditional variance
is different when lagged error term is negativeaositive. Basically using GJR (1,1)
model, good news or shocks has an impaat @file bad news or shocks has an

impact ofa+y on the conditional variance.
5.1.3.5. Fractionally Integrated GARCH (FIGARCH) &b

In order to capture long memory property in finahenarket volatility, Baillieet al.
(1996) introduced the fractionally integrated GARGQHGARCH) process. The
model also fills the gap between short and compdetsistence. Actually, the model
is an extension of IGARCH model and is formed bpglaeing the first difference
operator(1-L) in Eq. (23) by fractional differencing operatdrL) ¢ with 0<d<1. In
contrast to an(0) time series in which shocks die out at an expaoalkerdte , or an
I(1) series in which there is no mean reversion , shtzlanl(d) time series decay at

a slow hyperbolic rate.

The FIGARCH p,d,g model can be defined as
p(L)(A - L)% = w +[1 - BL)]v, (26)
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wherev, = ¢ — o7 and all the roots ap(L) and [1A(L)] lie outside the unit circle.
Whend=1, a FIGARCH model is reduced to an IGARCH modet arhend=0; it

is reduced to a GARCH model. Alternatively, foxd<1l the FIGARCH model
implies a long memory behavior. To better undeistéme conditional variance

equation, one can rearrange Eg. (26) and can thiet€IGARCH model as follows

[1-BD]of = w+[1-pL) - pL)(A - L)]e? (27)

The conditional variance @f is obtained by

of = w[1 =B +{1-[1-BW] L)1~ L))} (28)
That is
of = w[1—-BW]" +AL)ef (29)

where A(L) =1 —[1 - BL)] " *¢(L)(1 — L)*]. The conditions ofw > 0,8(L) —

d<¢(l) < ?, and d (qb(L) — %) < B(L)(¢p(L) — B(L) + d) are sufficient to

ensure that the conditional variance of FIGARCH slad positive almost surely for

all t.

In the FIGARCH model, the effect of a given shocktbe conditional variance will
die out at a hyperbolic rate, reflecting the higpbrsistent nature of these shocks.
For noninteger values af when G<d<1 the autocorrelations of series will decline
very slowly to zero. Since, series is weakly stany ford<0.5, it is nonstationary
for d > 0.5. This makes a clear difference from GARGC#-0) and IGARCH ¢=1)
models where the effect of past squared errorsherctirrent conditional variance

dies out exponentially in GARCH and remains impatrter all lags in IGARCH.
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Thus, FIGARCH model can be a good compromise of GARand IGARCH in

capturing long term dynamics in volatility.

5.1.3.6. Fractionally Integrated Exponential GARGHEGARCH) Model

The FIGARCH model assumes that the conditionaltibjasymmetrically responds
to the magnitude of both positive and negative kbodherefore, the idea of
fractional integration has been extended to thetifvaally integrated exponential
GARCH (FIEGARCH) model of Bollerslev and Mikkelse(l996b) which

incorporated the asymmetric dynamics of the EGAR@étel. The FIEGARCH

model is given by

In(o?) = w + (L)' (1 = L)1 + P(L)]g(2:-1) (30)

whereg(z;) = 0z; + y[lz:| — E|z;|]. The parametef# measures the leverage effect
while d is the long memory parameter as discusbeslaa Ifd=0, the short memory
EGARCH model is obtained. The log form of FIEGAR@tbdel allows estimation
of the model without imposing any nonnegativity diions. The FIEGARCH model

is stationary only ifd|<1 andd|<0.5.

5.1.3.7. Hyperbolic GARCH (HYGARCH) Model

Davidson (2004) proposed a generalized version®ARCH model that is labeled
as hyperbolic GARCH (HYGARCH) model with hyperbotionvergence rates. The

HYGARCH (p,d,g model is given by Eq.(29) whesL) in Eq. (29) is replaced by

ML) =1-[1-BW]'¢W){1+ a1 - 1) —1]} (3D
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The HYGARCH model nests the FIGARCH model wherl and if the GARCH
component satisfies the usual covariance statiggnagstrictions, then this process is

stationary with 0g<1 and ifa>1 the process is nonstationary.

5.1.3.8 ARCH/GARCH Models with Different Distrilaunal Assumptions

It is widely known that the distribution of finamtitime series exhibit fat tails and
excess kurtosis rather than the normal distributiona VaR context, assuming
normality when returns are fat tailed or leptokurivill result a systematic
underestimation or overestimation of the riskine$ésthe portfolio. Hence, an
extension of ARCH/GARCH models are also employed tle analysis by
substituting the conditional normal density by madtgive distributions like stude#t
(Blattberg and Gonedes, 1974) or skewed stutéRernandez and Steel, 1998;
Lambert and Laurent, 2001) in order to allow excksdosis or fat tails in the
conditional distribution. Since it may be expectlkdt excess kurtosis and skewness
presented by the residuals of conditional hetentestecity models will be reduced
when a more appropriate distribution is used, shigly considers normal, student-
and skewed studenmtdistributional assumptions in the models. Fornepie, the
GARCH model can also be estimated under stutldigtributional assumption and

can be shown as

T = U+ &, &| Qe—1~T, (0, Utz)
q p

o =w+ Z a;ef; + Z B0l (32)
i=1 j=1
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whereT,(0,0?) denotes the student’s t distribution with mearozeariances?
andv degrees of freedom. The degrees of freedom pagarmdetermines the kurtosis
of the conditional distribution.

Under the assumption that the error term has a aladistributior(e;,~N (0, 1)), the

log likelihood of normal distribution can be exmed as,

T
1
Lnormal = - EZ [111(27‘[) + ln(atz) + ZL?] (33)
t=1

where zis the standardized residual expressed, as /0, , o7 is the conditional
variance and T is the number of observations.
If & follows a heavy tailed distribution such asStudent distribution, the log

likelihood function for the conditionaldistribution is

T

Ls = Z llog (r (v er 1)) ~log <F (%)) —%log((v — 2)o?) (34)

t=1

WhereI'(.) is the gamma function andis the degree of freedonv2). When
innovations are t-distributed, fat tails can be eled easily. The fatness increases

whenv decreases since the conditional kurtosis can beesgged as 8(2) / (v-4).

To capture excess kurtosis and skewness, the sk&uadent-t distribution is
considered in the analysis. It has a skewed student distribution
(e¢~SkST(0,1,k,v)), the log likelihood of the skewed Student-t digition is as

follows,

v+1 2

Lowse =T {lnr (T) — InT (E) —~In[z(v - 2)] + In (k+1 /k) +1In (s)} -

3, lln(atz) +(1+v)n [1 + %k-%]l (35)
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wherel, = 1if z, > —%or I, =—-1if zz < —m/s, kis an asymmetry parameter,

m ands are the mean and standard deviation of the sk&uatkntt distribution.

5.1.4 Diagnostics Check for Volatility Models

The adequacy of the models that are used in thiysamas tested by Ljung-Box
statistics for both standardized and squared stdizdal residuals. Furthermore,
ARCH-LM test of Engle (1982) is employed to chebk presence of ARCH effects.
On the other hand, the adjusted Pearson chi-sqgaxthess-of-fit is applied on the
residuals of the estimated models to compare thpiral distribution of the

standardized residuals with theoretical distribtio
5.1.4.1 Ljung-Box Q statistics

The Q-statistic developed by Box and Pierce (1950ped to test whether the group

of correlation coefficients are equal to zero. Thsetatistic is computed as follows:

Q= TZ T} (36)

where T is the sample size, m is the maximum lagtle andy is the jth lag
autocorrelation of the time series. The correlatoefficients are squared so that
positive and negative coefficients do not cancel each other. The Q-statistic is
asymptotically distributed as chi-squayé) (distribution withm degrees of freedom
under the assumption that error terms are senailgorrelated. If the sum of the
autocorrelation coefficients exceeds the criticalue, the null hypothesis of no

autocorrelation is rejected.
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However, the Box-Pierce test has poor performamzk laads to wrong decision
frequently in small samples since it has poor smafthple properties. Therefore,
another portmanteau test developed by Ljung and (B6X8) is preferred which is
better for all sample sizes. This study also engplihe Ljung-Box Q-statistic test

which is shown as

2
2]
T—j

m
Q=T(T +2) Z (37)

j=1
The null hypothesis of the Ljung-Box Q-statistidh&re is no series autocorrelation
and this Q-statistic is also treated géwith m degrees of freedom. Rejection of the
null hypothesis that the sequence of error ternseiiglly uncorrelated is equivalent

to rejection of the null hypothesis of no ARCH oARCH errors.
5.1.4.2 ARCH-LM test

The purpose of the heteroscedasticity test is taméxe the null hypothesis of
constant variance in random variables. The ARCH#kebt of Engle (1982) is chosen
to test the presence of additional ARCH effectthmnsquared residuals. The testing
problem can be formulated as the test of the nypothesis that the ARCH

coefficient is higher than zero which is shown kelo
Ho:al =0y = =0(q =0
Hi:a; > 0 for at least onei = 1,2, ...,q

ARCH-LM test is performed by first obtaining thesiduals from the ordinary least
squares regression of the conditional mean equatidnthen regressing the squared

residuals on its own lags and saving the regreRssquare. The test result is found
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by multiplying number of observations by thé &d this number is evaluated under
+* distribution with the lag number as degree of da. If the value exceeds the
critical value, it indicates that the null hypottsesan be rejected meaning the series
appear to be nonstationary stochastic process théhvariance that is changing

through time.
5.1.4.3 Pearson chi-squared goodness-of-fit test

The appropriateness of the model is checked byopeifig Pearson chi-squared
goodness-of-fit test on the residuals of the egechanodels. The Pearson goodness-
of-fit test compares the empirical distribution thfe standardized residuals with
theoretical distribution. Vlaar and Palm (1993) ssify the residuals in cells
according to their magnitude. For a i.i.d. procetfe Pearson goodness-of-fit

statistics can be shown by

g
i — Eny)?
P(9) =Z% ~x*(g -1 (38)

whereg is the number of cellsy is the number of observations in each cell Bnd
is the expected number of observations. The Peagsmaness-of-fit statistic is
distributed ag?(g — 1) for a model with a null hypothesis of a correctdbution,
Although there is no consensus on the proper chafigan the literature, 60 is used

for the analyzed sample size.
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5.2. Forecasting Value at Risk

Value at risk (VaR, hereafter) is widely used asamdard measure of the market risk
for financial risk management by institutions irdihg banks, regulators and
portfolio managers. It is formally defined by Jari(2001) as “the worst loss over a
target horizon with a given level of confidencefl. dther words, VaR is quantile
measure of risk expressing expected loss resuitomy potential market movements
with a specified probability over a period of timéaR is therefore a statistical
measure of variability in the value of a portfolad positions or earnings from
economic activity arising from the changes in tharket prices of the commodities
or other variables underlying the portfolio or &itti. The advantage of VaR is that
exposure to downside risk can be summarized asgéesiumber and can be applied

easily by financial managers.

Accordingly, VaR is the value for whicfubs(loss)] < a@ , wherea denotes the
confidence level. For instance, a portfolio witheedtay VaR value of $10 million at
a confidence level 99% indicates that the losshe value of portfolio under

consideration will not exceed $10 million 99 ouDldays.

To calculate the VaR of a portfolio, let)ds the initial portfolio investment and R as
its rate of return. The expected value of portfalidhe end of a chosen time horizon

is
W = W,(1+R) (39)

Also, assume that expected return and volatilitiRas shown by p and. Since the
lowest portfolio value at a particular confidenewdl c is considered, the rate of

return R resulting in lowest portfolio value Ws calculated as
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W* = Wy(1+ R") (40)
The estimate of VaR relative to mean is defined as
VaR = E(W) — W* = Wy(1 + ) — Wy (1 + R*) (41)
Simply,
VaR = —W,(R* — 1)

An accurate estimate of VaR is provided by ideimifycutoff return R associated
with the portfolio W. Many methodologies have been developed to estithese
cutoff returns. However, no consensus has beenhedaon the best way to
implement VaR analysis. Most of the methodologiegproaches based on
estimation of the statistical distributions of t&set returns. The main approaches to

VaR calculation fall into three groups that‘@re

e Parametric Models (Variance-Covariance Method, kiIRetrics and
GARCH)

* Nonparametric Models (Historical Simulation)

e Semiparametric Models (Extreme Value Theory, Comwldtl Value at Risk

and Quasi-Maximum Likelihood GARCH)

The parametric approach obliged a specific distidimal assumption on conditional
asset returns. This approach involves estimat@eivariance-covariance matrix of
asset returns, using historical time series as$etns to calculate standard deviations

and correlations. A representative member of ¢ldss of models is the conditional

15 R ) . o . .
The number and types of approaches to VaR estimitigrowing exponentially and it's impossible aié all of them into
account. In particular,Monte Carlo simulation atréss testing are commonly used methods that wilbe discussed here.
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normal case with time-varying volatility, where ablity is estimated from recent
past data. However, nonparametric approach usésribéd data directly without
imposing a specific set of distributional assummgioHistorical simulation is the
simplest and most prominent representative of thkss of models. Moreover,

semiparametric models combine both approachesamuodel.

5.2.1. Parametric Models

The VaR calculation can be simplified consideralflythe distribution can be

assumed to belong to a parametric family, suchasormal distribution. When this
is the assumption, the VaR figure can be deriveectly from the portfolio standard
deviation using a multiplicative factor that deperah the confidence level. This

method is simple and convenient and produces num@ate results.

VaR of the portfolio can be expressed as

VaR = WyasVAt (42)

where W, is the initial portfolio investmenty stands for the critical value for a
required confidence levek is the volatility forecast of the portfolio retuamdAt is

the time interval. In other words, the VaR is siynal multiple of the standard
deviation of the distribution times an adjustmeatttér that is directly related to the
confidence level and time horizon. Therefore, paaim models involve a good

estimation of volatility parameter that describies asset or the portfolio.

Most of the researchers focused on the computationhe VaR for negative
returns:® In fact, it is assumed that investors have lonsjtioms and are concerned

about decreases in the value (price) of the asstever, investors also have short

'® See for example van den Goorbergh and Vlaar, 488Qlorion, 2001.
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trading positions when they borrow the asset atldnsthe market and expect a price
fall in order to buy the asset at a lower price ghe it back to the lender. In the
long trading positions, the risk arises from a dase in the price of the assets, while
the investor with a short position loses money wtten price increases. The long
side of the daily VaR is defined as the VaR leweltfaders having long positions in
the relevant equity index. This is the common Valkere traders incur losses when
negative returns are observed. Correspondinglyshibet side of the daily VaR is the
VaR level for traders who incur losses when statkepincreases. The performance
of a model at predicting short VaR is thus relatedts ability to model positive
returns, while its performance regarding the lome f the VaR is based on its
ability to take into account large negative returiberefore, | will also focus on

modeling VaR for portfolios defined on long and ghading positions.

Under a probabilistic framework, we are interestethe risk of a financial position
at time t. Let Rbe the change in the value of assets from timea-i. By the

definition of VaR for long and short trading posits

Rt — U VaRt Long — Mt
= P(R,,VaR = P( < - ) 43
a ( t a t,Long) o, o, ( )
Ry —ur _ VaRisnore — Ut
a = P(R;, VaR;short) = P( — > 0‘” ) (44)
t t

In this study, models are estimated under threferdiiit distributional assumptions
including normal, Studerttand skewed Studett The one-step-ahead VaRs of

quantile for long and short trading position aregneated as:

Under normal distribution,

VaRLong = [Iy — 20y (45)

76



VaRshore = At + 240¢ (46)

wherefi; is the conditional mean ar& is the conditional variance at tinteandz,

is the left or right quantile a&% for the normal distribution Under Student-

distribution,
VaRpong = fir — Sta 0t (47)
VaRshore = fir + Stau0¢ (48)

where st ,, is the left or right quantile a% for the Student-distribution.

Under skewed Studem#@istribution,

VaRpong = fr — Skstq, 0 (49)

VaRgport = iy + SkSta,v,kO’-\t (50)

where skst, ., is the left or right quantile a&% for the skewed Student-
distribution withv degrees of freedom and asymmetry coeffickeit k<1, the VaR
value for long trading position will be bigger ththat of short trading position, and

vice versa.

5.2.2. Measure of accuracy for VaR estimates

The effectiveness and accuracy of the computed ¥afmates are tested by
computing their empirical failure rate both for theft and right tails of the
distribution of the returns and then performing Kagiec likelihood ratio (LR) test
(Kupiec, 1995). It attempts to prove whether thsayved frequency of exceptions
conforms to the frequency of true exceptions adogrdo the model and chosen

confidence interval. The failure rate is definedtlas proportion of the number of
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times the return exceed the forecasted VaR in énepke &) to the number of all
sample N). The number of exceptions follows a binomial distribution and the

probability of experiencing or more exceptions is
P(x,f,N) = CY (1 — YN f* (51)

where CY signifies the binomial coefficient dfl objects takerx at a time. The

failure rate is defined g§ where:

f= (52)

X
N
The Kupiec LR test is employed to assess the éifiez between the prescribed VaR
confidence leveb and failure rate. Preferably, the failure ratewtidoe equal or

very close to the prescribed VaR lewetdo conclude that VaR is specified very well.

Thus, null and alternative hypotheses are:
Hp:f=a and
Hl: f F o

where f is the failure rate, the probability ofaldre on any one of the independent
trials, estimated by the empirical failure ratg, anda is the model’'s prescribed
probability. The statistic of Kupiec LR test iszgh by

a*(1—a)V=*

LR = —ZIogﬁ
frA =N

(53)

Under the null hypothesis thétis the true failure rate, the LR test statistic is

asymptotically distributed as chi-squay® (vith 1 degree of freedom.
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CHAPTER 6

EMPIRICAL RESULTS

6.1 Data Analysis and Descriptive Statistics

This section presents a comprehensive analysihefstatistical and time series
properties of the data that is used in the resedrcl raw data set is composed of
daily stock price indices of eleven new Europearnobmmembers namely Malta
(MALTEX), Slovenia (SVSM), Estonia (TALSE), LatvigRIGSE), Lithuania
(NSEL30), Poland (WIG20), the Czech Republic (P¥pvakia (SKSM), Hungary
(BUX), Romania (BET), Bulgaria(SOFIXj), and three candidate countries, Croatia
(CROBEX), Macedonia (MBI10) and Turkey(XU10®&)Data for each of the series
are obtained from Datastream and Bloomberg databdd$8 dollars. The daily stock
returns are calculated as the logarithmic diffeeeatthe daily closing index values

asr; = Inl; — Inl;_,, wherel; is the index value for date

The descriptive statistics for these seventeerkstatices are reported in Table's.
In particular, the table reports the first four memts of each return series namely
mean, standard deviation, skewness and excessigjitioe Jarque Bera statistics for
normality, sample size, sample period and Ljung-Bosgtatistics for detecting serial

correlation in standardized residuals and standaddsquared residuals. The huge

7 Cyprus which is also a new EU country is not ideld in the analysis because of the data
availability constraints.

'8 The descriptions of stock indices that are usetiéranalysis are shown in Appendix A.

19 The plots of the stock indices and the respecttern series are presented in Appendix B.
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magnitudes of Jarque-Bera statistics show thaethes significant departures from
normality by referring tg-valuesfor all return seriesThus, all return series do not
correspond with the normal distribution assumptidhe highest averages of daily
returns are in Macedonia (0.10%) and Turkey (0.0796} surprisingly, Turkey has

the highest standard deviation (3.34%) of the daigck returns which is a

characteristic of emerging markets. Also, Poland BRomania have higher standard
deviation than the other markets despite lowerrnstuThis could be explained by
the fact that low liquidity of the stock marketstbese countries. According to the
sample excess kurtosis estimates, the daily rateetnfrns are far from being

Gaussian. The highest kurtosis estimates are 1BeD Gzech Republic) and 11.8
(Latvia), while the lowest estimates are 3.1 (Pd)aand 4.0 (Slovenia). Based on the
sample kurtosis, it could be argued that residapjsear to be leptokurtic or fat-tailed

and peaked about the mean.

The sample skewness shows that daily returns haasyanmetric distribution. Most
of the series are negatively skewed with an excepif Croatia, Estonia, Malta and
Slovenia. This indicates that the asymmetric taileeds more towards negative
values than positive ones in most of the series. Adgative skewness, high kurtosis
and the rejection of the normality test by the darBera test for most of the series
corroborate the general empirical finding that ylaiéturns are far from being

normally distributed.

The hypothesis of a white noise process for thepaneturn series is also examined
by employing Ljung-Box Q statistic for return resads Q (20)) and squared return
residuals Q4(20)). The test statistics are distributed as asgniare distribution with

20 degrees of freedom under the null hypothesighiatie noise. Q statistics for return
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residuals and squared return residuals reveal e is a significant serial
correlation among residuals up to ™0dag which also shows conditional
heteroscedasticity in the return series. In padiguQ statistics affirm that these
return and squared return residuals are autoctecetnd fail to be an independently

and i.i.d. process.

6.2. Stationarity

Before performing time series analysis, the statiby of the series must be
determined because the stationarity or otherwises#ries can strongly influence its
behavior and properties. A stationarity of the eercan be defined asrie with a
constant mean, constant variance and constant autrances for each given lag
(Brooks, 2002, p.367). For a stationarity proceiss, effect of shocks is temporary
and will gradually die away. However, in nonstatiaty series time dependence
exists and the persistence of shocks will alwaysnfiaite. Therefore, stochastic
trends in the autoregressive representation of ealiidual time series should be
tested using unit root tests. For robustness pesdmth Augmented Dickey-Fuller
(ADF) (Dickey and Fuller, 1981) and KPSS tests (Klavski et al, 1992) are used
to check whether or not the return series areostaty. These tests differ in their null
hypothesis. While the null hypothesis of ADF testhat the time series contain a
unit root, the KPSS test has the null hypothesstationarity. An important issue for
the implementation of the ADF and KPSS tests issfhecification of the lag length.
If the lag length is too small, it will not removee autocorrelation in the errors and
bias the test. Otherwise, if the lag length is lExge, it will increase the coefficient

standard errors and the test will suffer. Theref@ehwarz information criterion
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Table 6: Descriptive statistics of sample return sees

Excess Sample Sample
Mean SD Skewness  Kurtosis JB size period? Q(20) Qs(20)
Bulgaria 0.0001 0.0169 -0.6071 5.7533 770.46* 2033 1/2/2002 38.21* 635.02*
Croatia 0.0006 0.0184 0.1092 10.3680 8074.90* 1802 6/17/2002  70.55* 1167.81*
Czech Republic  0.0004 0.0177 -0.1271 12.0140 20938.00* 3480 1/8/1996 107.08* 4376.39%
Estonia 0.0006 0.0142 0.4213 7.7710 7046.70* 2768 1/4/1999 115.31* 510.38*
Hungary 0.0006 0.0213 -0.4353 9.6146 14496.00* 3733 1/1/1995 87.29* 2251.84*
Latvia 0.0005 0.0173 -0.6861 11.8730 14957.00* 2513 1/3/2000 164.86* 3927.33*
Lithuania 0.0005 0.0145 -0.2641 18.992 35705.0* 2374 4/2/2000 158.48* 780.24*
Macedonia 0.0010 0.0202 -0.6930 7.3188 2760.4* 1194 12/30/2004 325.08* 251.50*
Malta 0.0005 0.0109 0.5483 5.0662 3023.9* 3333 1/4/1999 214.17* 488.97*
Poland 0.0001 0.0224 -0.1671 3.1058 1564.90* 3849 6/6/1994 75.03* 2492.04*
Romania 0.0000 0.0228 -0.3106 7.8858 7771.8* 2981 9/22/1997  75.59* 911.81*
Slovakia 0.0005 0.0166 1.6797 32.302 9049.1* 3836 9/14/1993  215.12* 1209.84*
Slovenia 0.0004 0.0122 0.3820 4.0368 1518.4* 2685 1/5/1999 125.09* 125.54*
Turkey 0.0007 0.0334 -0.2252 4.6491 4280.10* 4696 1/2/1991 55.99* 1641.88*

Notes: SD indicates standard deviation. Jarque-Bemaality test statistic has a chi-square distrdsuwith 2 degrees of freedom.

* denotes significance at 1% level. Q(20) and Qp&26 the Ljung-Box statistics for returns and sgqdaeturns, respectively.

4The end of sample period is 12/09/2009 for allneteries except Slovakia. Slovakia's sample peginds at 05/27/2008 due to data availability.
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developed by Schwarz (1978) is used in order terdehe optimum number of lags
of the dependent variable for ADF test and Neweg West's (1994) bandwidth

selection procedure is applied for KPSS test. Tabdeimmarizes the results of the
ADF and KPSS tests for the sample return seriet area performed based on a
regression with and without a time trend. The myfbothesis of a unit root in the
ADF test is strongly rejected for all of the sengkile the KPSS test statistics are
insignificant to reject the null of stationaritypdicating that all return series are

stationary, 1(0). Thus, the return series are bletéor the further analysis.

Table 7: ADF and KPSS unit root results

ADF KPSS

MNu M. Nu N+
Bulgaria -43.525%(0) -43.527%(0) 0.163(10) 0.135(10
Croatia -22.816%(2) -22.860%(2) 0.397(11) 0.088(10)
Czech Republic  -56.460%(0) -56.500%(0) 0.425(5) Q@)
Estonia -46.130%(0) -46.150%(0) 0.328(21) 0.105(21)
Hungary -57.903*(0) -57.902%(0) 0.091(7) 0.066(7)
Latvia -30.659%(1) -30.728%(1) 0.366(16) 0.088(18)
Lithuania -45.763%(0) -45.824*%(0) 0.392(27) 0.092)2
Macedonia -20.544*(1) -20.737*%(1) 0.364(11) 0.093(1
Malta -41.378%(0) -41.407%(0) 0.296(19) 0.085(19)
Poland -55.086*(0) -55.082*(0) 0.085(2) 0.058(2)
Romania -50.583%(0) 50.610*(0) 0.295(19) 0.078(19)
Slovakia -16.397%(7) -16.427%(7) 0.301(33) 0.133(32
Slovenia -42.443*(0) -42.454%(0) 0.441(15) 0.038(15
Turkey -64.371%(0) -64.370%(0) 0.055(16) 0.026)

Note:n, and n.refer to the test statistics with and without trerespectively. Numbers in parenthesis
are the optimum number of lags determined accorttirfgchwarz information criterion for ADF and
Newey and West's (1994) bandwidth selection prooedor KPSS. The critical values of ADF test
based on Davidson and MacKinnon (1993) valuesaBs5 (99%), -1.940 (95%) and -3.961 (99%), -
3.411 (95%) with no trend and with trend, respetiivCritical values for KPSS are 0.739 and 0.463,
for the model without trend; 0.216 and 0.146 fa thodel with trend and for 1% and 5% respectively
(Kwiatkowski et al., 1992).

* and ** denotes rejection of null hypothesis at 1&d 5% level respectively
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6.3. Empirical Results for Volatility Modelling

6.3.1. Long Memory in Returns

In this section, some specifications of the ARFIM#®del with different orders of
autoregressive and moving average tefmg) are estimated and the performance of
these specifications are compared in order to cheter the optimum lag order in
detecting the long memory property in the indexumetseries. Sowell's (1992)
maximum likelihood method is used to estimate tmglmemory parameter in return
equation. This method estimates not only the longmory parameter but

simultaneously estimates the components of the ARIvbEess (short-memory).

Therefore, the ARFIMA model by Sowell (1992) maximuikelihood method
requires the correct specification of the ARMA orde obtain the final ARFIMA
specification. All of the possible combinations ARRMA (p,q) are considered with a
maximum of two autoregressive and two moving averggms g € (0.2)and q €
(0,2)) for each sample return series following the stadyCheung (1993). An
ARFIMA (p<£,q) process is specified for the conditional meanaéiqn using a
conventional model selection criterion, Akaike'$oimation criterio® (AIC) and
log likelihood value that eliminates serial cort@la from residuals. The estimation
results and diagnostic statistics are reportedahlds 8a and 8b. The best models

that describe the data are reported in the topofae tables.

The t-statistics are used with the purpose of testing the null Kkiypsis of
nonfractional processHp: d = 0) beside the alternative hypothesis of fractional

process id1: d # 0). The results show that estimates of long memanameter &)

20|f § is the value of maximized likelihood, the AIC sstits is defined as -8(n)+(2(p+g+2))/n
where n is the number of estimated parameters. tiatea lowest AIC corresponds to a better fit.
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are different from zero and statistically signifitdor sample index return series
except for Bulgaria, Croatia, Latvia, Malta and &wl. Therefore, the ARFIMA
models support the evidence of long memory in rofiehe fourteen new EU
member and candidate countries’ index returns. eSthe estimated significant d
values for the eight countries are in the statipmagion(0< & <0.5), the value of

is negative only for Lithuania indicating the pnese of negative persistence or
antipersistence in the returridaving long memoryn the stationary region implies
that the market would return to its long-term tresasnetime in the future and stock
prices follow a predictable behavior (Assaf, 208&smanet al., 2009) In other
words, the correlations between price movementhefstock indices and any shock

will have a lasting impact (Henry, 2002) and di¢ wery slowly.

The existence of long-term dependence in finantimke series has important
implications for the measurement of efficiency imahcial markets. The traditional
efficient market hypothesis (EMH, hereafter) of Raif1970) implies that stock
prices fully reflect all available information. Isupport of this hypothesis, stock
returns show a random walk causing it impossiblenetkke a prediction from past
returns. Even in weak-form efficiency future priaas not be predicted by analyzing
prices from the past and changes in stock pricesvaite noise processes. However,
if series exhibits long-term dependence, the drmfanew information can not be
arbitraged away (Mandelbrot, 1971) and this wilt sopport even the existence of
weak-form efficiency. Hence, the results suppbdt tmost of the transition stock
markets namely the Czech Republic, Estonia, HungMscedonia, Romania,
Slovakia, Slovenia and Turkey indicates a striciglonemory process which would
be a radical departure from the random walk hymithdBesides this outcome, the

studies of Cajueiro and Tabak (2006), Chow et #96), Henry (2002) found
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Table 8a: Estimatiaesults of ARFIMA models

Bulgaria Croatia Czech Estonia Hungary atvla Lithuania
(1£.0) (0£.0) (1£.0) (2£.0) (0£.0) (25.2) 1s.1)
H 0.0002 0.0014* 0.0003 0.0010** 0.0008*** 0.0010* 0012*
(0.0005) (0.0003) (0.0004) (0.0004) (0.0005) (0300 (0.0004)
D, 0.0420 - 0.0868* 0.0174 - 1.5022* 0.9720*
(0.0389) (0.0287) (0.0383) (0.0561) (0.0160)
D, - - - -0.044 1%+ - -0.8307* -
(0.0261) (0.0439)
& 0.0371 -0.0109 0.0381*** 0.0774** 0.0641* -0.0497 -0.0779**
(0.0304) (0.0207) (0.0221) (0.0324) (0.0136) (030 (0.0344)
0y - - - - - -1.3534* -0.9347*
(0.0727) (0.0313)
0, - - - - - 0.7369* -
(0.0462)
In(L) 4919.39 3753.55 9565.80 6744.24 9380.64 5B662. 5709.35
AIC -5.5074 -5.7612 -5.7256 -5.9429 -5.18 -5.5192 6.0879
Skewness -0.3940 0.9256 -0.2168 0.6658 -0.58 -2.619  -0.1458
Excess kurtosis 5.39 19.04 1.84 9.28 9.31 14.04 5%0.
JB 727.26* 2305.90* 283.48* 1686.30* 2838.00* 1665700 8994.00*
Q(20) 31.59* 31.07* 33.82** 25.32%* 52.19* 61.55 15.47
ARCH(5) 23.59* 47.07* 57.60* 5.09* 94.10* 132.55* 59.69*

Notes: Standard errors are reported in the parseshbelow corresponding parameter estimdig€k) is the value of the maximized
Gaussian Likelihood, and AIC is the Akaike inforioatcriteria. The Q(20) is the Ljung-Box test tesitistics with 20 degrees of freedom
based on the standardized residuals. The ARCH{&tde the ARCH statistic with lag 5. The skewnestsexcess kurtosis are also based
on standardized residuals.

* ** and *** indicate significance levels at theé/d, 5% and 10% respectively.
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Table 8b: Estirtian results of ARFIMA models

Macedonia Malta Poland Romania Slovakia  Slovenia Turkey
(25.2) (2£.0) (05.1) (1£.0) (25.2) (25.1) (05.0)

" 0.0028 0.0007** 0.0004 0.0004 0.0005 0.0010 0.0003
(0.0029) (0.0003) (0.0004) (0.0007) (0.0015) (0800 (0.0007)

D, 1.1158* 0.2214* - -0.7394* 0.8178** 0.7126* -
(0.1459) (0.0376) (0.1730) (0.6324) (0.0748)

D, -0.4387* 0.0217 - - -0.3521** -0.1098* -
(0.1368) (0.0231) (0.1639) (0.0322)

& 0.2754*** 0.0246 -0.0045 0.0812* 0.2313* 0.2005**  0.0376*
(0.1433) (0.0309) (0.0205) (0.0177) (0.0418) (0»79 (0.0124)

0, -0.8429* - 0.1325* 0.7098* -1.0189 -0.7232* -
(0.2642) (0.0256) (0.1825) (0.6243) (0.1178)

0, 0.1140 - - - 0.4135 - -
(0.1772) (0.3054)

In(L) 1964.11 6950.04 8292.15 6139.61 8806.54 32, 8298.30

AIC -5.6401 -6.3108 -4.9496 -4.9453 -5.2771 -6.5167 -3.9548

Skewness -0.0042 0.5812 -0.1541 -0.1020 1.1524 50.33 -0.1826

Excess kurtosis  3.24 4.87 2.58 11.84 24.84 3.97 768.6

JB 161.36* 654.92* 503.11* 3092.00* 7376.7* 584.09* 1B560*

Q(20) 20.32 42.04* 20.87 22.21 36.23* 17.72 31.55**

ARCH(5) 21.67* 31.13* 115.52* 74.47* 64.34* 35.81* 112.49*

Notes: See Table 8a.
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evidence of long memory in stock returns of small anderdeveloped markets that

is consistent with this study.

Diagnostic statistics reveal that the standardresdluals display large skewness and
excess kurtosis statistics representing departare hormality assumption. Most of
the residuals are negatively skewed confirming ywmsetrical distribution. The
residuals also exhibit large value of kurtosisistias indicating that they are sharply
peaked about the mean which is also termed asifat twhen compared with the
Gaussian distribution. In addition, rejection o€ thormality tests by Jarque-Bera
implying that the residuals appear to be leptokuriiloreover, highly significant
ARCH test statistics show the presence of ARCH ctdfen the standardized
residuals. The hypothesis of no autocorrelatiorstiengly rejected according to
Ljung-Box Q statistics in most of the series intileg that the residuals are not
independent. Hence, these diagnostic statistict/ithat modelling only the level of
returns does not provide a clear picture on thegmee of long memory property in

the new EU member and candidate countries.
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Table 9a: Estimatiaesults of AR(FI)MA-GARCH models

Bulgaria Croatia Czech Republic
Normal Studen-t Skewed Normal Student Skewed Normal  Studer-t Skewed
1 0.0009* 0.0008*  0.0006*** 0.0014* 0.0013* 0.0014* .0Do8*  0.0009*  0.0007**
(0.0003) (0.0003) (0.0003) (0.0004) (0.0003) (0300 (0.0003) (0.0003) (0.0003)
D, 0.0674**  0.0360 0.0340 - - - 0.0805* 0.0647* 0.083
(0.0275) (0.0245) (0.0246) (0.0308) (0.0279) (0.0280)
(Dz = - - = = = = - -
& - - - - - - 0.0480** 0.0507** 0.0518**
(0.0243) (0.0214) (0.0215)
0, - - - - - - - - -
0, - - - - - - - - -
) 0.0399*** 0.0448** 0.0462** 0.5147* 0.4149* 0.4091* 0.0526*  0.0440*  0.0460*
(0.0235) (0.0192) (0.0195) (0.1508) (0.1182) (0A)15 (0.0182) (0.0140) (0.0146)
oy 0.0801* 0.0909*  0.0892* 0.1679* 0.1500* 0.1501* 03b* 0.1081* 0.1095*
(0.0268) (0.0237) (0.0235) (0.0472) (0.0388) (0&)38 (0.0157) (0.0163) (0.0167)
By 0.9061* 0.8944*  0.8946* 0.5165* 0.5968* 0.6005* ?1®* 0.8732* 0.8704*
(0.0320) (0.0265) (0.0267) (0.1040) (0.0876) (0186 (0.0212) (0.0199) (0.0207)
v - 4.8093* 4.8371* - 4.7272*  0.0457* - 8.2799* 8.@04
(0.5737) (0.5770) (0.5850) (0.5901) (1.0912) (1266
In(k) - - -0.0546*** - - 0.0404 - - -0.0596**
(0.0312) (0.0457) (0.0248)
In(L) 5093.69 5186.56 5187.99 3877.35 3946.21 3946.69 7.981 9865.29 9868.17
AlC -5.70 -5.80 -5.81 -5.95 -6.05 -6.05 -5.88 -5.90 -5.90
Q(20) 26.24 30.51**  31.60** 19.43 19.70 9.70 24.61 25.03 25.09
Qs(20) 7.50 7.39 7.37 16.61 16.45 16.44 15.43 15.41 15.71
ARCH(5) 0.40 0.35 0.36 1.92%*  1.90***  1.86%** 0.50 0.44 0.44
P(60) 160.04* 67.20 49.12 94.59* 58.37 62.42 0.88* 59.41 52.55

Notes: Standard errors are reported in the parsethbelow corresponding parameter estimates. is(the value of the maximized
Gaussian log likelihood and AIC is the Akaike infation criterion. The Q(20) and4@0) are the Ljung-Box test statistics with 20
degrees of freedom on the standardized residualssqnared residuals, respectively. ARCH(5) reptsstme t-statistics of ARCH test
statistic with lag 5. P(60) is the Pearson gooshud<it test statistic for 60 cells. *, ** and *hdicate significance levels at 1%, 5% and

10%, respectively.
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Table 9b: Estimation restsl of AR(FI)MA-GARCH models

Estonia Hungary Latvia
Normal Studen-t Skewed Normal Studen-t  Skewed Normal Studer-t  Skewed
H 0.0010**  0.0009** 0.0010** 0.0009*** 0.0010*  0.0008 0.0012* 0.0008* 0.0011*
(0.0005) (0.0004) (0.0004) (0.0005) (0.0003) (0400 (0.0002) (0.0002) (0.0002)
D, 0.0210 0.0139 0.0142 - - - - - -
(0.0561) (0.0383) (0.0383)
D, -0.0397 -0.0458***  -0.0457*** - - - - - -
(0.0302) (0.0267) (0.0267)
& 0.0880*** 0.0910* 0.0913* 0.0830* 0.0575*  0.0571* - - -
(0.0507) (0.0323) (0.0323) (0.0176) (0.0155) (0415
0, - - - - - - - - -
0, - - - - - - - - -
® 0.0204 0.0475* 0.0475* 0.2128* 0.1399*  0.1414* @%6* 0.1072** 0.1077*
(0.0141) (0.0164) (0.0164) (0.0802) (0.0400) (040 (0.0607) (0.0444)  (0.0420)
o1 0.0587* 0.0865* 0.0867* 0.1618* 0.1438*  0.1445* B9b**  0.1645* 0.1713*
(0.0129) (0.0185) (0.0185) (0.0390) (0.0236) (0923 (0.0625) (0.0516)  (0.0508)
B1 0.9311* 0.8827* 0.8824* 0.7774* 0.8172*  0.8160* 02+ 0.7782* 0.7722*
(0.0209) (0.0254) (0.0254) (0.0509) (0.0306) (0M31 (0.0909) (0.0692) (0.0661)
v - 5.5216* 5.5269* - 5.4233*  5.4405* - 4.4434* 4,933
(0.6928) (0.6911) (0.5277)  (0.5295) (0.4703) (03)82
In(k) - - 0.0149 - - -0.0384*** - - 0.0718**
(0.0320) (0.0223) (0.0282)
In(L) 6884.43 7018.33 7018.45 9821.41 10004.21 50&D 6086.60 6221.27 6224.13
AlC -6.06 -6.18 -6.18 -5.42 -5.52 -5.52 -6.04 -6.18 -6.18
Q(20) 17.82 16.78 16.70 33.65** 41.62* 41.85* 22.77 22.91 23.04
Qs(20) 6.34 4.81 4.80 7.89 6.89 6.96 21.20 18.08 17.44
ARCH(5) 0.44 0.33 0.33 0.26 0.29 0.30 0.92 0.57 00.5
P(60) 106.39* 57.40 60.78 149.98* 65.12 60.88 66.604* 72.87 42.65

Notes: See Table 9a
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6.3.2. Estimation Results of ARFIMA-GARCH and dirad) memory models

In this section, we model the conditional mean AR&IMA (p, &,q) process and the
conditional variances as a GARCH, EGARZHFIGARCH and HYGARCH
processe€s. The performances of these specifications in mingebolatility are
compared and the best fitting orders are determineder three different
distributional assumptions: the normal, Studentd akewed Student-t. For each of
the fourteen stock indices, the models with besingj orders are estimated for

ARFIMA-GARCH, ARFIMA-FIGARCH and ARFIMA-HYGARCH moéls.

For conditional mean equations, ARFIMA, &,q) models are used that is specified
in the previous section using a conventional magdection criterion, Akaike’s
information criterion (AIC) that eliminates seriabrrelation from residuals. The
same ARFIMA p,d,g specification is used for a given sample whernneding
GARCH and its variants’ parameters. Theand g parameters in GARCH type
models are also specified based on lowest AIC agliekt log likelihood value and
simultaneously pass the Ljung-Box Q-statisticsus®ed for the conditional variance

equations.

2L Numerical maximization of the log-likelihood fuim for the EGARCH model is failed to
converge in most of the series. Therefore, EGARGIH ehis excluded from the estimation results.

22 The presence of long memory in the conditionaiarare equations are also examined by using
GARCH, FIGARCH and HYGARCH models. However, usinqRiAMA in the conditional mean
equation provides better results for modeling thkatlity process.
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Table 9c: Estimation results of AR(FI)MA-GARCH models

Lithuania Macedonia Malta Poland
Normal Student-t Skewed Normal Student-t Skewed Normal Student-t Skewed Normal Student-t  Skewed
vl 0.0011**  0.0005 0.0007 0.0031 0.0033 0.0036 0.06056.0005** 0.0005** 0.0009* 0.0008* 0.0009*
(0.0004) (0.0008) (0.0008) (0.0028) (0.0028) (0&)02 (0.0002) (0.0002) (0.0002) (0.0003) (0.0003) 0003)
(OJ} - 0.6391* 0.6422* 1.5361* 1.5363* 1.5357* 0.1497* .10835* 0.1436* - - -
(0.0710) (0.0726) (0.1530) (0.1017) (0.0990) (02)26 (0.0233) (0.0233)
(O - - - -0.7127* -0.7267* -0.7265* 0.0567** 0.0449**0.0447** - - -
(0.0887) (0.0744) (0.0730) (0.0248) (0.0212) (0321
& 0.0625**  0.2793* 0.2751* 0.5094* 0.5160* 0.5128* - - - - - -
(0.0279) (0.0748) (0.0765) (0.1057) (0.0822) (0383
01 0.0872** -0.8028* -0.8016* -1.6563* -1.6514* -1.89* - - - 0.1287* 0.1185* 0.1186*
(0.0455) (0.0422) (0.0426) (0.2236) (0.12207) (0A)18 (0.0189) (0.0186) (0.0186)
0, - - - 0.7362* 0.7471*  0.7448* - - - - - -
(0.1925) (0.1108) (0.1087)
® 0.6285* 0.5528* 0.5497* 0.1941** 0.1929** 0.1871** 0.0605 0.1308* 0.1306* 0.1546* 0.1027* 0.1030*
(0.1912) (0.1530) (0.1573) (0.0888) (0.0884) (0991 (0.0381) (0.0360) (0.0361) (0.0667) (0.0374) 08376)
o 0.1671* 0.2283* 0.2280* 0.2379* 0.2353* 0.2324* 08D* 0.1632* 0.1627* 0.1044* 0.0867* 0.0869*
(0.0448) (0.0522) (0.0525) (0.0642) (0.0644) (0366 (0.0326) (0.0293) (0.0294) (0.0281) (0.0178) 01@9)
B1 0.3033**  0.2021 0.2053 0.6753* 0.6841* 0.6901* ®82 0.0293* 0.7190* 0.8559* 0.8873*  0.8870*
(0.1459) (0.1684) (0.1738) (0.0903) (0.0869) (0991 (0.0670) (0.0539) (0.0543) (0.0417) (0.0249) 0281)
Y - 4.7161* 4.7120* - 5.9248* 5.8958* - 5.4476* 5.459 - 10.2409* 10.2085*
(0.6460) (0.6438) (1.2560) (1.2291) (0.6739) (0m®m73 (1.7694) (1.7489)
In(k) - - 0.0160 - - 0.0207 - - 0.0071 - - 0.0049
(0.0363) (0.0591) (0.0282) (0.0231)
In(L) 5884.50 6170.33 6170.44 2047.53 2063.65 2063. 7086.55 7162.30 7162.32 8601.74 8630.64 8630.66
AIC -6.27 -6.58 -6.58 -5.87 -5.92 -5.92 -6.43 -6.50 -6.50 -5.13 -5.15 -5.15
Q(20) 17.40 14.17 14.12 20.69 21.05 21.07 30.49** 3,93** 33.98** 12.13 13.47 13.44
Qs(20) 2.29 1.22 1.21 20.03 21.11 21.25 10.02 7.87 7.86 17.35 25.94 25.83
ARCH(5) 0.36 0.16 0.15 0.93 0.94 0.98 0.36 0.36 60.3 1.12 2.34** 2.32**
P(60) 191.42* 60.60 61.37 58.85 47.27 45.71 Are  32.52 35.08 72.79 52.94 52.30

Notes: See Table 9a
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Table 9d: Estimation results of AR(FI)MA-GARCH models

Romania Slovakia Slovenia Turkey
Normal Student-t Skewed Normal Student-t Skewed Normal Student-t Skewed Normal Student-t Skewed
vl 0.0012 0.0001 0.0008 -0.0004 0.0004 -0.0000 0.00116.0005 0.0004 0.0010 0.0015* 0.0013**
(0.0009) (0.0008) (0.0009) (0.0006) (0.0003) (0400 (0.0004) (0.0013) (0.0013) (0.0007) (0.0005) 0006)
(02} 0.7416* 0.7533* 0.7535* 0.1143 0.1109 0.1305 0.79680.6486*  0.6470* - - -
(0.0590) (0.0720) (0.0720) (0.4048) (0.1398) (03)31 (0.1454) (0.0961) (0.0960)
O, - - - 0.0574 0.0375 0.0343 -0.4136* -0.0468 -0.0468 - - -
(0.0557) (0.0676) (0.0673) (0.1444) (0.0542) (06)53
& 0.1717* 0.1761* 0.1726* 0.1495* 0.0999* 0.1019* 1P965*  0.4004** 0.4022** 0.0550*  0.0420* 0.0410*
(0.0514) (0.0450) (0.0454) (0.0457) (0.0355) (0935 (0.0387) (0.1588) (0.1583) (0.0162) (0.0142) 0192
01 -0.8282* -0.8199* -0.8179* -0.2896 -0.2308 -0.2520 -0.7061* -0.8540* -0.8543* - - -
(0.0462) (0.0619) (0.0625) (0.4237) (0.1501) (oa)41 (0.1681) (0.0731) (0.0723)
0, - - - -0.0937 -0.0734 -0.0684 0.2939** - - - - -
(0.1361) (0.0707) (0.0693) (0.1469)
® 0.3568**  0.6882* 0.6755* 0.1370**  0.1887* 0.1930* JAri13* 0.0577 0.0593 0.3178* 0.3256* 0.3269*
(0.1387) (0.1991) (0.1960) (0.0588) (0.0684) (02066 (0.0580) (0.1672) (0.1853) (0.0980) (0.0882) 0886)
o 0.2706* 0.3461* 0.3427* 0.1019* 0.0977* 0.1007* 026* 0.0650 0.0659 0.1218* 0.1297* 0.1297*
(0.0580) (0.0578) (0.0576) (0.0290) (0.0265) (0226 (0.0421) (0.1027) (0.1121) (0.0213) (0.0213) 02703)
B1 0.6711* 0.5241* 0.5305* 0.8511* 0.8429* 0.8388* BRe* 0.8650* 0.8622* 0.8526* 0.8454* 0.8450*
(0.0746) (0.0841) (0.0839) (0.0430) (0.0433) (om42 (0.0973) (0.3041) (0.3353) (0.0269) (0.0255) 0296)
\ - 4.1790* 4.1739* - 3.5102* 3.5241* - 9.1392* 9.122 - 6.0787* 6.1143*
(0.3656) (0.3613) (0.2311) (0.2328) (1.6619) (11857 (0.5430) (0.5446)
In(k) - - 0.0421 - - -0.0421** - - -0.0083 - - -0.0178
(0.0278) (0.0208) (0.0340) (0.0215)
In(L) 6491.56 6651.09 6652.27 9214.19 9495.23 BPH7. 7220.98 7244.36  7244.40 8809.46 8931.92 8932.25
AIC -5.23 -5.36 -5.36 -5.52 -5.69 -5.69 -6.60 -6.62 -6.62 -4.20 -4.26 -4.26
Q(20) 31.75* 23.91 24.05 19.56 25.42 24.97 13.11 4.0Q 14.00 21.86 26.14 26.55
Qs(20) 15.63 16.75 16.41 30.10** 36.78* 37.27* 9.3 35.36* 35.23* 26.70**  27.05**  27.02%**
ARCH(5) 0.76 0.78 0.76 0.58 0.54 0.53 1.92**  4.85* 4.85* 2.01%** 1.75 1.75
P(60) 183.93* 70.61 73.22 418.16* 217.12* 211.76 72.01 59.06 58.29 156.70*  48.46 47.46

Notes: See Table 9a
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The results of ARFIMA-GARCH models are reportedTiables 9a, 9b, 9¢ and 9d
under three distributional assumptions. The pararsetlenoted by», a; and B;
satisfy the set of conditions to guarantee the agativity of the conditional
variance for all cases. Coefficients of ARCH and & terms are highly
significant for all indices confirming the presenoé heteroscedasticity in daily
returns in line with the results of Kang and Yo@0{9) and Kasch-Haroutounian
and Price (2001). The sum of the estimates, @ndp; is very close to unity in most
of the series except Croatia and Lithuania sugggshtiat return generating process is
characterized by a high degree of persistence én cbnditional variance. The
GARCH paramete; is greater than ARCH parametgrfor all cases indicating that

these volatilities are influenced by random shdokdong-periods.

The Student- t and skewed Student- t distributiares found to outperform the
normal distribution according to higher log likeditd (In(L)) and lower Akaike
information criteria AIC) values. Also it is evident that the t-statistiok the
parametew is highly significant for all series and the asyatnt parameterfn(k)
are unequal to zero and statistically significamtfive of the fourteen return series.
ARFIMA-GARCH skewed student-t distribution modeinéioming that the densities
of five stock return series are skewed. Since thesidy of Bulgaria, the Czech
Republic, Hungary and Slovakia returns is skewethé¢oleft side as a result of their
negative parameter, the asymmetric parameter fovidaeturns is significantly

positive so that the density is skewed to the rgjthé.

Since long memory dynamics are commonly observedoinditional mean and
conditional variance, ARFIMA-FIGARCH and ARFIMA-HYARCH models with

different orders are also estimated under the nlpor&tadent-t and skewed Student-t
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distributions to analyze the dual long memory prop@ the series. The estimated
results of the ARFIMA-FIGARCH and ARFIMA-HYGARCH nuels with three
different distributional assumptions are collectedlrables 10a, 10b, 10c and 11a,
11b, 11é% Estimated parameters are significant at stanieaeds for the conditional
mean and conditional variance equations in the msotioreover, the nonnegativity
condition of the conditional variance is satisffed all cases. In the estimates of the
models, both long memory parametérandd are significantly different from zero,
implying the presence of dual long memory propémtyhe returns and volatility of
six of the fourteen EU member and candidate coestiiong memory process is not
observed in the conditional variance of Croatiatviaa Lithuania, Macedonia and
Slovakia stock markets which mean their volatifitylow a short memory. Also, |
drop the long memory parameter in the conditionalam equations of Bulgaria,
Malta and Poland which are found to be insignifican the ARFIMA models.
Actually, it is seen that dual long memory is olserin most of the CEE countries’
stock markets in accordance with the prior resaftiasmanet al. (2009). The
parameterd ranging from0.2265to 0.4667 significantly rejects the validity of
GARCH null hypothesigd=0) and IGARCH null hypothesi&=1) for nine out of
the fourteen return series. The valuesl @fhich are lower than 0.5 confirms that the
shock in the series are persistent, but it endstealy. Consequently, when the
stable and long memory models are compared it $emkd that the long memory
models capture temporal pattern of volatility bettean the stable GARCH models

in most of the cases.

% The presence of dual long memory in conditionahmend variance are also examined for Croatia,
Latvia, Lithuania, Macedonia, and Slovenia. Howetke long memory parametdris found to be
insignificant for these countries. Therefore, threation results are not reported in the tables.
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Table 10a: Estiman results of AR(FI)MA-FIGARCH models

Bulgaria Czech Republic Estonia
Normal Student-t Skewed Normal Student-t  Skewed Normal Student-t Skewed
vl 0.0008* 0.0008* 0.0006** 0.0008* 0.0012* 0.0007 .QD10*** 0.0009** 0.0010**
(0.0003) (0.0003) (0.0003) (0.0003) (0.0006) (0MOO (0.0005) (0.0004) (0.0004)
(03} 0.0684** 0.0383 0.0367 0.0774* 0.7289*  0.7185* 03 0.7931* 0.7791*
(0.0275) (0.0247) (0.0249) (0.0312) (0.0753) (0373 (0.2123) (0.3320) (0.3285)
0, - - - - - - -0.5789 -0.6252* -0.6248*
(0.4047) (0.2010) (0.1845)
& - - - 0.0541* 0.2126*  0.2240* 0.0952* 0.0914* 0%
(0.0248) (0.0586) (0.0605) (0.0335) (0.0238) (08)23
0, - - - - -0.8309* -0.8307* -0.3045 -0.7880** -0.7738
(0.0362) (0.0335) (0.2209) (0.3265) (0.3238)
0, - - - - - - 0.5433 0.6072* 0.6064*
(0.4379) (0.2110) (0.1947)
® 0.3327* 0.0595**  0.0616*** 0.0675** 0.0526*  0.05% 0.0514 0.3172* 0.3162*
(0.1334) (0.0329) (0.0344) (0.0298) (0.0195) (0819 (0.0464) (0.0927) (0.0928)
oy -0.4050**  0.4252* 0.4279* 0.2601*  0.2856*  0.2956* 0.4365* -0.4416** -0.4415*
(0.2149) (0.1300) (0.1323) (0.0683) (0.0619) (0M63 (0.1297) (0.1885) (0.1899)
B1 -0.2654 0.7005* 0.6940* 0.5643*  0.6065* 0.6017* m7* -0.3405***  -0.3393***
(0.1988) (0.1051) (0.1103) (0.0903) (0.0691) (0369 (0.1927) (0.1930) (0.1945)
d 0.2976* 0.4575* 0.4466** 0.4352*  0.4667*  0.4587* 0.3777**  0.2265* 0.2268*
(0.0556) (0.1221) (0.1221) (0.0887) (0.0695) (0168 (0.1602) (0.0305) (0.0304)
Y - 4.8886* 4.8981* - 8.1377*  8.4321* - 5.6200* 5.628
(0.5687) (0.5744) (1.0696) (1.1362) (0.6735) (0m71
In(k) - - -0.0507 - - -0.0694* - - 0.0205
(0.0314) (0.0250) (0.0329)
In(L) 5104.84 5186.70 5187.92 9820.46  9874.76  9HYS. 6885.34 7026.30 7026.52
AlIC -5.72 -5.81 -5.81 -5.86 -5.91 -5.91 -6.06 -6.19 -6.19
Q(20) 25.76 30.02%** 31.02* 25.83 25.27 25.19 18.4 18.54 18.46
Qs(20) 10.53 8.23 8.24 15.65 15.24 15.67 7.65 5.61 5.60
ARCH(5) 0.48 0.29 0.28 0.50 0.56 0.60 0.53 0.35 50.3
P(60) 120.13* 60.87 53.40 84.78**  48.06 41.34 08.B5* 44.70 44.38

Notes: See Tde
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Table 10b: Estimati results of AR(FI)MA-FIGARCH models

Hungary Poland Romania
Normal Student-t  Skewed Normal Student-t  Skewed Normal Student-t Skewed
" 0.0009*** 0.0010* 0.0007*** 0.0009* 0.0009*  0.0009* 0.0011 0.0001 0.0009
(0.0005) (0.0003) (0.0004) (0.0003) (0.0003) (03)00 (0.0009) (0.0008) (0.0009)
D, - - - - - - 0.7329* 0.7281* 0.7303*
(0.0618) (0.0738) (0.0747)
(DZ - - - - - - - - -
& 0.0801* 0.0586* 0.0584* - - - 0.1721* 0.1818* 0.274
(0.0174) (0.0153) (0.0152) (0.0538) (0.0467) (0.0473)
0, - - - 0.1256* 0.1176* 0.1178* -0.8183* -0.8026*  7997*
(0.0189) (0.0183) (0.0183) (0.0518) (0.0630) (0865
0, - - - - - - - - -
® 0.2605** 0.1544* 0.1536* 0.2592** 0.1940* 0.1955* 0.6421* 0.4051 0.3894
(0.1377) (0.0540) (0.0536) (0.1250) (0.0878) (0m)87 (0.1879) (0.2469) (0.2576)
oy 0.1687 0.2677* 0.2792* 0.3193* 0.3118*  0.3094* 3891* 0.7030* 0.6926*
(0.1453) (0.0876) (0.0876) (0.1395) (0.1013) (07mO1 (0.1283) (0.2004) (0.2278)
B1 0.3828** 0.4847* 0.4929* 0.4494* 0.5091*  0.5068* 0.2883* 0.5136*  0.5176%**
(0.1997) (0.1119) (0.1120) (0.1587) (0.1207) (021 (0.1239) (0.2468) (0.2775)
d 0.4340* 0.4123* 0.4132* 0.2907* 0.3334*  0.3336* 0.4239* 0.1993**  (0.2137***
(0.1851) (0.0896) (0.0915) (0.0514) (0.0628) (03)62 (0.0872) (0.1191) (0.1273)
Y - 5.3486* 5.3564* - 10.5572* 10.4801* - 4.1826* a42B*
(0.5195) (0.5223) (1.8831) (1.8492) (0.3863) (01383
In(k) - - -0.0409%** - - 0.0096* - - 0.0494**
(0.0229) (0.0231) (0.0282)
In(L) 9821.81 10012.12 10013.66 8611.16 8635.33 58883 6504.62 6656.52 6658.10
AlC -5.42 -5.52 -5.52 -5.14 -5.15 -5.15 -5.24 -5.36 -5.36
Q(20) 35.38* 42.09* 42.23* 12.11 13.43 13.39 27.85 22.29 22.41
Qs(20) 6.97 6.34 6.33 5.93 8.02 8.00 12.14 15.61 .3515
ARCH(5) 0.17 0.13 0.13 0.02 0.18 0.17 0.55 1.12 21.1
P(60) 163.49* 54.06 61.25 72.40 53.05 45.38 79.92* 67.42 54.74

Notes: See Table 9a
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Table 10c: Estimatioresults of AR(FI)MA-FIGARCH models

Malta Slovakia Turkey
Normal Student-t Skewed Normal Student-t Skewed Normal Student-t Skewed
1 0.0005** 0.0005** 0.0006** -0.0004 0.0005 0.0001 0012*+* 0.0015* 0.0014**
(0.0002) (0.0002) (0.0002) (0.0007) (0.0004) (0%)00 (0.0006) (0.0005) (0.0006)
(O] 0.1486* 0.1435* 0.1435* 0.1387 0.1215 0.1365 - - -
(0.0278) (0.0231) (0.0232) (0.1725) (0.1358) (og)28
o, 0.0532** 0.0416** 0.0409*** 0.0538 0.0356 0.0334 - - -
(0.0245) (0.0210) (0.0211) (0.0405) (0.0690) (08)68
& - - - 0.1654* 0.1062* 0.1082* 0.0539% 0.0420% 0.1
(0.0463) (0.0356) (0.0361) (0.0160) (0.0140) (0D14
0, - - - -0.3317**  -0.2461** -0.2627*** - - -
(0.1937) (0.1454) (0.1383)
0, - - - -0.0828 -0.0729 -0.0693 - - -
(0.0539) (0.0726) (0.0715)
® 0.0565 0.1247* 0.1240% 0.1216** 0.4110* 0.4079* P96+  0.5383* 0.5382*
(0.0638) (0.0481) (0.0477) (0.0547) (0.1504) (o5 (0.1945) (0.2031) (0.2037)
oy 0.3326**  0.1902**  (0.1893*** 0.3580* 0.1096 0.1065 0.2547**  (0.1509 0.1502
(0.1981) (0.1091) (0.1091) (0.0993) (0.1167) (o412 (0.1326) (0.1348) (0.1359)
B1 0.5333 0.2880* 0.2878* 0.6172* 0.4536** 0.4669* AB38* 0.3838* 0.3817*
(0.3454) (0.1241) (0.1231) (0.1316) (0.1862) (0980 (0.1641) (0.1653) (0.1666)
d 0.3515**  (0.2598* 0.2581* 0.4210* 0.4456* 0.4649* .3B25* 0.4039* 0.4029*
(0.2024) (0.0733) (0.0710) (0.1535) (0.1463) (0750 (0.0673) (0.0620) (0.0621)
Y - 5.4428* 5.4887* - 3.1801* 3.1766* - 6.1862* 6.2151*
(0.6740) (0.6800) (0.2198) (0.2198) (0.5498) (0552
In(k) - - 0.0210 - - -0.0362%*= - - -0.0156
(0.0285) (0.0212) (0.0216)
In(L) 7089.06 7165.26 7165.52 9219.17 9493.91 9495.21 9.882 8942.05 8942.30
AIC -6.44 -6.50 -6.50 -5.52 -5.69 -5.69 -4.21 -4.26 264.
Q(20) 29.33* 32.08** 32.27* 16.71 21.78 21.37 24.58 28 28.77**
Qs(20) 7.84 7.32 7.27 23.51 38.86* 38.63* 27.02**  30.99**  30.94**
ARCH(5) 0.29 0.32 0.31 0.25 1.04 1.04 155 1.64 1.64
P(60) 118.34* 48.06 48.33 389.23* 201.40* 204.46* 141.28* 61.08 54.15

Notes: See Table 9a
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The relevance of the Studendistribution and skewed Studendistribution is
verified as seen in the tables. Asymmetry andpgarameters t-statistics are highly
significant in most of the return series. The Shidedistribution is found to
outperform the normal distribution, since the esatizs of the degrees of freedom
parametewn are significantly different from zero for all of the ses, validating the
existence of leptokurtosis in the returns condalodistribution. For the skewed
Studentt distribution, the asymmetric parametém§k) are statistically significant
for five of the selected countries. The lower valwé P(60) test statistics reconfirm
the relevance of Studehtand skewed Studemtdistribution for all return series.
Moreover, the AIC and log likelihood are used taleate the in sample goodness of
fit of the models. According to these measures, [tmg memory models under

skewed Studentdistribution provide a better fit to the data.

Box-Pierce Q statistics, ARCH-LM test of Engle (298residual based diagnostic
test (RBD) of Tse (1992), Pearson chi-squared gessghof-fit of Vlaar and Palm
(1993) are used to ensure that the standard rdsidma not autocorrelated, no
remaining ARCH effect left in the series and to pame the empirical distribution of

the standardized residuals with theoretical digtidn.
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Table 11a: Estimatiaesults of AR(FI)IMA-HYGARCH models

Bulgaria Czech Republic Estonia
Normal Student-t Skewed Normal Student-t  Skewed Normal Student-t Skewed
vl 0.0007** 0.0008* 0.0006** 0.0008*  0.0009*  0.0007** 0.0010**  0.0009** 0.0011*
(0.0003) (0.0003) (0.0003) (0.0003) (0.0003) (03)00 (0.0005) (0.0004) (0.0004)
(o3} 0.0653** 0.0378 0.0363 0.0774*  0.0618* 0.0604** 3104 0.7867* 0.7721*
(0.0273) (0.0248) (0.0249) (0.0314) (0.0281) (0128 (0.2250) (0.3357) (0.3243)
0, - - - - - - -0.5735 -0.6163* -0.6166*
(0.4217) (0.2149) (0.1943)
& - - - 0.0535*  0.0557** 0.0573* 0.0933* 0.0918* @P5*
(0.0248) (0.0217) (0.0218) (0.0341) (0.0240) (023
0, - - - - - - -0.3045 -0.7823** -0.7674**
(0.2353) (0.3297) (0.3193)
0, - - - - - - 0.5380 0.5977* 0.5974*
(0.4561) (0.2261) (0.2055)
® 0.0132 0.0679 0.0741%* 0.0977** 0.0478 0.0514 052 0.1001 0.0926
(0.0437) (0.0434) (0.0448) (0.0501) (0.0391) (0139 (0.0626) (0.1625) (0.1634)
oy 0.6230* 0.4134* 0.4092* 0.2318* 0.2833*  0.2890* oR*** -0.5215* -0.5235*
(0.1723) (0.1376) (0.1372) (0.0685) (0.0663) (03)67 (0.2635) (0.1625) (0.1630)
B1 0.7584* 0.7099* 0.7070* 0.6194* 0.6024*  0.6001* 6%2*  -0.4532* -0.4549*
(0.1178) (0.1001) (0.1029) (0.1056) (0.0830) (0m83 (0.2991) (0.1662) (0.1667)
d 0.3090** 0.4858* 0.4882* 0.5425* 0.4614*  0.4610* 2@72*  0.1190%* 0.1168**
(0.1394) (0.1485) (0.1485) (0.1538) (0.1144) (07p15 (0.1029) (0.0692) (0.0691)
log(a) 0.0860 -0.0171 -0.0255 -0.0492 0.0066 0.0020 0.1728 0.4577 0.4734
(0.1514) (0.0547) (0.0530) (0.0505) (0.0548) (0954 (0.2563) (0.4155) (0.4254)
Y - 4.9263 4.9602* - 8.2743*  8.6156* - 5.5138* 5.5185
(0.6035) (0.6084) (1.1114)  (1.1898) (0.6828) (03180
In(k) - - -0.0525%** - - -0.0623** - - 0.0241
(0.0312) (0.0250) (0.0336)
In(L) 5108.80 5189.96 5191.26 9821.26 9871.32  9874. 6886.56 7027.74 7028.04
AlIC -5.72 -5.81 -5.81 -5.88 -5.91 -5.91 -6.06 -6.19 -6.19
Q(20) 27.19 30.26** 31.27* 25.60 26.39 26.43 18.38 18.69 18.61
Qs(20) 8.86 8.22 8.20 16.00 15.54 15.96 7.92 6.25 .26 6
ARCH(5) 0.16 0.29 0.29 0.48 0.53 0.57 0.43 0.31 10.3
P(60) 116.08* 65.59 55.03 95.56* 68.22 46.66 118.85 45.60 51.10

Notes: See Table 9a
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Table 11b: Estimatiaesults of AR(FI)MA-HYGARCH models

Hungary Poland Romania
Normal Student-t  Skewed Normal Student-t  Skewed Normal Student-t Skewed
W 0.0010** 0.0010* 0.0007** 0.0009* 0.0009*  0.0009* 0.0011 0.0001 0.0009
(0.0005) (0.0003) (0.0004) (0.0003) (0.0003) (03)00 (0.0009) (0.0008) (0.0009)
O, - - - - - - 0.7326** 0.7298* 0.7315*
(0.0619) (0.0738) (0.0745)
q)z - - - - - - - - -
& 0.0805* 0.0580* 0.0577* - - - 0.1738* 0.1805* 0.773
(0.0177) (0.0155) (0.0154) (0.0544) (0.0464) (0.0468)
0, - - - 0.1244* 0.1175*  0.1177* -0.8184* -0.8036*  8007*
(0.0192) (0.0184) (0.0184) (0.0519) (0.0633) (0965
0, - - - - - - - - -
® 0.3574* 0.2021* 0.2027* 0.3216* 0.2637* 0.2643** 0.7686** 0.3881 0.3749
(0.1372) (0.0750) (0.0742) (0.1372) (0.1053)  (06)0O5 (0.3404) (0.2386) (0.2460)
oy 0.1673** 0.2577* 0.2672* 0.3225* 0.2988*  0.2976* 0.3711* 0.7097* 0.7018*
(0.1017) (0.0803) (0.0804) (0.1112) (0.0851) (0M85 (0.1278) (0.1958) (0.2166)
B1 0.5383* 0.5264* 0.5356* 0.5304* 0.5664*  0.5640* 2040**  0.5962**  0.6004**
(0.1303) (0.1069) (0.1056) (0.1443) (0.1133) (0214 (0.1222) (0.2417) (0.2579)
d 0.6364* 0.4838* 0.4889* 0.4089* 0.4374*  0.4358* 050* 0.3357*  0.3425*
(0.1589) (0.1151) (0.1158) (0.1093) (0.1017) (0901 (0.0964) (0.1542) (0.1506)
log(a) -0.1269** -0.0579 -0.0604 -0.1016***  -0.0789 -0.87 -0.0547 -0.2062 -0.1876
(0.0526) (0.0534) (0.0526) (0.0591) (0.0488) (0349 (0.1197) (0.1838) (0.1737)
v - 5.4814* 5.4995* - 10.8529* 10.7871* - 4.2316* 238*
(0.5394) (0.5417) (1.9654) (1.9271) (0.3714) (0B68
In(k) - - -0.0414**= - - 0.0076 - - 0.0491%**
(0.0227) (0.0231) (0.0280)
In(L) 9828.22 10012.60 10014.20 8612.19 8636.12 6868 6504.99 6656.88 6658.46
AlC -5.42 -5.52 -5.52 -5.14 -5.15 -5.15 -5.24 -5.36 -5.36
Q(20) 34.33* 41.85* 42.00* 12.28 13.48 13.44 27.56 22.08 22.18
Qs(20) 7.89 6.54 6.53 6.41 8.97 8.94 11.95 15.66 445
ARCH(5) 0.16 0.13 0.13 0.03 0.23 0.22 0.55 1.16 61.1
P(60) 146.37* 51.71 63.80 81.43** 58.14 58.42 180 69.54 69.69

Notes: See Table 9a
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Table 11c: Estimation selts of AR(FI)MA-HYGARCH models

Malta Slovakia Turkey
Normal Student-t Skewed Normal Student-t Skewed Normal Student-t Skewed
1 0.0005** 0.0005** 0.0005** -0.0004 0.0005 0.0000 0012*+* 0.0015* 0.0014**
(0.0002) (0.0002) (0.0002) (0.0006) (0.0004) (0%)00 (0.0006) (0.0005) (0.0006)
(O] 0.1452* 0.1426* 0.1427* 0.1220 0.1192 0.1366 - - -
(0.0282) (0.0232) (0.0232) (0.3059) (0.1390) (o831
o, 0.0549** 0.0427* 0.0421** 0.0535 0.0368 0.0336 - - -
(0.0249) (0.0211) (0.0212) (0.0354) (0.0687) (0968
& - - - 0.1531 0.1033* 0.1052* 0.0539* 0.0421* 0.0414
(0.0466) (0.0355) (0.0360) (0.0160) (0.0141) (0D14
0, - - - -0.3037 -0.2417 -0.2605*** - - -
(0.3265) (0.1486) (0.1413)
0, - - - -0.0862 -0.0731 -0.0683 - - -
(0.0908) (0.0719) (0.0712)
® 0.0922 0.1801* 0.1782* 0.2190** 0.4667* 0.4581* B39***  0.6079** 0.6148*
(0.0721) (0.0602) (0.0619) (0.0885) (0.1434) (040 (0.2546) (0.2389) (0.2392)
oy 0.2747* 0.1816**  0.1827*+* 0.2720* 0.0969 0.0891 0.2558** (0.1619 0.1624
(0.1035) (0.1019) (0.1022) (0.1137) (0.0758) (0475 (0.1318) (0.1202) (0.1197)
B1 0.6286** 0.3981* 0.3914* 0.6828* 0.5534* 0.5652* 4874* 0.4114* 0.4121*
(0.2672) (0.1200) (0.1201) (0.1048) (0.1256) (0425 (0.1797) (0.1566) (0.1560)
d 0.5697**  0.4617* 0.4482* 0.6167* 0.6384* 0.6603* 0.3862* 0.4291* 0.4306*
(0.2915) (0.1893) (0.1909) (0.1913) (0.1297) (0434 (0.1079) (0.0786) (0.0785)
log(«) -0.1109 -0.2035**  -0.1996*** -0.1070***  -0.1757** -0.1705** -0.0035 -0.0246 -0.0271
(0.1079) (0.1086) (0.1147) (0.0632) (0.0705) (0169 (0.0690) (0.0474) (0.0471)
Y - 5.5601* 5.5920* - 3.5301* 3.5417* - 6.2494* 6.285
(0.6918) (0.6952) (0.2327) (0.2341) (0.5693) (0x\71
In(k) - - 0.0168 - - -0.0384*** - - -0.0163
(0.0289) (0.0210) (0.0216)
In(L) 7090.47 7166.10 7166.26 9224.23 9498.30 9499.80 9.8B2 8942.16 8942.44
AIC -6.44 -6.50 -6.50 -5.53 -5.69 -5.69 -4.21 -4.26 264.
Q(20) 29.61* 32.53* 32.64* 18.11 23.60 23.24 24.54 23. 28.53***
Qs(20) 8.24 7.27 7.24 25.74 47 .48* 47.67* 27.06 31.55* RS (51
ARCH(5) 0.30 0.32 0.32 0.20 1.06 1.05 155 1.62 1.62
P(60) 123.90* 45.44 47.08 397.79* 216.55* 209.89* 143.40* 61.94 60.99

Notes: See Table 9a
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6.3.3. Forecast evaluation measures

In order to evaluate the performance of GARCH typedels in forecasting
volatility, four different metrics are conducted af which are well-known and well-
established in the literature. The last 500 obsema are chosen for the out-of-
sample period over which one-step ahead forecaslis b& obtained. More
specifically, we use the mean error (ME) that measihe difference between the
true value and forecasted value, mean squared @WSE) which measures the
average of the squared distance of the true valddaecasted value, and root mean
squared error (RMSE) that measures square rodieoMSE. These measures are

defined as follows:

1 m
ME =EZ(at —at)
t=1

1 m
MSE = E;(at — at)

1 m
RMSE = E;(at —at)

where m is the number of out-of-sample d&?ais the forecasted variance anflis

the actual variance.
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Table 12a: Forecast performance
Bulgaria Czech Republic Estonia Hungary Malta
ARMA- ARMA- ARFIMA-  ARFIMA- ARFIMA-  ARFIMA- ARFIMA-  ARFIMA- ARMA- ARMA-

FIGARCH HYGARCH

FIGARCH HYGARCH

FIGARCH HYGARCH

FIGARCH HYGARCH

FIGARCH HYGARCH
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MSE 1.57E-06  1.60E-06 8.83E-06 8.83E-06 9.77E-07  9.83E-07 8.89E-06  8.99E-06 7.63E-08 7.55E-08
ME 0.0002776 0.0003408 0.0008143 0.00081 0.0002727 0.0002826 0.000779 0.0008365 4.93E-05 4.25E-05
RMSE 0.001251 0.001266 0.002972 0.002971 0.0009886 0.0009916 0.002982  0.002999 0.0002762 0.0002748
Table 12b: Forecast performance
Poland Romania Slovakia Turkey

ARMA- ARMA- ARFIMA-  ARFIMA- ARFIMA- ARFIMA- ARFIMA-  ARFIMA-

FIGARCH HYGARCH FIGARCH HYGARCH FIGARCH HYGARCH FIGARCH HYGARCH
MSE 4.74E-06 4.74E-06 4.09E-06 4.20E-06 7.90E-08 6.30E-08 5.89E-06 5.88E-06
ME 0.0007154 0.0007138 0.0002862 0.0004434 0.0002207 0.0001856 6.68E-05 9.54E-05
RMSE 0.002178 0.002177 0.002023 0.00205 0.0002811 0.0002509 0.002427  0.002425



The out-of sample return forecast volatility errare performed using the last 500
observations and are summarized in Tables 12a abd. 1As seen in tables, the
forecast error statistics are in favor of the FIGRR model for Bulgaria, Estonia,
Hungary, and Romania with the highest forecast raogyi whereas the HYGARCH
model gives the lowest forecast errors for the @zBepublic, Malta, Poland,
Slovakia and Turkey. It is noticed that, differdram other candidates, Turkey’'s
stock market show similar characteristics with siaan countries when we compare
volatility behavior of all candidate countries witlew EU countries. As a result, the
ARFIMA-HYGARCH model outperforms the ARFIMA-FIGARCImhodel for most

of the sample return series.

6.4. Empirical results for VaR computations

The volatility models that best fits the returniegrare used in VaR computations.
Although, we used in-sample VaR values to exantieeselected model's goodness-
of-fit ability, out-of-sample VaR values are alsmntgputed to evaluate the forecasting
capability of the selected models. All models téstith a VaR levebt which ranges
from 5% to 0.25% and their performance is thenwatald by computing the failure
rate for the return series. If the VaR model iscefped correctly, the failure rate will
equal to the prescribed VaR lewel More specifically, the more the failure rate
approaches to the determined confidence leyeghe more the VaR model helps
investors to forecast their possible trading lossesrectly. In practice, VaR
inherently focuses on the left-hand tail of therthsition of possible returns because

a key aspect of management is to minimize thedbs&gative events, supposing the

%4 The distributional assumption which has the lovfestcast error measures are reported for
ARFIMA-FIGARCH and ARFIMA-HYGARCH models in the téds.
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investors have a long position. Throughout thigisegcboth long and short positions

in the financial market are analyzed.

Table 13: In-sample VaR calculated by ARMA-FIGARCH for Bulgaria

Short position Long position

Failure Failure
Quantile rate Kupiec P-value Quantile rate Kupiec P-value
Normal distribution
0.9500 0.9546 0.8177 0.3659 0.0500 0.0549 0.8867 3464.
0.9750 0.9770 0.3062 0.5800 0.0250 0.0325 3.7778*.0519
0.9900 0.9877 0.9122 0.3395 0.0100 0.0174 8.0360* .004®
0.9950 0.9938 0.4536 0.5006 0.0050 0.0112 10.20703.0014
0.9975 0.9972 0.0631 0.8017 0.0025 0.0101 23.251(03.0000
Student-t distribution
0.9500 0.9518 0.1222 0.7266 0.0500 0.0617 4.7682*6.0290
0.9750 0.9815 3.3963*** 0.0653 0.0250 0.0286 0.9009 0.3425
0.9900 0.9950 5.4082** 0.0200 0.0100 0.0118 0.5350 0.4645
0.9950 0.9972 2.0601 0.1512 0.0050 0.0062 0.4536 5006.
0.9975 0.9978 0.0493 0.8243 0.0025 0.0017 0.5420 4616.
Skewed Student-t distribution
0.9500 0.9496 0.0075 0.9308 0.0500 0.0555 1.0961 295Q.
0.9750 0.9765 0.1585 0.6906 0.0250 0.0230 0.3062 5800.
0.9900 0.9933 2.1824 0.1396 0.0100 0.0107 0.0746 7848.
0.9950 0.9972 2.0601 0.1512 0.0050 0.0050 0.0007 9786.
0.9975 0.9978 0.0493 0.8243 0.0025 0.0017 0.5420 0.4616

Note: Quantile indicates ideal failure rate. Fagluate indicates the actual failure rate estimbyethe
model. * ** and *** denotes 1%, 5% and 10% levedspectively

Table14: In-sample VaR calculated by ARMA-GARCH for Croatia

Short position Long position

Failure Failure
Quantile rate Kupiec  P-value Quantile rate Kupiec P-value
Normal distribution
0.9500 0.9555 0.8448 0.3580 0.0500 0.0392 3.4620*6:0628
0.9750 0.9716 0.5980 0.4393 0.0250 0.0223 0.4120 5210.
0.9900 0.9839 4.1670* 0.0412 0.0100 0.0131 1.1210 0.2897
0.9950 0.9846 18.0570* 0.0000 0.0050 0.0092 3.720970.0537
0.9975 0.9885 22.4520* 0.0000 0.0025 0.0069 6.8420*0.0089
Student-t distribution
0.9500 0.9493 0.0130 0.9091 0.0500 0.0445 0.8448 3580.
0.9750 0.9731 0.1847 0.6674 0.0250 0.0223 0.4120 5210.
0.9900 0.9862 1.7191 0.1898 0.0100 0.0077 0.7690 3808.
0.9950 0.9939 0.3194 0.5720 0.0050 0.0038 0.3827 536Q.
0.9975 0.9977 0.0206 0.8860 0.0025 0.0031 0.1592 6899.
Skewed Student-t distribution
0.9500 0.9524 0.1578 0.6912 0.0500 0.0461 0.4314 511G.
0.9750 0.9762 0.0769 0.7815 0.0250 0.0223 0.4120 5210.
0.9900 0.9869 1.1210 0.2897 0.0100 0.0092 0.0829 773a.
0.9950 0.9939 0.3194 0.5720 0.0050 0.0054 0.0362 849Q.
0.9975 0.9985 0.5630 0.4530 0.0025 0.0031 0.1592 0.6899

Note: * ,** and *** denotes 1%, 5% and 10% levedspectively
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Table 15: In-sample VaR calculated by ARFIMA-HYGARCH for the Czech Republic

Short position Long position

Failure Failure
Quantile rate Kupiec P-value Quantile rate Kupiec P-value
Normal distribution
0.9500 0.9569 3.4903*** 0.0617 0.0500 0.0515 0.1561 0.6928
0.9750 0.9787 2.0202 0.1552 0.0250 0.0308 4.3528*0.0369
0.9900 0.9913 0.6128 0.4338 0.0100 0.0168 12.83600.0003
0.9950 0.9952 0.0299 0.8627 0.0050 0.0123 25.22803.0000
0.9975 0.9970 0.3073 0.5794 0.0025 0.0096 38.85103.0000
Student-t distribution
0.9500 0.9557 2.3622 0.1243 0.0500 0.0548 1.5670 2106.
0.9750 0.9808 5.0732** 0.0243 0.0250 0.0305 3.9310*0.0474
0.9900 0.9949 9.9196* 0.0016 0.0100 0.0126 2.0679 .15
0.9950 0.9973 4.2905** 0.0383 0.0050 0.0078 4.4458*0.0350
0.9975 0.9982 0.7356 0.3911 0.0025 0.0045 4.2869*0.0384
Skewed Student-t distribution
0.9500 0.9518 0.2295 0.6319 0.0500 0.0515 0.1561 6928.
0.9750 0.9761 0.1526 0.6961 0.0250 0.0269 0.5063 4760.
0.9900 0.9919 1.3256 0.2496 0.0100 0.0120 1.2391 2650.
0.9950 0.9961 0.8922 0.3449 0.0050 0.0075 3.5941*6:0580
0.9975 0.9979 0.2316 0.6303 0.0025 0.0030 0.3073 0.5794

Note: * ,** and *** denotes 1%, 5% and 10% levedspectively

Table 16: In-sample VaR calculated by ARFIMA-FIGARCH for Estonia

Short position Long position

Failure Failure
Quantile rate Kupiec  P-value Quantile rate Kupiec  P-value
Normal distribution
0.9500 0.9603 5.4531** 0.0195 0.0500 0.0388 6.46749.0110
0.9750 0.9784 1.1233 0.2892 0.0250 0.0207 1.8056 1790.
0.9900 0.9899 0.0045 0.9463 0.0100 0.0128 1.6349 2010.
0.9950 0.9912 5.4091** 0.0200 0.0050 0.0084 4.31799.0377
0.9975 0.9930 12.5840* 0.0004 0.0025 0.0062 8.67900.0032
Student-t distribution
0.9500 0.9511 0.0538 0.8165 0.0500 0.0472 0.3872 5338.
0.9750 0.9762 0.1340 0.7144 0.0250 0.0220 0.8452 3570.
0.9900 0.9921 1.0497 0.3056 0.0100 0.0093 0.1289 7196.
0.9950 0.9947 0.0379 0.8457 0.0050 0.0053 0.0379 845@.
0.9975 0.9965 0.8504 0.3564 0.0025 0.0031 0.2909 5890.
Skewed Student-t distribution
0.9500 0.9515 0.1083 0.7421 0.0500 0.0494 0.0183 8926.
0.9750 0.9780 0.8452 0.3579 0.0250 0.0229 0.4108 5216.
0.9900 0.9925 1.5732 0.2098 0.0100 0.0097 0.0208 8854.
0.9950 0.9952 0.0103 0.9190 0.0050 0.0062 0.5833 4450.
0.9975 0.9965 0.8504 0.3564 0.0025 0.0031 0.29090.5897

Note: * ,** and *** denotes 1%, 5% and 10% levedspectively
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Table 17: In-sample VaR calculated by ARFIMA-FIGARCH for Hungary

Short position Long position

Failure Failure
Quantile rate Kupiec P-value Quantile rate Kupiec  P-value
Normal distribution
0.9500 0.9627 13.5220*  0.0002 0.0500 0.0400 8.12686.0044
0.9750 0.9801 4.1978*  0.0405 0.0250 0.0232 0.50150.4788
0.9900 0.9890 0.3833 0.5358 0.0100 0.0144 6.11056%0134
0.9950 0.9926 3.8031*** (0.0512 0.0050 0.0119 240746 0.0000
0.9975 0.9956 4.3362*  0.0373 0.0025 0.0094 40.2360.0000
Student-t distribution
0.9500 0.9523 0.3916 0.5315 0.0500 0.0491 0.0580 809a.
0.9750 0.9790 2.5424 0.1108 0.0250 0.0237 0.2410 6236.
0.9900 0.9923 2.0486 0.1523 0.0100 0.0124 1.9912 158a.
0.9950 0.9975 5.6617* 0.0173 0.0050 0.0061 0.78350.3761
0.9975 0.9989 3.5837*** (0.0584 0.0025 0.0036 1.5146 0.2184
Skewed Student-t distribution
0.9500 0.9500 0.0001 0.9909 0.0500 0.0444 24472 1170.
0.9750 0.9757 0.0758 0.7831 0.0250 0.0221 1.3174 2510.
0.9900 0.9906 0.1416 0.7067 0.0100 0.0108 0.2087 6478.
0.9950 0.9975 5.6617*  0.0173 0.0050 0.0055 0.1907 0.6624
0.9975 0.9989 3.5837** (0.0584 0.0025 0.0033 886 0.3513

Note: * ,** and *** denotes 1%, 5% and 10% levedspectively

Table 18: In-sample VaR calculated by ARMA-GARCH fa Latvia

Short position Long position

Failure Failure
Quantile rate Kupiec P-value Quantile rate Kupiec  P-value
Normal distribution
0.9500 0.9558 1.4746 0.2246 0.0500 0.0397 4.78266:0287
0.9750 0.9707 1.4546 0.2278 0.0250 0.0209 1.4953 221a.
0.9900 0.9821 10.2410% 0.0014 0.0100 0.0104 0.03750.8466
0.9950 0.9866 19.5590* 0.0000 0.0050 0.0075 2.11180.1462
0.9975 0.9901 25.3690* 0.0000 0.0025 0.0070 10.%530.0010
Student-t distribution
0.9500 0.9419 2.6630 0.1027 0.0500 0.0477 0.2295 6319.
0.9750 0.9707 1.4546 0.2278 0.0250 0.0184 3.97906:0461
0.9900 0.9861 2.7707** 0.0960 0.0100 0.0075 1.4484 0.2288
0.9950 0.9940 0.3521 0.5529 0.0050 0.0030 1.9306 1640.
0.9975 0.9960 1.4858 0.2229 0.0025 0.0015 0.9632 3264.
Skewed Student-t distribution
0.9500 0.9478 0.1953 0.6586 0.0500 0.0517 0.1162 733Q.
0.9750 0.9737 0.1434 0.7049 0.0250 0.0209 1.4953 221a.
0.9900 0.9901 0.0008 0.9767 0.0100 0.0079 0.9206 3376.
0.9950 0.9940 0.3521 0.5529 0.0050 0.0050 0.0004 9836.
0.9975 0.9965 0.6868 0.4072 0.0025 0.0020 0.22860.6326

Note: * ,** and *** denotes 1%, 5% and 10% levedspectively
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Table 19: In-sample VaR calculated by ARFIMA-GARCH for Lithuania

Short position

Long position

Failure Failure
Quantile rate Kupiec P-value Quantile rate Kupiec P-value
Normal distribution
0.9500 0.9691 16.4710* 0.0000 0.0500 0.0261 26.98200.0000
0.9750 0.9829 5.4226** 0.0199 0.0250 0.0155 8.0538* 0.0045
0.9900 0.9909 0.1684 0.6815 0.0100 0.0085 0.4258 5144.
0.9950 0.9936 0.6812 0.4092 0.0050 0.0069 1.2604 2616.
0.9975 0.9957 1.9371 0.1640 0.0025 0.0048 3.1314*6£0768
Student-t distribution
0.9500 0.9482 0.1210 0.7280 0.0500 0.0422 2.5583 1090.
0.9750 0.9787 1.0799 0.2987 0.0250 0.0192 2.7972*6:0944
0.9900 0.9936 2.8064***  0.0939 0.0100 0.0085 0.4258 0.5141
0.9950 0.9963 0.6606 0.4164 0.0050 0.0048 0.0149 9020.
0.9975 0.9979 0.1057 0.7451 0.0025 0.0032 0.3397 5600.
Skewed Student-t distribution
0.9500 0.9498 0.0010 0.9747 0.0500 0.0443 1.3354 2478.
0.9750 0.9803 2.2866 0.1305 0.0250 0.0213 1.0799 2984.
0.9900 0.9936 2.8064** 0.0939 0.0100 0.0085 0.4258 0.5141
0.9950 0.9968 1.3970 0.2372 0.0050 0.0048 0.0149 9029.
0.9975 0.9979 0.1057 0.7451 0.0025 0.0037 0.9945 0.3187

Note: * ,** and *** denotes 1%, 5% and 10% levedspectively

Table 20: In-sample VaR calculated by ARFIMA-GARCH for Macedonia

Short position

Long position

Failure Failure
Quantile rate Kupiec  P-value Quantile rate Kupiec  P-value
Normal distribution
0.9500 0.9510 0.0150 0.9027 0.0500 0.0432 0.7009 4028.
0.9750 0.9755 0.0073 0.9320 0.0250 0.0274 0.1562 6920.
0.9900 0.9856 1.1993 0.2735 0.0100 0.0159 2.0371 1538.
0.9950 0.9914 1.5205 0.2175 0.0050 0.0144 8.1706*.0043
0.9975 0.9942 2.1597 0.1417 0.0025 0.0086 6.385460115
Student-t distribution
0.9500 0.9438 0.5402 0.4623 0.0500 0.0461 0.2268 63309.
0.9750 0.9770 0.1106 0.7395 0.0250 0.0288 0.3960 5290.
0.9900 0.9914 0.1348 0.7135 0.0100 0.0144 1.1993 2736.
0.9950 0.9957 0.0671 0.7957 0.0050 0.0086 1.5205 2176.
0.9975 0.9971 0.0387 0.8441 0.0025 0.0043 0.7579 3840.
Skewed Student-t distribution
0.9500 0.9452 0.3209 0.5711 0.0500 0.0461 0.2268 63309.
0.9750 0.9798 0.7096 0.3996 0.0250 0.0303 0.7388 390a.
0.9900 0.9914 0.1348 0.7135 0.0100 0.0144 1.1993 2736.
0.9950 0.9957 0.0671 0.7957 0.0050 0.0086 1.5205 2176.
0.9975 0.9971 0.0387 0.8441 0.0025 0.0043 0.75790.3840

Note: * ,** and *** denotes 1%, 5% and 10% levedspectively
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Table 21: In-sample VaR calculated by ARMA-HYGARCH for Malta

Short position

Long position

Failure Failure
Quantile rate Kupiec P-value Quantile rate Kupiec P-value
Normal distribution
0.9500 0.9473 0.3330 0.5639 0.0500 0.0463 0.6347 4256.
0.9750 0.9682 3.8538*  0.0496 0.0250 0.0254 0.0176 0.8944
0.9900 0.9836 7.5356* 0.0060 0.0100 0.0109 0.1766 .6743%
0.9950 0.9882 14.8200* 0.0001 0.0050 0.0073 1.9970 0.1576
0.9975 0.9927 13.2120*  0.0003 0.0025 0.0055 5.7871*0.0166
Student-t distribution
0.9500 0.9432 2.0519 0.1520 0.0500 0.0518 0.1476 7000.
0.9750 0.9687 3.3732** 0.0663 0.0250 0.0200 2.4299 0.1190
0.9900 0.9886 0.3931 0.5307 0.0100 0.0073 1.8315 1760.
0.9950 0.9955 0.0952 0.7577 0.0050 0.0036 0.9116 3390G.
0.9975 0.9982 0.4548 0.5001 0.0025 0.0009 2.9624*6:0852
Skewed Student-t distribution
0.9500 0.9437 1.7913 0.1808 0.0500 0.0532 0.4531 5000.
0.9750 0.9696 2.5022 0.1137 0.0250 0.0214 1.2618 2616.
0.9900 0.9891 0.1766 0.6744 0.0100 0.0082 0.7869 375Q.
0.9950 0.9955 0.0952 0.7577 0.0050 0.0041 0.3916 5316.
0.9975 0.9982 0.4548 0.5001 0.0025 0.0009 2.96240.0852
Note: * ,** and *** denotes 1%, 5% and 10% levedspectively
Table 22: In-sample VaR calculated by ARMA-HYGARCH for Poland
Short position Long position

Failure Failure
Quantile rate Kupiec P-value Quantile rate Kupiec  P-value
Normal distribution
0.9500 0.9495 0.0151 0.9023 0.0500 0.0487 0.1255 723Q.
0.9750 0.9731 0.4710 0.4925 0.0250 0.0293 2.3688 1238.
0.9900 0.9881 1.2034 0.2726 0.0100 0.0152 7.9717*.0043
0.9950 0.9940 0.5985 0.4392 0.0050 0.0102 13.7410%0002
0.9975 0.9967 0.7518 0.3859 0.0025 0.0048 5.48686%0192
Student-t distribution
0.9500 0.9486 0.1290 0.7194 0.0500 0.0514 0.1290 719a.
0.9750 0.9746 0.0198 0.8881 0.0250 0.0275 0.8132 367Q.
0.9900 0.9916 0.9627 0.3265 0.0100 0.0122 1.5877 2070.
0.9950 0.9970 3.1934**  0.0739 0.0050 0.0045 0.1894 0.6634
0.9975 0.9997 10.5110*  0.0012 0.0025 0.0030 0.29840.5849
Skewed Student-t distribution
0.9500 0.9489 0.0787 0.7791 0.0500 0.0517 0.1916 6616.
0.9750 0.9749 0.0009 0.9757 0.0250 0.0284 1.4934 2210.
0.9900 0.9916 0.9627 0.3265 0.0100 0.0125 2.0214 155Q.
0.9950 0.9970 3.1934** (0.0739 0.0050 0.0051 0.0039 0.9503
0.9975 0.9997 10.5110* 0.0012 0.0025 0.0030 1298 0.5849

Note: * ,** and *** denotes 1%, 5% and 10% levedspectively
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6.4.1. In-sample VaR Analysis

The in-sample VaR results computed under the tllisgibutions: the normal,
Studentt, and skewed Student-The models that are selected according to the
forecast evaluation measures are used in in-savgiecomputations. The empirical
results for the new and candidate EU countriegirreindex series are presented
from Table 13 to Table 26. These tables show tieréarates and computed and
their corresponding Kupiec’'s LR values. Ideallye tiailure rate should be equal to
the prescribed VaR leveland the null hypothesis of the Kupiec’s LR tesiugt not

be rejected in order to estimate accurate VaR rsodel

Table 23: In-sample VaR calculated by ARFIMA-FIGARCH for Romania

Short position Long position

Failure Failure
Quantile rate Kupiec P-value Quantile rate Kupiec  P-value
Normal distribution
0.9500 0.9496 0.0076 0.9304 0.0500 0.0391 6.6904*.0097
0.9750 0.9742 0.0638 0.8005 0.0250 0.0222 0.8479 357Q.
0.9900 0.9871 1.9284 0.1649 0.0100 0.0149 5.25636%0219
0.9950 0.9907 7.2557* 0.0071 0.0050 0.0117 16.1750%0001
0.9975 0.9944 7.2245* 0.0072 0.0025 0.0105 35.0870*0000
Student-t distribution
0.9500 0.9444 1.5958 0.2065 0.0500 0.0439 2.0005 15783.
0.9750 0.9730 0.3990 0.5276 0.0250 0.0206 2.1376 1434.
0.9900 0.9932 2.7917** 0.0948 0.0100 0.0101 0.0015 0.9695
0.9950 0.9960 0.5021 0.4786 0.0050 0.0064 0.9589 3276.
0.9975 0.9968 0.4781 0.4893 0.0025 0.0028 0.0987 753a.
Skewed Student-t distribution
0.9500 0.9468 0.5258 0.4684 0.0500 0.0484 0.1406 7076.
0.9750 0.9774 0.6202 0.4310 0.0250 0.0230 0.4290 5126.
0.9900 0.9936 3.6145** 0.0573 0.0100 0.0113 0.3978 0.5282
0.9950 0.9968 1.7993 0.1798 0.0050 0.0069 1.5324 2158.
0.9975 0.9968 0.4781 0.4893 0.0025 0.0040 1.96350.1611

Note: * ,** and *** denotes 1%, 5% and 10% levedspectively
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Table 24: In-sample VaR calculated by ARFIMA-HYGARCH for Slovakia

Short position Long position

Failure Failure
Quantile rate Kupiec P-value Quantile rate Kupiec P-value
Normal distribution
0.9500 0.9574 4.0630*  0.0438 0.0500 0.0456 1.4136 0.2345
0.9750 0.9745 0.0323 0.8574 0.0250 0.0300 3.1995*60737
0.9900 0.9886 0.6267 0.4286 0.0100 0.0201 26.52703.0000
0.9950 0.9919 5.4062*  0.0201 0.0050 0.0153 45.73400.0000
0.9975 0.9931 17.4170*  0.0000 0.0025 0.0114 56.21900.0000
Student-t distribution
0.9500 0.9472 0.5309 0.4662 0.0500 0.0510 0.0663 79609.
0.9750 0.9763 0.2396 0.6245 0.0250 0.0303 3.5837*6:0584
0.9900 0.9931 3.6405***  0.0564 0.0100 0.0120 1.2591 0.2618
0.9950 0.9973 4.2674* 0.0389 0.0050 0.0054 0.1031 0.7481
0.9975 0.9982 0.7286 0.3933 0.0025 0.0018 0.7286 393G.
Skewed Student-t distribution
0.9500 0.9442 2.2586 0.1329 0.0500 0.0492 0.0480 8266.
0.9750 0.9742 0.0839 0.7721 0.0250 0.0279 1.0992 294a.
0.9900 0.9922 1.7704 0.1833 0.0100 0.0111 0.3897 5326.
0.9950 0.9973 4.2674*  0.0389 0.0050 0.0036 1.4605 0.2269
0.9975 0.9982 0.7286 0.3933 0.0025 0.0015 1.5651 0.2109

Note: * ,** and *** denotes 1%, 5% and 10% levedspectively

The results show that the VaR models with skewedéttt distribution assumption
predict critical loss more accurate than the modeih normal and Studerit-
distribution. It is observed that the normal medaehderestimate or overestimate the
in-sample VaR values for both long and short trgdiositions. However, gauss
distribution perform well for all of the. quantiles for the short position of Bulgaria
Macedonia and Poland. That gives strong evidenat ttte return series of these
countries are skewed to the left rather than toritgifet. The volatility models under
skewed Student-distribution performs better in all cases for thegative returns

(long VaR) except for the Czech Republic, Malta &talvenia.

Consequently, the empirical results indicate thHe tletermined models in the
previous section with skewed Studeémtistribution can describe the fat-tail behavior

exhibited in the stock index series.
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Table 25: In-sample VaR calculated by ARFIMA-GARCH for Slovenia

Short position

Long position

Failure Failure
Quantile rate Kupiec P-value Quantile rate Kupiec P-value
Normal distribution
0.9500 0.9552 1.2830 0.2574 0.0500 0.0462 0.6880 4069.
0.9750 0.9803 2.7561**  0.0969 0.0250 0.0229 0.4219 0.5160
0.9900 0.9899 0.0008 0.9777 0.0100 0.0146 4.1472%0.0417
0.9950 0.9918 3.8355***  (0.0502 0.0050 0.0096 7.3239 0.0068
0.9975 0.9936 9.2950* 0.0023 0.0025 0.0046 3.0197*6.0823
Student-t distribution
0.9500 0.9502 0.0012 0.9726 0.0500 0.0471 0.3955 529a.
0.9750 0.9840 8.3069* 0.0039 0.0250 0.0224 0.6256 .4290
0.9900 0.9904 0.0354 0.8507 0.0100 0.0114 0.4325 5108.
0.9950 0.9931 1.3600 0.2435 0.0050 0.0046 0.0827 7736.
0.9975 0.9963 1.0279 0.3107 0.0025 0.0018 0.4358 509Q.
Skewed Student-t distribution
0.9500 0.9497 0.0041 0.9492 0.0500 0.0471 0.3955 529a.
0.9750 0.9840 8.3069* 0.0039 0.0250 0.0219 0.8711 .350B
0.9900 0.9895 0.0580 0.8097 0.0100 0.0114 0.4325 5108.
0.9950 0.9931 1.3600 0.2435 0.0050 0.0041 0.3663 5450.
0.9975 0.9963 1.0279 0.3107 0.0025 0.0018 0.4358 0.5092
Note: * ,** and *** denotes 1%, 5% and 10% levedspectively
Table 26: In-sample VaR calculated by ARFIMA-HYGARCH for Turkey
Short position Long position

Failure Failure
Quantile rate Kupiec P-value Quantile rate Kupiec P-value
Normal distribution
0.9500 0.9559 3.1836*** 0.0744 0.0500 0.0467 0.9623 0.3266
0.9750 0.9762 0.2336 0.6288 0.0250 0.0284 1.8781 1706.
0.9900 0.9871 3.2114** 0.0731 0.0100 0.0160 1204 0.0003
0.9950 0.9909 11.1910* 0.0008 0.0050 0.0110 2238610.0000
0.9975 0.9940 14.4670*  0.0001 0.0025 0.0086 37943®.0000
Student-t distribution
0.9500 0.9521 0.3850 0.5349 0.0500 0.0532 0.8707 3508.
0.9750 0.9783 1.9627 0.1612 0.0250 0.0274 0.9775 3228.
0.9900 0.9912 0.6120 0.4340 0.0100 0.0114 0.8451 3570.
0.9950 0.9962 1.2898 0.2561 0.0050 0.0064 1.5969 20686.
0.9975 0.9981 0.6434 0.4225 0.0025 0.0045 5.5781*6.0182
Skewed Student-t distribution
0.9500 0.9506 0.0367 0.8480 0.0500 0.0515 0.1974 6569.
0.9750 0.9778 1.4271 0.2322 0.0250 0.0258 0.0961 7568.
0.9900 0.9909 0.3860 0.5344 0.0100 0.0112 0.5935 441a.
0.9950 0.9960 0.8079 0.3688 0.0050 0.0060 0.7330 3910.
0.9975 0.9981 0.6434 0.4225 0.0025 0.0041 3.471390.0648

Note: * ,** and *** denotes 1%, 5% and 10% levedspectively
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6.4.2. Out-of-sample VAR Analysis

In the previous subsection, the estimated best lm@ite used to calculate the VaR
values. By comparing the VaR values using differantels, we only know the past
performance of the VaR models. However, the coutidm of VaR calculations is its
forecasting ability that provides information tové@stors or financial institutions
about the biggest loss they will incur (Tang an@Bh2006). Hence, it is important

to evaluate the forecasting ability of the VaR nisde

Table 27: Out-of-sample VaR calculated by ARMA-FIGARCH for Bulgaria

Short position Long position

Failure Failure
Quantile rate Kupiec  P-value Quantile rate Kupiec  P-value
Normal distribution
0.9500 0.9640 2.2765 0.1314 0.0500 0.0520 0.0416 838a.
0.9750 0.9820 1.1120 0.2917 0.0250 0.0320 0.9247 336Q.
0.9900 0.9880 0.1899 0.6630 0.0100 0.0200 3.91366%0479
0.9950 0.9980 1.1719 0.2790 0.0050 0.0200 12.8400%0003
0.9975 1.0000 .NaN 1.0000 0.0025 0.0140 12.6850*00@
Student-t distribution
0.9500 0.9620 1.6469 0.1994 0.0500 0.0560 0.3654 5456.
0.9750 0.9820 1.1120 0.2917 0.0250 0.0280 0.1778 6738.
0.9900 0.9960 2.3530 0.1250 0.0100 0.0160 1.5383 2140.
0.9950 0.9980 1.1719 0.2790 0.0050 0.0100 1.9441 163Q.
0.9975 1.0000 .NaN 1.0000 0.0025 0.0040 0.3811 70.53
Skewed Student-t distribution
0.9500 0.9540 0.1729 0.6776 0.0500 0.0480 0.0426 8364.
0.9750 0.9780 0.1923 0.6610 0.0250 0.0280 0.1778 6738.
0.9900 0.9880 0.1899 0.6630 0.0100 0.0140 0.7187 3966.
0.9950 0.9980 1.1719 0.2790 0.0050 0.0060 0.0944 7586.
0.9975 1.0000 .NaN 1.0000 0.0025 0.0020 0.0538 8165

Note: * ,** and *** denotes 1%, 5% and 10% levedspectively

The out-of-sample VaR is a one-step-ahead forebased on the available
information. 500 out-of-sample VaRs are calculdi@deach series using the best
volatility model that is determined in Sectidh3.3 under three distributional

assumptions, and the performances of the modeldbwiévaluated by the Kupiec’'s
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LR test. As in the in-sample VaR calculations, ¢hest-of-sample VaR values are
calculated with observed returns and results amworded for evaluation of

performance of VaR models. Moreover, if the valtithe Kupiec LR test appears to
be NaN, it means the model captures all the cheriatits of the series perfectly.
The empirical results of the out-of-sample VaR gkltions are given in Tables 27-

40.

Table 28: Out-of-sample VaR calculated by ARMA-GARCH for Croatia

Short position Long position

Failure Failure
Quantile rate Kupiec  P-value Quantile rate Kupiec P-value
Normal distribution
0.9500 0.9526 0.0690 0.7929 0.0500 0.0515 0.0242 8764.
0.9750 0.9711 0.2835 0.5944 0.0250 0.0289 0.2835 5944.
0.9900 0.9856 0.8467 0.3575 0.0100 0.0186 2.8644*0:0906
0.9950 0.9959 0.0796 0.7778 0.0050 0.0165 8.0124* .004B
0.9975 0.9959 0.4281 0.5129 0.0025 0.0082 3.9900*6.0458
Student-t distribution
0.9500 0.9505 0.0027 0.9584 0.0500 0.0515 0.0242 8764.
0.9750 0.9732 0.0633 0.8014 0.0250 0.0247 0.0013 9710.
0.9900 0.9918 0.1600 0.6891 0.0100 0.0165 1.7281 188a.
0.9950 0.9979 1.0825 0.2981 0.0050 0.0062 0.1274 721Q.
0.9975 1.0000 .NaN 1.0000 0.0025 0.0021 0.0397 20.84
Skewed Student-t distribution
0.9500 0.9423 0.5827 0.4453 0.0500 0.0474 0.0690 7920.
0.9750 0.9670 1.1561 0.2823 0.0250 0.0227 0.1104 7396.
0.9900 0.9897 0.0046 0.9457 0.0100 0.0144 0.8467 3576.
0.9950 0.9959 0.0796 0.7778 0.0050 0.0041 0.0796 7778.
0.9975 0.9979 0.0397 0.8420 0.0025 0.0000 .NaN 000D,

Note: * ,** and *** denotes 1%, 5% and 10% levedspectively

The results show that for both of the positiong, 8tudent-and skewed Student-
perform better than the normal distribution forsdmple return series. However, the
performance of normal models improve considerably aut-of-sample VaR
forecasting. The findings are similar to those abtGand Laurent (2003) and
Sriananthakumar and Silvapulle (2003) who docuntieait non-normal distributions
perform better than the normal one.
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Obviously, when the confidence level is more covetre (aso quantile gets
smaller), the performance of all models is bettemt other situations by a lower
failure rate or higher success rate. It is worthingpthat zero failure rates appearing
in 99.75% quantile meaning the VaR model perforregaatly since the model

captures all the characteristics of the indices.

All of the models with the Studemtand skewed Studehtinnovations are not
rejected the null hypothesisa. In contrast to the findings of Grau (2002) andtGi
and Laurent (2003) we found that good in-sample ¥aRmation of a model also
perform well for out-of-sample VaR forecasting. Tiesults also confirm that long
memory models provide efficient results when analyzisk that requires variance

series.

Overall, the empirical results are encouraginghat they suggest that the proposed
long memory models with Student-t or skewed studehstributional assumptions

are useful techniques for forecasting VaR in CEElstmarkets.
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Table 29: Out-of-sample VaR calculated by ARFIMA-HYGARCH for the Czech Republic

Short position

Long position

Failure Failure
Quantile rate Kupiec  P-value Quantile rate Kupiec  P-value
Normal distribution
0.9500 0.9573 0.5823 0.4454 0.0500 0.0508 0.0068 9340.
0.9750 0.9736 0.0401 0.8412 0.0250 0.0244 0.0076 9304.
0.9900 0.9858 0.7853 0.3755 0.0100 0.0142 0.7853 3758.
0.9950 0.9919 0.8139 0.3670 0.0050 0.0102 2.0260 1546.
0.9975 0.9919 3.9099** 0.0480 0.0025 0.0061 1.81600.1778
Student-t distribution
0.9500 0.9431 0.4744 0.4910 0.0500 0.0508 0.0068 934a.
0.9750 0.9736 0.0401 0.8412 0.0250 0.0183 0.9999 317G.
0.9900 0.9919 0.1856 0.6666 0.0100 0.0102 0.0013 971a.
0.9950 0.9919 0.8139 0.3670 0.0050 0.0041 0.0924 761Q.
0.9975 0.9980 0.0461 0.8300 0.0025 0.0020 0.0461 8300.
Skewed Student-t distribution
0.9500 0.9472 0.0824 0.7741 0.0500 0.0549 0.2392 6248.
0.9750 0.9776 0.1460 0.7024 0.0250 0.0224 0.1460 702a.
0.9900 0.9919 0.1856 0.6666 0.0100 0.0102 0.0013 971a.
0.9950 0.9919 0.8139 0.3670 0.0050 0.0061 0.1113 738a.
0.9975 0.9980 0.0461 0.8300 0.0025 0.0020 0.04610.8300
Note: * ,** and *** denotes 1%, 5% and 10% levedspectively
Table 30: Out-of-sample VaR calculated by ARFIMA-FIGARCH for Estonia
Short position Long position

Failure Failure
Quantile rate Kupiec P-value Quantile rate Kupiec  P-value
Normal distribution
0.9500 0.9532 0.1051 0.7458 0.0500 0.0489 0.0131 9090.
0.9750 0.9613 3.2461** 0.0716 0.0250 0.0326 1.0598 0.3033
0.9900 0.9878 0.2283 0.6328 0.0100 0.0102 0.0017 9676.
0.9950 0.9898 2.0364 0.1536 0.0050 0.0061 0.1135 736Q.
0.9975 0.9959 0.4089 0.5225 0.0025 0.0041 0.4089 5226.
Student-t distribution
0.9500 0.9532 0.1051 0.7458 0.0500 0.0570 0.4892 4844.
0.9750 0.9674 1.0598 0.3033 0.0250 0.0265 0.0431 8358.
0.9900 0.9898 0.0017 0.9675 0.0100 0.0061 0.8715 35086.
0.9950 0.9959 0.0905 0.7635 0.0050 0.0041 0.0905 7636.
0.9975 0.9980 0.0451 0.8317 0.0025 0.0000 .NaN 00.00
Skewed Student-t distribution
0.9500 0.9532 0.1051 0.7458 0.0500 0.0591 0.8045 3698.
0.9750 0.9695 0.5801 0.4463 0.0250 0.0265 0.0431 8356.
0.9900 0.9919 0.1819 0.6698 0.0100 0.0061 0.8715 35086.
0.9950 0.9980 1.1181 0.2903 0.0050 0.0041 0.0905 7636.
0.9975 0.9980 0.0451 0.8317 0.0025 0.0000 .NaN 000D

Note: * ,** and *** denotes 1%, 5% and 10% levedspectively
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Table 31: Out-of-sample VaR calculated by ARFIMA-FIGARCH for Hungary

Short position

Long position

Failure Failure
Quantile rate Kupiec  P-value Quantile rate Kupiec  P-value
Normal distribution
0.9500 0.9512 0.0155 0.9008 0.0500 0.0589 0.7854 3756.
0.9750 0.9695 0.5688 0.4508 0.0250 0.0305 0.5688 4508.
0.9900 0.9878 0.2238 0.6362 0.0100 0.0102 0.0013 971a.
0.9950 0.9959 0.0924 0.7612 0.0050 0.0061 0.1113 7380.
0.9975 0.9980 0.0461 0.8300 0.0025 0.0041 0.4057 524Q.
Student-t distribution
0.9500 0.9492 0.0068 0.9342 0.0500 0.0589 0.7854 3756.
0.9750 0.9695 0.5688 0.4508 0.0250 0.0264 0.0401 841a.
0.9900 0.9939 0.8794 0.3484 0.0100 0.0102 0.0013 971a.
0.9950 0.9959 0.0924 0.7612 0.0050 0.0061 0.1113 7380.
0.9975 0.9980 0.0461 0.8300 0.0025 0.0020 0.0461 8300.
Skewed Student-t distribution
0.9500 0.9512 0.0155 0.9008 0.0500 0.0610 1.1697 2796.
0.9750 0.9695 0.5688 0.4508 0.0250 0.0305 0.5688 4508.
0.9900 0.9939 0.8794 0.3484 0.0100 0.0102 0.0013 971a.
0.9950 0.9959 0.0924 0.7612 0.0050 0.0061 0.1113 7380.
0.9975 0.9980 0.0461 0.8300 0.0025 0.0041 0.40570.5241
Note: * ,** and *** denotes 1%, 5% and 10% levedspectively
Table 32: Out-of-sample VaR calculated by ARMA-GARGCH for Latvia
Short position Long position

Failure Failure
Quantile rate Kupiec P-value Quantile rate Kupiec  P-value
Normal distribution
0.9500 0.9552 0.2885 0.5912 0.0500 0.0407 0.9451 3310.
0.9750 0.9756 0.0064 0.9364 0.0250 0.0244 0.0064 9364.
0.9900 0.9817 2.7616** 0.0966 0.0100 0.0143 0.7939 0.3729
0.9950 0.9878 3.6594**  (0.0558 0.0050 0.0061 0.1135 0.7362
0.9975 0.9939 1.8232 0.1769 0.0025 0.0041 0.4089 5226.
Student-t distribution
0.9500 0.9552 0.2885 0.5912 0.0500 0.0407 0.9451 3310.
0.9750 0.9756 0.0064 0.9364 0.0250 0.0224 0.1407 7076.
0.9900 0.9857 0.7939 0.3729 0.0100 0.0041 2.2449 134Q.
0.9950 0.9939 0.1135 0.7362 0.0050 0.0041 0.0905 7636.
0.9975 0.9939 1.8232 0.1769 0.0025 0.0000 .NaN 00.00
Skewed Student-t distribution
0.9500 0.9593 0.9451 0.3310 0.0500 0.0468 0.1051 7458.
0.9750 0.9817 0.9862 0.3207 0.0250 0.0285 0.2380 6256.
0.9900 0.9919 0.1819 0.6698 0.0100 0.0143 0.7939 3720.
0.9950 0.9939 0.1135 0.7362 0.0050 0.0041 0.0905 7636.
0.9975 0.9939 1.8232 0.1769 0.0025 0.0041 0.40890.5225

Note: * ,** and *** denotes 1%, 5% and 10% levedspectively
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Table 33: Out-of-sample VaR calculated by ARFIMA-GARCH for Lithuania

Short position

Long position

Failure Failure
Quantile rate Kupiec  P-value Quantile rate Kupiec  P-value
Normal distribution
0.9500 0.9592 0.8891 0.3457 0.0500 0.0429 0.5157 4720.
0.9750 0.9785 0.2516 0.6160 0.0250 0.0236 0.0379 8450.
0.9900 0.9914 0.0992 0.7528 0.0100 0.0129 0.3568 5508.
0.9950 0.9957 0.0494 0.8242 0.0050 0.0107 2.3111 12886.
0.9975 0.9957 0.4932 0.4825 0.0025 0.0064 2.0126 1560.
Student-t distribution
0.9500 0.9528 0.0777 0.7804 0.0500 0.0515 0.0219 882G.
0.9750 0.9807 0.6700 0.4131 0.0250 0.0215 0.2516 6160.
0.9900 0.9957 1.9518 0.1624 0.0100 0.0107 0.0245 8750.
0.9950 0.9957 0.0494 0.8242 0.0050 0.0064 0.1774 6736.
0.9975 0.9957 0.4932 0.4825 0.0025 0.0043 0.4932 4826.
Skewed Student-t distribution
0.9500 0.9549 0.2468 0.6193 0.0500 0.0579 0.5897 4426.
0.9750 0.9828 1.3154 0.2514 0.0250 0.0279 0.1547 694Q.
0.9900 0.9957 1.9518 0.1624 0.0100 0.0107 0.0245 8750.
0.9950 0.9957 0.0494 0.8242 0.0050 0.0064 0.1774 6736.
0.9975 0.9957 0.4932 0.4825 0.0025 0.0043 0.49320.4825
Note: * ,** and *** denotes 1%, 5% and 10% levedspectively
Table 34: Out-of-sample VaR calculated by ARFIMA-GARCH for Macedonia
Short position Long position

Failure Failure
Quantile rate Kupiec  P-value Quantile rate Kupiec P-value
Normal distribution
0.9500 0.9500 0.0000 1.0000 0.0500 0.0417 0.7421 3890.
0.9750 0.9729 0.0832 0.7729 0.0250 0.0271 0.0832 7720.
0.9900 0.9875 0.2808 0.5962 0.0100 0.0188 2.9522*6.0858
0.9950 0.9917 0.8920 0.3449 0.0050 0.0146 5.8306*0.0158
0.9975 0.9917 4.0482*  0.0442 0.0025 0.0104 6.7014* 0.0096
Student-t distribution
0.9500 0.9458 0.1710 0.6792 0.0500 0.0500 0.0000 0000D.
0.9750 0.9771 0.0879 0.7669 0.0250 0.0208 0.3621 547G.
0.9900 0.9938 0.7868 0.3751 0.0100 0.0104 0.0083 927a.
0.9950 0.9979 1.0532 0.3048 0.0050 0.0083 0.8920 3440.
0.9975 1.0000 .NaN 1.0000 0.0025 0.0021 0.0354 00.85
Skewed Student-t distribution
0.9500 0.9396 1.0311 0.3099 0.0500 0.0479 0.0444 8330.
0.9750 0.9729 0.0832 0.7729 0.0250 0.0208 0.3621 547G.
0.9900 0.9938 0.7868 0.3751 0.0100 0.0104 0.0083 927a.
0.9950 0.9958 0.0710 0.7898 0.0050 0.0063 0.1396 7080.
0.9975 1.0000 .NaN 1.0000 0.0025 0.0021 0.0354 8507.

Note: * ,** and *** denotes 1%, 5% and 10% levedspectively
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Table 35: Out-of-sample VaR calculated by ARMA-HYGARCH for Malta

Short position

Long position

Failure Failure
Quantile rate Kupiec  P-value Quantile rate Kupiec  P-value
Normal distribution
0.9500 0.9569 0.5078 0.4761 0.0500 0.0472 0.0802 7770.
0.9750 0.9672 1.1234 0.2892 0.0250 0.0329 1.1234 289Q.
0.9900 0.9856 0.8289 0.3626 0.0100 0.0164 1.7019 1920.
0.9950 0.9918 0.8458 0.3577 0.0050 0.0062 0.1227 726Q.
0.9975 0.9959 0.4217 0.5161 0.0025 0.0062 1.8524 1738.
Student-t distribution
0.9500 0.9487 0.0181 0.8929 0.0500 0.0513 0.0181 8929.
0.9750 0.9754 0.0026 0.9594 0.0250 0.0267 0.0561 8120G.
0.9900 0.9918 0.1672 0.6826 0.0100 0.0103 0.0035 9530.
0.9950 0.9980 1.0944 0.2955 0.0050 0.0041 0.0832 7730.
0.9975 1.0000 .NaN 1.0000 0.0025 0.0021 0.0415 86.83
Skewed Student-t distribution
0.9500 0.9466 0.1153 0.7342 0.0500 0.0493 0.0053 9410.
0.9750 0.9733 0.0561 0.8127 0.0250 0.0267 0.0561 8120G.
0.9900 0.9918 0.1672 0.6826 0.0100 0.0103 0.0035 9530.
0.9950 0.9980 1.0944 0.2955 0.0050 0.0041 0.0832 7730.
0.9975 1.0000 .NaN 1.0000 0.0025 0.0021 0.0415 838m.

Note: * ,** and *** denotes 1%, 5% and 10% levedspectively

Table 36: Out-of-sample VaR calculated by ARMA-HYGARCH for Poland

Short position

Long position

Failure Failure
Quantile rate Kupiec  P-value Quantile rate Kupiec P-value
Normal distribution
0.9500 0.9552 0.2885 0.5912 0.0500 0.0489 0.0131 9090.
0.9750 0.9796 0.4612 0.4971 0.0250 0.0285 0.2380 6256.
0.9900 0.9857 0.7939 0.3729 0.0100 0.0163 1.6504 1980.
0.9950 0.9980 1.1181 0.2903 0.0050 0.0122 3.6594*6:0558
0.9975 0.9980 0.0451 0.8317 0.0025 0.0061 1.8232 1760.
Student-t distribution
0.9500 0.9552 0.2885 0.5912 0.9500 0.9552 0.2885 591a.
0.9750 0.9796 0.4612 0.4971 0.9750 0.9796 0.4612 497Q.
0.9900 0.9898 0.0017 0.9675 0.9900 0.9898 0.0017 96786.
0.9950 0.9980 1.1181 0.2903 0.9950 0.9980 1.1181 290G.
0.9975 1.0000 .NaN 1.0000 0.9975 1.0000 .NaN 1.0000
Skewed Student-t distribution
0.9500 0.9511 0.0131 0.9090 0.0500 0.0489 0.0131 9090.
0.9750 0.9796 0.4612 0.4971 0.0250 0.0224 0.1407 7076.
0.9900 0.9837 1.6504 0.1989 0.0100 0.0143 0.7939 3720.
0.9950 0.9980 1.1181 0.2903 0.0050 0.0081 0.8202 365Q.
0.9975 0.9980 0.0451 0.8317 0.0025 0.0020 0.0451 0.8317

Note: * ,** and *** denotes 1%, 5% and 10% levedspectively
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Table 37: Out-of-sample VaR calculated by ARFIMA-HYGARCH for Romania

Short position

Long position

Failure Failure
Quantile rate Kupiec  P-value Quantile rate Kupiec P-value
Normal distribution
0.9500 0.9592 0.9257 0.3360 0.0500 0.0571 0.5041 4770.
0.9750 0.9837 1.7203 0.1897 0.0250 0.0327 1.0755 2990.
0.9900 0.9939 0.8637 0.3527 0.0100 0.0163 1.6632 197Q.
0.9950 0.9959 0.0887 0.7659 0.0050 0.0122 3.6740*6:0553
0.9975 0.9959 0.4121 0.5209 0.0025 0.0082 3.9326*0.0474
Student-t distribution
0.9500 0.9633 1.9915 0.1582 0.0500 0.0592 0.8238 3640.
0.9750 0.9837 1.7203 0.1897 0.0250 0.0286 0.2453 6204.
0.9900 0.9959 2.2330 0.1351 0.0100 0.0122 0.2328 6296.
0.9950 0.9959 0.0887 0.7659 0.0050 0.0061 0.1158 7330.
0.9975 0.9980 0.0442 0.8334 0.0025 0.0041 0.4121 5200.
Skewed Student-t distribution
0.9500 0.9510 0.0108 0.9172 0.0500 0.0531 0.0949 7580.
0.9750 0.9816 0.9726 0.3240 0.0250 0.0265 0.0462 8298.
0.9900 0.9939 0.8637 0.3527 0.0100 0.0122 0.2328 6296.
0.9950 0.9959 0.0887 0.7659 0.0050 0.0061 0.1158 7330.
0.9975 0.9980 0.0442 0.8334 0.0025 0.0041 0.4121 0.5209

Note: * ,** and *** denotes 1%, 5% and 10% levedspectively

Table 38: Out-of-sample VaR calculated by ARFIMA-HYGARCH for Slovakia

Short position

Long position

Failure Failure
Quantile rate Kupiec P-value Quantile rate Kupiec  P-value
Normal distribution
0.9500 0.9660 3.0215*** 0.0822 0.0500 0.0560 0.3654 0.5455
0.9750 0.9720 0.1778 0.6733 0.0250 0.0300 0.4825 487G.
0.9900 0.9860 0.7187 0.3966 0.0100 0.0240 7.1107*.0017
0.9950 0.9900 1.9441 0.1632 0.0050 0.0160 7.6714*.0056
0.9975 0.9940 1.7590 0.1848 0.0025 0.0120 9.3688*.0022
Student-t distribution
0.9500 0.9640 2.2765 0.1314 0.0500 0.0640 1.9027 1678.
0.9750 0.9780 0.1923 0.6610 0.0250 0.0320 0.9247 336Q.
0.9900 0.9920 0.2169 0.6414 0.0100 0.0160 1.5383 2140.
0.9950 0.9940 0.0944 0.7586 0.0050 0.0060 0.0944 7586.
0.9975 0.9980 0.0538 0.8165 0.0025 0.0000 .NaN 00.00
Skewed Student-t distribution
0.9500 0.9440 0.3654 0.5455 0.0500 0.0520 0.0416 838a.
0.9750 0.9740 0.0203 0.8868 0.0250 0.0280 0.1778 673G.
0.9900 0.9900 0.0000 1.0000 0.0100 0.0120 0.1899 6630.
0.9950 0.9960 0.1079 0.7425 0.0050 0.0040 0.1079 7426.
0.9975 0.9960 0.3811 0.5370 0.0025 0.0000 .NaN 000D

Note: * ,** and *** denotes 1%, 5% and 10% levedspectively
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Table 39: Out-of-sample VaR calculated by ARFIMA-GARCH for Slovenia

Short position

Long position

Failure Failure
Quantile rate Kupiec  P-value Quantile rate Kupiec  P-value
Normal distribution
0.9500 0.9612 1.4038 0.2361 0.0500 0.0490 0.0108 917@.
0.9750 0.9816 0.9726 0.3240 0.0250 0.0306 0.5916 4418.
0.9900 0.9918 0.1781 0.6730 0.0100 0.0204 4.12088%0424
0.9950 0.9939 0.1158 0.7337 0.0050 0.0061 0.1158 7330.
0.9975 0.9980 0.0442 0.8334 0.0025 0.0041 0.4121 5200.
Student-t distribution
0.9500 0.9633 1.9915 0.1582 0.0500 0.0449 0.2777 598Q.
0.9750 0.9816 0.9726 0.3240 0.0250 0.0306 0.5916 4418.
0.9900 0.9918 0.1781 0.6730 0.0100 0.0122 0.2328 6296.
0.9950 0.9939 0.1158 0.7337 0.0050 0.0041 0.0887 7650.
0.9975 0.9980 0.0442 0.8334 0.0025 0.0020 0.0442 833a.
Skewed Student-t distribution
0.9500 0.9612 1.4038 0.2361 0.0500 0.0449 0.2777 598Q.
0.9750 0.9816 0.9726 0.3240 0.0250 0.0306 0.5916 4418.
0.9900 0.9918 0.1781 0.6730 0.0100 0.0102 0.0020 9630.
0.9950 0.9939 0.1158 0.7337 0.0050 0.0041 0.0887 7650.
0.9975 0.9980 0.0442 0.8334 0.0025 0.0020 0.04420.8334

Note: * ,** and *** denotes 1%, 5% and 10% levedspectively

Table 40: Out-of-sample VaR calculated by ARFIMA-HYGARCH for Turkey

Short position

Long position

Failure
Quantile rate Kupiec  P-value Quantile Failure rate  Kupiec P-value
Normal distribution
0.9500 0.9420 0.6421 0.4229 0.0500 0.0480 0.0426 836@.
0.9750 0.9720 0.1778 0.6733 0.0250 0.0220 0.1923 6610.
0.9900 0.9880 0.1899 0.6630 0.0100 0.0160 1.5383 2140.
0.9950 0.9900 1.9441 0.1632 0.0050 0.0120 3.5303*6:0603
0.9975 0.9940 1.7590 0.1848 0.0025 0.0060 1.7590 1848.
Student-t distribution
0.9500 0.9420 0.6421 0.4229 0.0500 0.0500 .NaN 00.00
0.9750 0.9740 0.0203 0.8868 0.0250 0.0200 0.5499 458a.
0.9900 0.9900 .NaN 1.0000 0.0100 0.0100 .NaN 1.0000
0.9950 0.9960 0.1079 0.7425 0.0050 0.0060 0.0944 7586.
0.9975 0.9980 0.0538 0.8165 0.0025 0.0020 0.0538 8166.
Skewed Student-t distribution
0.9500 0.9440 0.3654 0.5455 0.0500 0.0540 0.1643 685Q.
0.9750 0.9760 0.0208 0.8854 0.0250 0.0220 0.1923 6610.
0.9900 0.9900 .NaN 1.0000 0.0100 0.0140 0.7187 66.39
0.9950 0.9960 0.1079 0.7425 0.0050 0.0060 0.0944 7586.
0.9975 0.9980 0.0538 0.8165 0.0025 0.0040 0.3811 0.5370

Note: * ,** and *** denotes 1%, 5% and 10% levedspectively
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CHAPTER 7

CONCLUSION

The incredible trading losses of well known finadnstitutions, recent crises in
emerging markets, and international stock markestcrof 1987 and 2008 have
motivated the need for an effective risk measuremegthodology for measuring
and managing market risk. To respond these neealR, has especially emerged as
the most widely used and uniform risk measuremeoit in all of the EU and G10
countries since its adoption by the Basel CommitteeBanking Supervision. As a
risk management technique, VaR describes the mamitoas that can occur over a
given period, at a given confidence level, to aegiyportfolio due to exposure to

market risk.

The results of recent empirical studies have rexk#hat forecast of the volatility
parameter that describes level of riskiness ofabget or a portfolio is a crucial
parameter in the implementation of parametric VaRuation methods. Therefore,
the estimated VaR is highly sensitive to the assunwatility model. This is an

important problem because of the increasing demamdrelying VaR for risk

management decisions by market agents and reguldtbe accuracy of volatility
forecasts is a very critical issue in the estimmatid VaR that involves calculation of
the expected losses that might result from chairgédse market prices of particular

securities. Henceforth, it is rather unclear whiohecasting model is the most
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appropriate. Therefore, the objective of this thésito determine the best method for
VaR estimation by evaluating the performances @fedint volatility models, by
using data from new European Union member countiiesh the Central and
Eastern Europe (CEE hereafter) and three officmldaate countries (Turkey,
Croatia and Macedonia). Moreover, it seeks to ekfamevious research concerned
with the evaluation of alternative volatility for@sting methods such as long memory

models under VaR modeling.

As a contribution to the current literature, thiedis firstly extends the scope of
previous research through evaluative applicationl @oemparison of volatility

forecasting methods for 11 new and 3 candidate gaao Union countries’ daily

stock market index data. It is found worthwhile itovestigate European Union
countries, as it has gone through a period of extiiaary economic, monetary, and
financial integration, and the structure of theafinial markets in the European
region has changed fundamentally in order to adteetbe Maastricht Treaty since
1990s. Secondly, we broaden the class of GARCH mag®der consideration by
including more recently proposed models such asFiGARCH and HYGARCH

representations, which takes long memory charatiesiof return volatility in the

estimation of VaR of market indices. In this conitexe are using hybrid method in
the sense that we combine ARFIMA time series moddlh FIGARCH and

HYGARCH models to examine the dual long memory propin the returns and
volatility of the sample index series. While marppkcations assume that financial
asset returns are normally distributed, it is wydelocumented that they are
leptokurtic and fat-tailed resulting in an undeirastion or overestimation of true
VaR. Hence, we implement volatility models underrensophisticated distributions
than normal distribution such as student-t and skkstudent-t distribution. Third,
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we will investigate longer time periods than dottleeo studies in the literature, and
this especially for transition economies in Eurapédnion. The findings have a
direct theoretical and practical relevance foraksessment and management of risk

associated with transition economies.

The empirical results show that long memory paramsef andd are significantly
different from zero, implying the presence of di@mhig memory property in the
returns and volatility of six of the fourteen EU mmeer and candidate countries.
Long memory process is not observed in the conditivariance of Croatia, Latvia,
Lithuania, Macedonia and Slovakia stock marketsctvimean their volatility follow
a short memory. It is also found that, unlike otb@ndidates, Turkey’'s stock market
show similar characteristics with transition cowggrwhen we compare volatility
behavior of all candidate countries with new EU rdoies. The presence of long
memory volatility in most of the new and candidBtd stock markets enables us to
rank the degree of market inefficiency, which dksads to the rejection of efficiency

market hypothesis in these markets.

Consequently, when the stable and long memory matel compared it is observed
that the long memory models capture temporal patbérvolatility better than the
stable GARCH models in most of the cases. The Nibjaéstimation results also
indicate that the Studenhtand skewed Studehwdistribution outperforms the normal
distribution. This indicates that the return serdsall sample indices are skewed
distributed and have fat tails by the significangeficient ofin(k) andv in the results

of model estimation.
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Comparing the estimated in-sample and out-of-sampéestep-ahead VaR numbers
based on Kupiec LR test, the skewed Studemedel outperforms the normal

distribution in describing the return series of ttansition countries.

In summary, long memory models provide more effitieesults in risk analyzing,
such as VaR, when variance series of the returridtased by the long memory
model, rather than short memory model. Moreovem-marmal distributional
assumptions of portfolio returns like Studémtrd skewed Studenishould be taken
into consideration when forecasting VaR. Thereftrese findings would be helpful
to the financial managers, investors, bankers amdl fmanagers whose success

depend on the ability to forecast stock price moseti® in the transition countries.
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APPENDIX A: Description of Stock Indices

Country Index - Description
Abbreviation
Bulgaria Sofix Index  The Bulgaria Stock Exchange Sofix Index is a frleatf
(SOFIX) market capitalization weighted index representihg t
most liquid companies listed on the exchange. The
market capitalization of each company should ndebse
than BGN 50 million.
Croatia Croatia CROBEX is a capitalization-weighted index, capped a
Zagreb maximum 20% weighting of the index capitalizatidhe
CROBEX index was designed to measure price movements of
Index shares listed on the Zagreb Stock Exchange
(CROBEX)
Czech Prague Stock The PX index is the official index of the Praguedkt
Republic Exchange PX Exchange. The index was calculated for the firseton
Index (PX) March 20, 2006 when it replaced the PX50 and PX-D
indices. The index took over the historical valoéshe
PX50 index. ThePX Index is a price index and diwitle
yields are not considered in the calculation
Estonia OMX Tallinn  OMX Tallinn is a capitalization weighted chain-lexdk
Index total return index which includes all the sharastell on
(TALSE) the Main & Secondary lists on the Tallinn Stock

Hungary Budapest
Stock
Exchange
Index (BUX)

Latvia OMX Riga
Index
(RIGSE)

Lithuania Lithuania
NSEL 30
Index
(NSEL30)

Macedonia MBI 10 Index
(MBI10)

Exchange

The Budapest Stock Exchange Index is a capitadizati
weighted index adjusted for free float. The indeacks

the daily price only performance of large, activeided
shares on the Budapest Stock Exchange. The shares
account for 58% of the domestic equity market
capitalization.

OMX Riga is an all-share index consisting of aleth
shares listed on the Main & Secondary lists onRiga
Stock Exchange with exception of the shares of the
companies where a single shareholder controls et le
90% of the outstanding shares

NSEL 30 Index is a cap-weighted index composedOof 3
stocks with the largest free-float based market
capitalization that are listed on the Vilnius Stock
Exchange. NSEL 30 Index is rebalanced quarteryexn

is adjusted for splits, distributions, breakupsinsfss,
exchanges, and it includes dividends

MBI 10 is a price index weighted with market
capitalization and consists of up to 10 listed oady
shares, chosen by the Macedonia Stock Exchange Inde
Commission
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Malta

Poland

Romania

Slovakia

Slovenia

Turkey

Malta Stock
Exchange
Index
(MALTEX)

Warsaw
Stock
Exchange
WIG 20 index
(WIG20)

Bucharest
Exchange
Trading Index
(BET)

Slovak Share
Index
(SKSM)

Slovenia
Stock Market
Index
(SVSM)

Istanbul
Stock
Exchange
National 100
Index
(XU100)

The Malta Stock Exchange index is a capitalization
weighted index encompassing all shares traded en th
Stock Exchange of Malta. Index is the current marke
value of all shares listed

The WIG20 index is a modified capitalization-weigght
index of 20 Polish stocks which are listed on thaim
market. The index is the underlying instrument for
futures transactions listed on the Warsaw Stock
Exchange.

Bucharest Exchange Trading Index is a capitabmati
weighted index, comprised of the most liquid 10ckso
listed on the BSE tier 1.

The Slovak share index is a capital-weighted tagairn
index that compares the market capitalization of a
selected set of shares with the market capitatinaif the
same set of shares as of a given reference day.

The SVSM Index is the Ljubljana Stock Exchangeltota
market index, measuring the performance of therenti
Slovene organized securities market. It is aiméuahgmily

at providing accumulated credible information ore th
price movements.

The Istanbul Stock Exchange National 100 Index is a
capitalization-weighted index composed of National
Market companies except investment trusts. The
constituents of the ISE National 100 Index are cdetk

on the basis of pre-determined criteria directedtf®
companies to be included in the indices.
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APPENDIX B : Plots of The Stock Indices and The Rgxective Return Series

Figure 5a) Price series for Bulgaria

2500~

:

2250

2000
1750 —
15110 |
1saf
won |

e

||||||||||| Loy ava v de v e vn s nn by nn s byvan v s b ann s ben s an s b san v anaal
2001 002 2003 2004 2005 2006 2007 2008 2009 2010

Figure 5b) Return series for Bulgaria
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Figure 6a) Price series for Croatia
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Figure 7a) Price series for the Czech Republic
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Figure 7b) Return series for the Czech Republic
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Figure 8a) Price series for Estonia
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Figure 8b) Return series for Estonia
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Figure 9a) Price series for Hungary
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Figure 9b) Return series for Hungary
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Figure 10a) Price series for Latvia
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Figure 11a) Price series for Lithuania
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Figure 11b) Return series for Lithuania
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Figure 12a) Price series for Macedonia
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Figure 12b) Return series forMacedonia
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Figure 13a) Price series for Malta
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Figure 14a) Price series for Poland
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Figure 14b) Return series for Poland
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Figure 15a) Price series for Romania
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Figure 15b) Return series for Romania
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Figure 16a) Price series for Slovakia
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Figure 17a) Price series for Slovenia
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Figure 18a) Price series for Turkey
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Figure 18b) Price series for Turkey
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