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ABSTRACT
BANK CONCENTRATION AND ECONOMIC GROWTH

KOSE BAYRAK, AYSE

The Master’s Program in Financial Economics, Depant of Economics

Supervisor: Assoc. Prof. Saadet KASMAN

September 2010, 58 pages

This thesis analyzes the relationship betw¢he banking sector concentration and
economic growth in the twenty five member countiiéthe EU and two candidate countries
over the period 1993-2006. Using panel data, pamétroot test, panel cointegration and
Granger-Sims causality test are performed for tyweeven sampled countries. The results of
panel cointegration tests indicate that there iskwevidence of cointegration between the
economic growth and banking sector concentratioctofding to the Granger-Sims causality
results, the direction of causality cannot be deireed.

Keywords: Bank Concentration, Economic Growtmaricial Development, Panel Unit-Root
Test, Panel Cointegration, Granger-Sims Causaést, TEuropean Union



OZET

BANKACILIK SEKTORU YOGUNLASMASI VE EKONOMIK BUYUME:
AVRUPA BIRLIGI ORNEGi

Kdse Bayrak, Aye

Finans Ekonomisi Yuksek Lisans Programi, EkonomiiBii

Tez Yoneticisi: Dog. Dr. Saadet KASMAN

Eylil 2010, 58 sayfa

Bu tez Avrupa Birlgi'ne Uye yirmi bg Ulke ve aday iki tlkenin 1993-2006 yillari arasait
verileri kullanilarak bankacilik sektoriindeki ggmlasmanin ekonomik blylime Uzerindeki
rolinii analiz eder. Orneklenen 27 ilke verileri gdagiata kullanilarak, panel birim-kok testi,
panel koentegrasyon testi ve Granger-Sims nedénsédistleri uygulanmtir. Panel
koentegrasyon testleri ekonomik biylme ile bankasgktor ygunlasmasi arasinda zayif bir
koentegrasyon bulung@unu gdstermstir. Granger-Sims nedensellik testi ise ekonomiktlrie
ile bankacilik sektdr ygunlagmasi arasindaki nedensellikKisinin hangi yone oldgu hakkinda
kanit gosterementir.

Anahtar Kelimeler: Banka Konsantrasyonu, EkonoBiilyiime, Finansal Gglne, Panel
Birim-Kok Testi, Panel Koentegrasyon Testi, Grar§ans Nedensellik Testi, Avrupa Bigli
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INTRODUCTION

Recently there has been an increasing trend amesgarchers to study the
relationship between financial development and egva growth. These studies usually based

on that higher financial development fosters ecdnarowth.

This thesis focuses on searching the role of cdraion in banking sector on
economic growth. In fact, it is accepted that tlamking concentration and macroeconomic
performance are related. Although policy-makers acatlemics admit that the circumstances of
competition among banks play an important roleanstituting economic growth, the possibility
of the causality which originates from banking camication to economic growth has attracted

less attention.

There are considerable contradictions in the valueconomic indicators between
European Union states, this study commits to etalifizthese discrepancies can be related to the
level of banking concentration. Moreover, the thesims to assess if the mentioned

discrepancies arise from or produce the proceserfolidation of banks.

Thesis employs panel data and panel unit-root pestel cointegration and Granger-
Sims causality tests to investigate the role okbnsector concentration on economic growth

for the twenty five member countries of Europeanodrand two candidate countries.



The thesis is organized as follows. Chapter 1 vevia brief history of European
Union and financial market integration with bankimglustry activities in the European Union.
Chapter 2 presents the relationship between fiaanearkets and economic growth and shows
empirical evidences on finance and growth nexusap@r 3 describes the data used in the
empirical analysis and economic methodology andigécap findings based on unit root tests,

Granger causality tests within a framework of paneéhtegration model.



CHAPTER 1

BANKING INDUSTRY IN EUROPEAN UNION

1.1.BRIEF HISTORY of EUROPEAN UNION and FINANCIAL MARKE T

INTEGRATION

After frequent and bloody wars which were endedwiih the Second World War,
European countries became united with their neighloo order to secure the peace between
them. In 1952 they signed the Treaty of Paris amdtitute a common market for coal and steel.
France, the Federal Republic of Germany, Italy, Netherlands, Belgium and Luxembourg,
were “the Founding Six” countries of the “Europe@nal and Steel Community” (ECSC).
Although each member of the community had differginds while being members, the main
idea was to eliminate the national autonomy onitltispensable coal and steel resources in

order to maintain perpetual peace.

After the success that they achieved about the EQS& same six countries then
decided to integrate the other parts of their envas. By removing trade barriers, they institute
a common economic community. On March 25, 195%ehsix countries established the

European Economic Community (EEC) and the Europg&aéomic Energy Community



(Euratom) by signing the Treaty of Rome which cdnte force on January 1, 1958. The main
purpose of the EEC was to establish a common marketier to increase the growth rate of the
involved economies, and ultimately the well-beirfgtteeir citizens. In other words, EEC was
aimed to institute an integrated market which ieniified by the free movement of goods,
employees, capital, services and the freedom abkshment. The meaning of the integration in
this community is to take joint decisions about thatters such as consumer relations, culture,
competition, environment, energy, trade, transpord agriculture. Consequently, community

members repealed the customs tariffs on the induptoducts.

Common Assembly, then the European Parliamenfgsed to extend the powers of
the European Coal and Steel Community to coverother sources of energy. The ECSC,
combined the executive bodies of the Euratom amedBRC in order to constitute a single
institutional structure and develop common policiEse Merger Treaty was signed in Brussels
in 1965 and came into force on July 1, 1967. Gwéransitional 12 years time, the common

market was fulfilled by December 31, 1969.

The success of the project influenced other Eumppsauntries. In 1973, the EEC
broadened to nine members with the entry of Denraglkand and the United Kingdom. After
that, EEC’s action field enlarged with the develgmmof social, regional and environmental
policies, with the foundation of the European RegloDevelopment Fund (ERDF) in 1975.
Because of the recession, in 1970s, in fact uhél mid-1980s, there has been made limited

progress.

In 1981 Greece joined to the communities. In Milan, June 1985, the European
government leaders came together and discussedpieting the Internal Market”, the title of
the White Paper. In this meeting, they set the commarket's completion date as December

31, 1992. (“Europe 19927).



In 1986, Spain and Portugal followed Greece. Thiargement gave rise to a greater
role for regional policies, with greater budgebaditions for structural funds, with the aim of
reducing the disparities of economic developmenbragntwelve members. Same year the 12
Member Countries introduced the first IntegrateddMeranean Programs (IMP) which aims to
reduce the economic development gap among the membke Single European Act was
signed in 1986 and by that the creation of a gseajle market was agreed. In the 1992 with
signing of the Maastricht Treaty, the Community waeamed as European Union (EU). In
1993, EU was planning to establish the Monetaryodrfor 1999. Also EU was planning to
actuate some institutional reforms and expandirgfittld of action with common policies on
citizenship, the common security and foreign poli[©FP) and arrangements about homeland

security.

On January 1, 1995, three countries; Austria, Rohland Sweden joined to the EU,
raising the total membership to 15. The Euro, fhgls currency of the union, was created on
January 1, 1999. The twelve of the EU’s 15 memij@ireed the currency. United Kingdom,
Denmark and Greece did not join on 1999. But Deknzard Greece joined the currency in
2001. The Euro entered into circulation in 20021 I[@ay 1, 2004 by including ten Central and
Eastern European Countries; Malta, Cyprus, CzechuBli, Slovakia, Hungary, Poland,
Slovenia, Estonia, Latvia and Lithuania, the numbiethe members of the union became 25.
The last enlargement was occurred with the entrythef Romania and Bulgaria into the
European Union of 27 members. Croatia, Macedoni Burkey are the official candidate
countries to the EU. Albania, Bosnia and HerzegaviMontenegro and Serbia are officially
recognized as potential candidates. Because nibteathembers of the union recognized Kosovo
as an independent country separate from Serbid um@pean Commission does not list Kosovo

as an independent country and as a potential catedid



The minimization of the differences in the livintasdards among the members is the
main objective of the EU. As an instrument of eaunit cooperation and a mechanism of
economic integration, regional policy accomplisis through transferring funds from the richest

regions to the poorest ones.

Although there are still barriers to full integiati especially in retail banking, European
banking markets have become more and more integmatescent times. The total number of
operating banks in EU15 countries decreased frori1B2to 7.300. France, Germany, Italy,
Spain and the UK are the countries which as kndwrfive largest EU15 by population or GDP.
In these countries the rate of increase was 340f6ininal terms. For the big five, the ratio of
banking industry assets to GDP stood at 283% i 2001985 a large increase figure of 175%.
According to Dermine (2006) this growth represehts effectiveness of deregulations and the
single market program give rise to the end of reged banking system. Despite the fact that
there was a large diminution in the number of blardaches in UK, the size of branch networks
increased between 1985 and 2004. Concurrentlybdim&ing sector employment in the EU15
countries expanded by around 15% and in 2004 taértamber of employees in banking sector

increased to 2.8 millions.

1.2. BANKING INDUSTRY ACTIVITIES IN THE EU

Since the need to reconstruct a highly fragmentatbfie into an integrated one, a
certain number of steps have been taken concemtaatihe deregulation and harmonization of
the EU banking regulatory framework. The Europeigl8® Market establishment in 1993 made
possible for financial institutions to open brarst@nd present financial services in other EU

member countries. Correspondingly, depending on absence of exchange rate risk, the



European Monetary Union has made possible for saeediversify their portfolio. Therefore
corporate bond and equity markets have experiesiggtficant structural changes. In addition
to this important development, the approach offth@ncial institutions’ management of credit
risk has changed. Because the policies which sé&urgpean Central Bank, may occasionally
not sufficient to all EU members, financial institms may need to consider international
diversification of their loan portfolio. Also sonpeudential rules are suggested to be considered.
With reference to this necessity, The Financiaki8es Action Plan was accepted by European
Commission in order to establish legislative andh-lemislative frameworks essential to
establish an optimal single financial market. Sgbsatly, at 2004 Basel Il Accord was set out.
Basel Il Accord, aimed to minimize the regulatorgpital requirements for banks in an
undertaking to diminish potential risks encountef®d financial system in the process of
economic turmoil. So Basel Il Accord fosters intional convergence of capital measurement
and capital standards. Consequently, encouragmgttengthening of banks’ capital adequacy
leads these requirements to promote mergers betbardes. According to these developments,
the EU banking industry has been experienced araegged stage of consolidation, especially
since the early 1990s. Although there have beere soreptions for Scandinavian and Benelux
countries, the cross-border mergers are still &échiDomestic mergers generally between large
universal banks have played an essential role énbdmking industry. In a rapidly changing
environment, financial institutions are consideraigut mergers and acquisitions to provide the
survival or growth of their businesses. Fundamént#he consolidation should be motivated
from the desire to augment the shareholder valug.nBostly, the consolidation efforts bring

about some disagreements between shareholdersaaratjers.

Figueira and Nellis (2009) investigated merger anduisition (M&A) activity in the
EU banking system with using the data for the medb1998-2004. The results of Figueira and

Nellis (2009) provide evidence that banks have gdlyeincreased efficiency over time.



Because banks are being more market aware, moemivated on customer demands, more
struggling about product diversifying, they obthigher non-interest-based revenues. In the last
few years there have been political, social andnegic changes which have been very
essential, in the environment of the EU. These thee changes that very significant for
supporting the integration of the European bankiiygtem. The European Single Market
completion, the enlargement of the EU to 27 mendwmemtries, the Euro establishment and
constitution of the Financial Services Act Plan soee of these changes that underpinned the
integration process. Additionally there have beteiochanges based on the Basel Accords, also
taken place in the global regulatory frameworks athhave been substantial in conclusions
corresponding to bank consolidation in and acrtaes. Figueira and Nellis (2009) suggest that,
it is not to say that M&As are not a high risk reuf development. In fact, as Schoenberg
(2006) put forward that almost half of all crosgdEr acquisitions fail to meet their initial aims.
Consolidation generally offer banks access to ncastomers but does not consistently leads to
profitable growth or an improvement in the quatifithe loan portfolio. Sometimes it devastates

shareholder value.



CHAPTER 2

ANALYZING RELATIONSHIP BETWEEN FINANCIAL MARKETS AN D

ECONOMIC GROWTH

2.1. FINANCIAL MARKETS and ECONOMIC GROWTH

Economists have different aspects about the relsttip between financial development
and economic growth. Credit markets are discussadrins of its impact on economic growth
since the beginning of the 2@entury. In his initial work Schumpeter (1911) exssd that
entrepreneurs demand credit to adopt new produddohniques. Banks, as a key agent of
financial systems, facilitate financial activitiaad economic growth. Therefore well-developed

financial systems guide financial resources todetlieffectively.

However, Robinson (1952) contend that financial elig@ment cannot promote
economic growth, in fact he postulates that bec#lusehigher demand for financial services,
financial development reacts economic growth iraasjre level. Schumpeter's work put forth
the important role of credit markets in the proggfssconomic development for consideration. A

good number of researchers traced his work.

Gurley & Shaw (1955), Goldsmith (1956) and Hick86®) followed Schumpeter. They
argue that financial system development is excelsivnportant in order to foster economic
growth. Underdeveloped financial systems cannotmpte economic growth. Around this main
idea they formedfinancial structuralist vieiv. According to this view, financial systems should

be expanded in order to stimulate economic growtte more financial services are provided



and financial products are supplied, the more pesimpact on economic growth should be

achieved.

In the 1970s, in contrast to the Keynesian modalKivinon (1973) and Shaw (1973)
assume that investments mainly self-financed in deseloping countries. According to
‘McKinnon model’, adequate amount of saving musabeumulated in the form of bank deposit
for the realization of investments. The role betweaving and investment, the role between
money and physical capital is known as ‘complemmitgtdypothesis’. Furthermore Shaw
(1973) suggested ‘debt-intermediation’ view thaaficial intermediaries foster investment by
borrowing and lending. Hence output growth increas&éhese assertions denote that

development in financial intermediation inducespotigrowth to increase.

According to McKinnon (1973) and Shaw (1973) thesyirestrictions in the financial
systems, reduce savings and capital accumulatiehcarrespondingly retard efficient resource
allocation. Entrepreneurs would have incentive winey have the opportunities to invest high-
yield investment projects. Without restrictions fimancial activities, in other words in the
environment of ‘financial liberalization’, highecenomic growth should be expected. This is

‘financial liberalizatioh view.

Both McKinnon (1973) and Shaw (1973) developedruial liberalization models. The
principal difference between two models is the vedyfunding. McKinnon’s outside money
model emphasizes the relationship between depusiteist rate and investment and funding is
raised internally. Shaw’'s model is known as insiteney model, on the other hand funding is

raised externally and he highlights the signifi@n€borrowing and lending activities.

In the 1980s McKinnon-Shaw theories are analyzednbg-structural economists.
Wijnbergen(1982, 1983), Taylor(1983) and Buffie(@p#troduced various suggestions. They

argue that in the presence of efficient curb makatancial liberalization cannot spur economic

10



growth. According to their model, households prdéeinvest in three types of assets, such as
bank deposit, gold and curb market loans. In tentof an increase of bank deposit rates,
households motivate to shift their investmentsudanarket loans. Then the supply of loanable

funds reduce, investments and economic growth deatek.

However, following analysis of Fry (1988) and Oward Solis-Fallas(1989) conceived
that curb markets are not necessary more than cacimhbanks. They put forward that neo-
structuralists’ theories are not sensible becaumsgganized markets could not provide perfect

efficient intermediations.

In early 1990s more complex growth models develdpedreenwood and Jovanovic
(1990), Bencivenga and Smith(1991, 1993), Saini-R4Q92), King & Levine (1993b),
Pagano(1993), Bencivenga et al., (1995), Greenw&o8mith (1997), Blackburn & Hung
(1998) emerged. They supported the idea that finhrdevelopment reduces information
asymmetries and develops resource allocation effagi. Additionally, elimination of

government restrictions stimulates economic grawttne developing countries.

In the financial development process, the McKinsraw model states the significance
of the financial liberalization providing incremem saving and therefore in investments.
However endogenous financial development and ecmngrowth models concentrate on the
effect of financial intermediation in improving Eflency from the aspect of quality in the
investments rather than quantity. Unlike the McKinfShaw model, endogenous models
indicate two-sided actions between financial demeient and economic growth. High level of
economic development motivates entrepreneurs t@addmore financial services which in turn
cause competition and efficiency whereby providelficial development. On the other side in
the financially developed markets, financial ingfiins provide provisions of timely and
valuable information which promotes entreprenearsiarket their projects efficiently and thus

improve capital accumulation and economic develagme

11



2.1.1. THE RELATIONSHIP BETWEEN FINANCIAL DEVELOPME NT and

ECONOMIC GROWTH

Financial development is an essential condition dopnomic growth, since well-
functioning markets and financial institutions magluce the transaction costs and asymmetric
information problems. Concurrently, financial imgtions play a crucial role identifying
investment opportunities, choosing the most proligrojects, mobilizing savings, facilitating

trading and the diversification of risk, as welldeveloping corporate governance systems.

There has been an increasing process of empitiedies at the aggregate level for the
last twenty years, especially from the studies infgkand Levine (1993). The empirical studies
are used to elucidate output variables with finaih@tios and variables such as bank loans to
private sector, stock market capitalization or iigliabilities that may be representants of

financial systems and institutions.

Considering data from 49 countries for the peri@¥@L.to 1990, Levine and Zervos
(1998) deduce that there is a robust correlatidwden the rates of real per-capita output growth
and stock market liquidity. Allen and Gale (200@ached financial systems of different
countries and regions, presented that there isniaténefficiency within monopolistic banks.
While comparative nature of markets likely to praendnnovation and growth enhancing
activities, the monopolistic power of banks may emtk an extremely conservative approach.
Leahy et al. (2001) use data for 19 OECD counfadeshe period 1970 to 1997 and investigate
the effect of financial variables on real per-capitutput growth. They use the particular
financial variables such as the liquid liabilitiasd the private credit from deposit banks. In one
such study, Bassanini et al. (2001) examine dat@2400OECD countries in the period 1971 to

1998, and used similar variables in their studyhsas liquid liabilities, private credit from

12



deposit banks and stock market capitalization iatien to GDP. Through this study they
acquire more appropriate results for stock marktwa for bank variables. Inquiring data of 9
OECD countries Shan et al. (2001) determine regkcapita GDP by bank credit to GDP and

deduce that causality diversifies between countries

Beck et al. (2004) studied with a panel of 52 cdastin the period 1960 to 1999. They
investigated the depth and breadth of the finarnintakmediation. In order to measure this they
used the ratio of the value of credit from finahaidermediaries to the private sector divided by
GDP. Their results present that financial developnig both pro-growth and pro-poor, mean
that in the countries with better developed finahgitermediation, income inequality decreases

expeditiously.

To sum up all these research and studies, thetisahat represent that while the general
effects of financial development on the outputspmsitive, the size of these effects differentiate
with the distinctive variables considered, withigadors of financial development and with the
estimation method, data frequency or the definedtfanal form of the relationship. (Ferreira,

2008)

2.1.2. MARKET-BASED and BANK-BASED FINANCIAL SYSTEM S

In the years late 1990s and early 2000s many relsea; Allen & Gale (1999, 2000),
Beck & Levine (2002), Ergungor (2004), Levine (2D0&nderline the merits of a bank-based
financial system (German — Japanese) and a maakeidbfinancial system (Anglo-Sakson) in
fostering economic development and growth. Barskeelan important role in financial markets,

allocating resources to expand economic developragit growth. Financial markets are

13



observed with reference to their structural feauamd the effects of them on economic

development.

Because firms are mostly financed by banks rathen financial markets, in a bank-
based financial system, financial markets relagiveks developed. This condition provides an
opportunity to banks to execute a monitoring rdlisually a small number of shareholders own
firms with large share stakes. A bank-based firedrgystem should foster long-term economic

growth as long as banks provide long-term loans.

In contrast to a bank-based financial system, aaetdrased financial system mainly
featured with advanced and various financial matk8ecause firms raise long-term funds
through active, liquid and efficient financial matk, banks are less necessary for resource
allocation and fund ownership. Generally firms amned by a large number of stakeholders
with small share stakes. Merger and acquisitiong b& observed occasionally. In a market-
based financial system firms are primarily concdradout their recent performances and

financial markets have short term effects.

Demirguc-Kunt and Levine (1996), Levine (2002), @&tk and Levine (2002) studied
with panel and cross-section methods to find whethbank-based or market-based financial

structure is irrelevant to economic growth.

2.1.3. SIGNIFICANCE of FINANCIAL SYSTEMS

Some of the researchers are not convinced abousitrgficance of the financial
systems. The notable early work of Modigliani avdler (1958) put forth a model which

suggests that real economic decisions are indepefrden financial structure. In this model it is

14



assumed a perfect market without any informatiopmesetries or transaction cost in the
economic activities. Similarly Fama (1980) indichthat in a competitive banking sector, if any
individual bank changes a lending decision, undeemeral equilibrium setting, this will not
effect on price of real activity. In this model Famnsuggests that entrepreneurs can always
refinance their loans and there is equal accesspdal markets. Lucas (1988) stated that the

financial factors in the process of economic degelent are magnified.

2.1.4. THE CONTRIBUTION of STOCK MARKET DEVELOPMENT TO

ECONOMIC GROWTH

Another topic for researchers is that the debatestonk markets contribution to the
economic development. As a result of their nattioeksmarkets provide speculative activities
that generate negative consequences and instdbilign economy. Stock market development
causes bank loans less preferred against stocksauBe bank loans generate capital
accumulation and additional resources to econoraieldpment, stock markets development
may have detrimental effects on an economy. Iragils banking system, crises waits for only
one crack on confidence level. For example, unrestdle speculations provoke asset price
bubbles. In a weak banking system they will burat aroduce economic crises. Kindleberger
(1978) and Singh (1997) supported this argumemgltgi(1997) argue that in developing
countries stock market improvement reduces long-egonomic growth and unlikely to fuel the

economic growth.

On the other hand, substantial numbers of econsnhiate counterviews about the
benefits of financial liberalization. One of ther8figlitz (1994, 2000), put forward that

instability and even crisis are highly connectedhwiinancial liberalization. Government

15



interventions can reduce market failures and premdtie whole economic performance. For
instance, keeping interest rates low is a way grage borrowers’ quality and credit constraint
enforcements may induce to channel more equityitdifig business developments. Thus, cost
of capital reduces. Likewise Mankiw (1986) sugghsat government interventions can promote

credit allocation efficiency.

2.1.5. CONCENTRATION THEORY

Among the studies assessing the effect of the hgnkiarket structure on growth,
Pagano (1993) stated that imperfect competitioorédit markets introduces inefficiencies that
could limit firms' access to credit, and then hindeowth. Conversely, other studies showed
that, in the circumstance of monopoly power, baales better stimulated to provide lending

relationships with firms, thus promoting the acdessredit lines.

Specifically, Petersen and Rajan (1995) found finats are less credit constrained in
more concentrated banking markets, and youngersfiane charged lower loan rates, while
analyzing credit availability for a cross-sectioh Wb.S. small businesses located in markets

where different degrees of bank concentration exist

Shaffer (1998) presented a contrasting result,gusioss-sectional U.S. data. Shaffer
(1998) found evidence that household income grasgef in markets with a higher number of
banks. Black and Strahan (2002) stated a negagledianship between banking concentration

and the number of new firms in the U.S.

Bonaccorsi di Patti and Dell'Ariccia (2004), usiagss-industry and cross-provinces

Italian data, showed that firms operating in infatimnally opaque sectors grow more when
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banking markets are more concentrated. CetoralliGambera (2001) used an extended Rajan
and Zingales data set, with both cross-industry amdss-country characteristics, and
investigated whether, for a given size, the maskeicture of the banking sector has empirical
relevance for economic growth. They found thatdbecentration in the banking sector states a
general deadweight loss which depresses growth,adtmg all sectors and all firms

indiscriminately.

Bolbol, Fatheldin, and Omran, (2005) studied Egydthancial structure and its
connection to total factor productivity. They foutldat the banking system has a positive

influence on growth only when accompanied with kigper-capita GDP.

2.2. EMPIRICAL EVIDENCE ON FINANCE and GROWTH

Since Schumpeter (1911), many researchers have ibgestigated the relationship
between financial development and economic growtr data derived from different countries
and periods. Most of the empirical studies indicatpositive relationship between financial

development and economic growth.

Empirical studies can be constitute in terms of nagure of data over three different

types of analysis; such as cross-country, tim@send panel analysis.

2.2.1. CROSS — COUNTRY ANALYSIS

The relationship between financial development @wdnomic growth is studied
empirically after 1990s. On their foremost work,niiand Levine (1993a) studied with 80

countries data over the period 1960-1989. Theyrobetl factors that affect long-run growth.
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They reached to the results that indicating theodhictory level of financial development is a
good predictor of the consequential economic graaths. King and Levine’s (1993a) banking
variables to proxy the level of financial developrhbave been extensively used by researchers.
In the study, they show that several financial ¢sment indicators are cogently associated
with real per capital GDP growth, the rate of phgbicapital accumulation and Total Factor
Productivity (TFP) growth. Besides, their empiricabults supported that finance matters for
growth (Schumpeterian view). While King and Levi(l©93a) use banking variables as the
substitutes for the level of financial developmesbme researchers try to determine the
contribution of stock markets in developing econogriowth. Atje and Jovanovic (1993) stated
that in their study of analyzing 94 countries’ aahdata for the period 1960-1985 using
Ordinary Least Squares (OLS) method, stock market® positive impacts on the activities
promoting economic growth. After them, Harris (19dund contrary results in a study of 39
countries over the period of 1980-1988 by using stage least squares (2SLS). After re-
examined Atje and Jovanovic results, Harris (1997 that there is only a weak impact on
growth in per capita output from stock market attivHe presents that while stock market
activity has weak affect in less developed coustiie developed countries stock market activity
has some affect on economic growth. Apart from,tlmathe same study Harris( 1997) argues
that while lagged investment is not highly correthtvith current investment, the use of lagged
investment as an instrument in Atje and Jovanowaisk, is not convenient to deal with the

endogeneity issues.

Demirguc-Kunt & Maksimovic (1998) and Levine & Zexv (1998) approved this
statement with their researches. Additionally DgumirKunt & Maksimovic (1998) showed that

legal and efficient system is motivating firms sedong-term external funds.
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Ram (1999) searched 95 countries data and found fitencial development and
economic growth have negatively correlated. Thesults were very different from the findings

of the general literature.

Demirguc-Kunt and Maksimovic (2002) inquired 40 atiies with their firm-level data.
They found that overall financial development emeges the growth of firms. They also
showed that there is no evidence of distinctionfifons to grow faster in either a market-based

or a bank-based financial system.

Deidda and Fattouh (2002) demonstrate a simple Ohdglel over the King and
Levine's (1993) data set. They apply a threshojgiegsion model which establishes a non-linear
and possibly a non-monotonic relationship betwerrantial development and economic
growth. Their model with risk averse agents andtlgofinancial transactions such that
differently from the existing literature, the grdwaffect of financial development is indefinite at
low levels of development, while as developmentaades it becomes positive. They find that in
low income countries there is no considerable imahip between financial development and
growth whereas in high income countries they find telationship is strongly significant and
positive. Despite the results are consistent widirtmodel, they are not completely convenient
with model which predicts that financial developmenrelated with higher growth rates at all

levels of economic development.

Demirguc-Kunt and Maksimovic (2002) researchedithgact of the stock market and
banking sector development on firms’ growth anddfthat these are closely related to the
development of the country’s legal environment. yraidy with firm level data for the largest
publicly manufacturing firms in 40 countries ovéetperiod 1989-1996 using 2SLS method.
According to their analysis, there is no eviderad tievelopment of market based or bank based

financial system per se affects firms’ accessnarfting.
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Levine (2002) study on the bank-based and markstébdinancial systems views. He
analyzes annual data of 48 countries over the @ek®80-1995 using OLS and instrumental
variables (IV). While the results present no suppmreither bank-based or market-based view,
the overall level of financial development helpglain cross-country growth rate differences.
Additionally the legal system is an important fadfluencing financial development which in

turns influences long-run economic growth.

Many empirical analyses have been widely contrikthiee empirical research on the
finance-growth nexus, especially after World Bamveloped new data sets of large sample of
countries. There is an important handicap agaihg practicability of the results of
comprehensive comparative studies which is thecidgefty of high quality data with adequate

degree of comparability across countries.

The extensive comparative analyses which are hdwdtbd the aggregate level data, are
not capable to seize the completeness of the fiakeovironment and past experiences of the
countries respectively. Because the finance — dravexus is generally analyzed within the
financial environment and the operations of thariirial institutions, countries perform their

analyses inclusive of their own.

The cross-country analyses cannot hold a profourdknstanding of stored financial
experiences and countries financial environmerdwiidually. Because cross-country evidences
produce a limited guidance to the researchers, saiimer researchers work with time series

country specific studies.
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2.2.2. TIME SERIES STUDIES

The direction of the finance-growth nexus is stddi®y researchers with time series
analysis using the methods such as, Vector Autard®siye models (VARS), Vector Error-
Correction Model (VECM), Engle- Granger cointegnati Johansen cointegration and Granger

causality methods.

Depending on the constraints of the data, the atittm period is usually short in the
time series studies. It is generally reported tinathe developing countries data are rare.
However in the time series analysis, it is essktdidave long series of data in order to make

comprehensible analysis.

In order to protect the degrees of freedom, perfognonly one lag in the empirical
model specification usually deforms the reliabilitiythe results of the model. It is essential to
exercise with proper lags in the modeling the shamt dynamics and to accomplish the serial
correlation problems. The choice of the lag lerggttd the included trend terms should affect the
results. Moreover in order to make conclusionshanlong-run results, an adequately long time
period is desired and employing quarterly datartfeoto increase the size of the sample is not a

sufficient solution to eliminate the problem.

The time series studies are imposed upon the amiteiable problems. In the time
series model, whether a single or simultaneoustemsa improved from the data of developing
countries, usually be formed with four variablesisTcontains, a real income variable (Yt), a
financial development indicator (Ft), and some muntariables (Z it), such like real interest

rate, inflation, investment, etc.
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The first time series survey is conducted by GUYp&84) in which he used quarterly
industrial output data from 1961Q1 to 1980Q4 ineortb measure the level of economic
development. He searched the finance-growth nextistive data of 14 developing countries.
He used VARs and Granger causality methods. Heheghthe results showing that causality
arises from financial development to economic ghowBecause the industrial output only
presents a limited part of total output in the mostthe developing countries, it is not a
convincing measure for economic development. Gupts the industrial output as a measure of

economic development by reason of the deficiendyetter ones.

Using VARs and Granger causality methods, JunggL8&idied with annual data of 37
less developed countries and 19 developed countrdidis results contribute to the Patrick’s
supply leading hypothesis which denotes that firdndevelopment generates economic
development in less developed countries and inldped countries an opposite causality is

established.

Arestis and Demetriades (1996) present some ddréifit explanations for the variation
of causality tests from country to country. Firstfeent countries have different financial
systems and institutional structures. Some oftintsthal structures may be more beneficial to
economic growth. Secondly, financial sector pofici@ay a substantial role in finding out
whether financial development encouraging econogrmwth. Thirdly, two countries with
indistinguishable financial systems and financitter policies may alter depending on their

utility of those institutions that create and exedhe policies.

Additionally Demetriades and Hussein (1996) workeith 27 observations of the
annual data of 16 countries. Their study preseimbiteld support for the supply leading
hypothesis. Their results show that financial depalent and economic growth are determined

together.
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Demetriades and Luintel (1996) worked on the anmiledervations of India for the
period from 1961 to 1991. They found that contmisbanking sector have negative effects on
the financial development process. Moreover as Démdes and Hussein (1996) explained
before, they found from the exogeneity tests, fam@ndevelopment and economic growth are

determined together.

Demetriades and Hussein (1996), and Arestis andeedes (1997) searched the
finance- growth relationship in developing and deped economies, respectively. They have
shown that even the same variables and estimatiethads are used, the results show
considerable discrepancies across countries. HBhgilies demonstrated that the cross-country

studies handle different economies as a uniforrityent

The direction of causality is enquired by Arestisl @emetriades (1997) using quarterly
data for Germany and the USA for the period 1978©1994Q4. They worked with Johansen
cointegration, VECM and weak exogeneity tests. Adicmy to the results, causality runs from
financial development to real GDP in Germany wtide the USA, an opposite causality is

pointed out.

Neusser and Kugler (1998) investigate the finamosvth nexus with using two proxies
for financial development and economic growth whiahe financial sector GDP and
manufacturing GDP. Their causality tests resulte aonsistent with the supply-leading
hypothesis which tells that finance play an impairtale in economic development. Some other
researchers obtained similar results such as, @hdéMoosa (1999), Luintel and Khan (1999),

Xu (2000), Bell and Rousseau (2001), and Roussedathipadadorn (2005).

The causality tests have been performed on the lodglifferent countries. Choe and
Moosa (1999) inquired with annual data for the Kofer the period 1970-1992. They used

VARs and Granger causality methods. For the casKaoéa, the causality tests show that
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financial development leads to higher economic ghowin this relationship, financial

intermediaries are considerably important thantebpiarkets.

In 1999 Luintel and Khan worked with 36-41 obseiwad of annual data for 10
developing countries ( Costa Rica, Colombia, Grebu#ia, Korea, Malaysia, The Philippines,
Sri Lanka, South Africa and Thailand) and foundt timathe long-run, finance and output are

positively related.

Xu (2000) studied on the annual data for 41 coestrover the period 1960-1993 and
used VARs and Impulse Response Analyses (IRA) niisthés stated in the study, 41 countries
examined. Depending on the results, 27 of thesatdes, financial development has positive
effects on both the investment growth and the ecingrowth. These results produce evidence

that financial development fosters growth by inmeetit channel mostly.

In the same context, Rousseau and Vuthipadador@5§28earched whether the
intensification of financial intermediation promdtdanvestment and growth in 10 Asian
countries over the period 1950-2000. Research wefornmed with time series analysis
approach. They did the analysis by VARs models\4extor Error Correction models (VECMs)
in order to criticize the character of relationstgtween financial and real sector activities
measurements. Although their results demonstrae fthance is a driving force behind the

investment, same results present little suppdhéaole for financial factors in output.

Ang and Mckibbin (2007) perform multivariate coigtation and particular causality
tests to investigate finance-growth relationshigsinall open economy of Malaysia with using
time series data from 1960 to 2001. They designutde of principal component analysis to
develop a financial development index using relé¥iaancial development indicators in order
to accomplish the multicollinearity and over-paréenigation problems. Because the Malaysian

financial system is a bank-based financial systéimey used only banking variables in
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developing the index. They studied with VECM, Juden cointegration, Granger causality and
PCA methods. Instead of the traditional results, fthdings strongly support the consideration
that output growth generates financial developmenthe long-run. According to the same
results, there is no evidence to support the hygsighthat a bank-based financial system

promotes long-term growth in the real sector.

Ang (2008) continued the analysis for Malaysia ars¢d annual data from 1965 to
2004. He used same methods with the earlier workliiewith McKibbin. In this study, he
investigated the causality between Foreign Diregestments (FDI) and economic growth in
Malaysia with controlling financial development é&vThe level of the financial development is
measured by an index which summarizes the founéiah development indicators. The results
reveal that FDI and economic growth are positivellated to output in the long-run and

financial development enhances the impact of FDbutput.

Although particular country case studies sustaiingportant knowledge, the results of
these case studies are not sufficient to approveefuse the current thoughts about the
relationship between finance and growth. The figdimcquired from an individual country
cannot be used to make inferences to other coaritrierder to make generalizations. Besides
using single country time series analysis may moaible to policy formulation for the country

under observation.

In the time series analysis context, there haven lefforts to determine the relative
significance of banks and stock markets promotoanemic growth. Arestis et al. (2001) obtain
the results supporting that banks are more powésfpromote economic growth. They denote
that in the cross-country studies, the stock markentribution to the economic growth has been
magnified. According to their results, 40 percelffittioe developed economies which are
examined show that stock markets incline to havgatimee effects on economic growth.

Conversely, Thangavelu and Ang (2004) acquire wiffe results suggesting that the banking
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sector is responsive to the demand made by econdenielopment, in other words, economic
growth promoting banking development in the Grarggrse. Moreover, the findings of using
financial market indicators are compatible with @uipeter’'s (1911) view that stock market

development is fundamental for raising economiewjno

In their study, Caporale et al. (2005) investigte causal impact of stock market
developments on economic growth and they find gt®ridence that in Malaysia stock market
development increases economic growth rates thraugykasing investment efficiency, which

in turn at the aggregate level raises the proditgtdf the economy.

2.2.3. PANEL STUDIES

Recently, researchers have been trying to enhameeeffectiveness of the cross-
sectional studies by using the dynamic panel etitmaechnique which is taking the time
dimension into account. The empirical findings loé tresearchers (Levine (1999), Beck et all.
(2000), Levine et al.( 2000), Rousseau and Wa¢HeDO0), Beck and Levine ( 2004) and Rioja
and Valev ( 2004)) coherently indicate that finahalevelopment has a positive effect on

economic growth.

In order to determine the relationship betweenrfoia development and economic
growth at the macro level, some attempts had besderby employing firm- or industry- level
data. The primary and influential study of Rajaml aingales (1998) has fuelled the research
interest in the use of micro level data rather tbaontry level data in order to have more
information about the relationship between finahdievelopment and economic growth. They

studied with 41 countries industry-level data foe period 1980-1990, using OLS and panel
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data fixed effects. They suggest that market &iti may reduce under the terms of better
developed financial intermediaries and financiatkats. Lower external finance costs promote
firms to expand and encourage the creation of riemsf Rajan and Zingales (1998) use a very
large sample based on industry-level data. Theggmtethat the industries which are more
depend on the external finance may flourish in toes with better developed financial

intermediaries and financial markets.

Beck et al. (2000) employed annual data for 77 t@sfor the period of 1960-1995
with using Generalized Method of Moments (GMM) afaund that financial sector
development is robustly and positively correlatethwoth real per capita GDP growth and TFP
growth. Although the links are found to be statiliy weak, the results also presented some
support for the positive role of financial develagmh on both capital accumulation and private

savings rate.

Benhabib and Spiegel (2000) worked with annual oldi®ns for four countries
(Argentina, Chile, Indonesia and Korea) and usedMsNMheir results present that financial
development effects both total factor- productivigtypwth and investment rates. Nevertheless,
the findings are influenced by the inclusion of iy fixed effects and other financial

development indicators.

Henry (2000) worked with the annual data of 11 dmvieg countries; Argentina,
Brazil, Chile, Colombia, India, Korea, Malaysia, kiteo, The Philippines, Thailand, and
Venezuela, spanning the 1970s to 1990s. He used gara techniques and the findings indicate
that the stock market liberalization provokes pevianvestment to increase. The empirical
evidence show that in the three years of liberitinathe average rate of private investment was

22 percent points higher than the sample mean.
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Levine et al. (2000) using both IV and dynamic paeehniques on the annual data for
74 countries for period of 1960 to 1995, found tbsults show that the financial intermediary
development is positively correlated to economimagh. Additionally empirical evidence show
that the data cross-country differences in legal arcounting systems helps to understand the
differences in financial development. Accordingtih@se results legal and accounting reforms
which strengthen creditor rights, contract enforeetnand accounting practices fuel financial

development and foster economic growth.

Beck and Levine (2002) searched whether bank-basathrket-based financial system
is better at financing the expansion of industtiest depend heavily on external finance. They
used annual data for 42 countries and 36 manufagtimdustries for the period 1980-1995.
They employed OLS and panel data techniques. Aourtt the empirical evidences there is
neither the market-based nor the bank-based fiabsgstem matter for growth. That is to say,
while legal system efficiency and generally finahcsystem development foster industry
growth, creation of new firms and efficient capitdlocation, having a bank-based or market-

based financial system actually does not seem much.

Calderon and Liu (2003) obtained a bi-directionausality between financial
development and economic growth with the use of &ewdecomposition test on collected data
of 109 developing and developed countries. Chraattgs and Tsionan (2004) introduced the

use of panel unit roots and panel cointegratiohrtiegies to determine the causality patterns.

Nevertheless the causal relationship is contribigdinancial development more in

developing countries than in developed countries.
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CHAPTER 3

EMPIRICAL ANALYSIS

This section presents our empirical findings angaoized under two subsections. The
first subsection describes data used in the enapidnalysis as well as the data sources and
outlines the methodology. The second subsectiosepte the empirical results based on

Granger causality tests with a framework of a papgitegration.

3.1. DATA and METHODOLOGY

The balanced panel of data refers to the EuropeaanUMember Countries, Austria,
Belgium, Bulgaria, Cyprus, the Czech Republic, DarimEstonia, Finland, France, Germany,
Hungary, Ireland, Italy, Latvia, Lithuania, Luxemlyg, Malta, Netherlands, Poland, Portugal,
Slovakia, Slovenia, Spain, Sweden and the Unitetg#om and also two candidate countries,
Croatia and Turkey. The data of Romania and Gréwxe been excluded from EU-27 and
included Turkey and Croatia as two strong candidBgeece and Romania are not included in
the investigation because of data availability. @ikt on the balance sheet of each bank in these
counties are obtained from the Bankscope and cdkrerperiod 1993-2006. The real per capita

Gross Domestic Product as an indicator for econarievth is, however, obtained from the
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International Financial Statistics (IFS). The bamdncentration is proxied by the Herfindahl-

Hirschman Index (HHI).

In order to analyze the relationship between bamicentration and economic growth in
European Union countries, we use panel data melihgygloThe use of panel data methodology
gives us the opportunity to measure how the chamgdsank concentration over time affects

economic growth among these countries. (Leviné. e2@00)

Hsiao (1986) show that, the use of panel data ndetbgy allows country heterogeneity
to be controlled, which under other circumstancay nause critical misspecification problems.
Consequently, more informative data, less collilgaamong variables, more degrees of
freedom and more efficient results may be obtaifiddsser, 2009). Panel data enables to
construct more complicated models than cross-seetinl time-series models. In the analysis, a
specific set of European Union countries is beimguired. In pooled cross-country and time-
series data, unobservable fixed effects may besleded with the included explanatory variables
to create omitted variable biases. In order toemtrthem, panel estimation is employed with
country-specific fixed effects. Therefore the fixeffiects model is the most appropriate

specification. Specifically, the estimation modgl i

EG,=a,+BBC, +)Z, +¢&, i=L..,N t=L1..T (1)

where the subscript i represents European Uniontdes and subscript t represents time from

1993 to 2006.EG, ,is the level of economic growth, measured bygitmvth of real per capita
GDP in theith country for the time-period and our measurecosinemic growth.BC, indicates
measure of banking sector concentration variabfgsdenotes a set of variables that controls

for other factors associated with economic growtie error term isg, .
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3.1.1. PANEL UNIT ROOT TEST

Most of the economic time series are non-statiomaauy regressions between such data
are usually artificial. Generally, Dickey-Fuller I} Augmented Dickey-Fuller (ADF), and
Philips-Peron (PP) tests have been used for teffitengxistence of unit roots in time series data.
But, it is now widely accepted that in time se@deslysis DF, ADF, and PP tests suffer from low
power in rejecting the null of a non-stationaryisgr Because panel data series have a time

dimension, this allows testing for unit roots impbdata and applying panel unit root tests.

According to the recent literature, panel based oot tests have higher power than
unit root tests based on individual time series lik-, ADF, and PP tests (Levin and Lin, 1992).
Contrary to the traditional unit root tests, padelta unit root tests take advantage of the
additional information provided by pooled crosstset time series to increase test power.
Additionally panel unit root tests lead to statistivith a normal distribution in the limit (Baltagi

2005).

One of the most common used panel unit root teftedm, Peseran, and Shin (2003)

test, henceforward denoted as IPS. Consider@ifiviy AR(1) process:
Yi =Y & 2

where i = 1,2,..., N cross-section units or seriest tire observed =12,...,T,; a; are the

I
autoregressive coefficients. The errofg are assumed to be independently and normally
distributed with zero means and potentially hetermgpus variances for all countries and years.

If |@,| <1, Y, is defined as weakly stationary. Furthermoregif =1, thenY, contains a unit

root and meaning thaty,_; will not provide any information in the estimatiofi Y, . The IPS
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test assumes that the persistence parameters resly ficross cross-sections. The IPS test is

consists of specifying a distinct ADF regressiondach cross section as follows:
AYit =Y +5it + aiYi,t—l +2 FizllgijAYi,t—j T &, (3)

where A is the difference operatoy; , is the intercepté’it is the deterministic time trend; and

p, is the number of lags in the ADF regression. Taw drder ofa;’s as well asf, 's are

allowed to vary across countries. A simple averafighe individual countries is taken to

calculate the t-statistics. Hence, the null hypsigef non-stationary to be tested is:

H,:a; =0, foralli (4)

against the alternative hypothesis:

a =0 for somei's
H,: (5)

a, <0 for atleastonei

This formulation of alternative hypothesis allosysvarying across groups. It allows for some

(but not all) of the individual series to have unitots under the alternative hypothesis.
Essentially, the IPS test averages the ADF indadidinit root test statistics that are obtained

from estimating (3) for each i; that is:

~ _i N _
tNT - NiZ:l:tiTi(pi) (6)

where t;, is the ADF t-statistics. In the case where thedatgr is always zeroff, = 0, for

all i), simulated critical values fot,; are provided in the IPS for different numbers rfss

sectionsN, series length$, and for test equations containing either intetseqr intercepts and

32



linear trends. Using Monte Carlo simulations, IP®ws that thd-bar is normally distributed

under the null hypothesis. In the general case evties lag order in (x) may be non-zero for
some cross-sections, IPS shows that a properlylatdized fNT has an asymptotic standard

normal distribution. Im, Peseran, and Shin thenastienates of its mean and variance to convert
t-statistics into a standard normal z-statistidlsat conventional critical values can be used to

evaluate its significance. The z test statistideBned as:

Nt ~NTYELL, |2 =0)

\/N '1ZN: varft; |o, =0]

Lyt =

- N0 @)

wheret is as defined before, arll[t;| p_,] and varft;| p_,] are the mean and variance of

t, . The IPS test statistic requires specificationhef humber of lags and the specification of the

deterministic component for each cross-section Adgaation. To determine the optimal lag
length, Akaike Information Criterion (AIC) is used/hen testing for panel unit roots at levels,
the individual constant and trend terms as in egugB) are taken. If in no case we reject the
null hypothesis that every country has a unit footthe series in levels, we then test for a unit
root in first differences (Nasser, 2009). The IP& toot test is used to test for stationarity o t

panel data obtained for European Union countries.

3.1.2. PANEL COINTEGRATION TESTS

The integration concept first introduced into e by Granger (1980). Cointegration
denotes the presence of a long-run relationshigvd®mt economic variables. The cointegration

testing is to test whether two or more integratadables deviate significantly from a certain
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relationship. So, if the variables are cointegratbdy move together over time, and short-run
disturbances will be corrected in the long-run.sThieans that if two or more series move

closely together in the long-run, the differencensn them is constant.

According to Granger (1981), when the series besostationary only after being
differenced, in other words integrated of order,dhey might have linear combinations that are
stationary without differencing. This series aréirtil as cointegrated in the literature. After the
order of integration has been defined, cointegnagioalysis could be applied to assess the long-
run relationship between the set of the integratathbles. Conventional tests of cointegration
contain the simple two-step test by Engle and Geari$j987) and Johansen (1988). Although
these tests are generally used to test for thedomgelationship among a set of variables in the
literature, they do not address cointegration tastganel settings. So these tests suffer from

severe size of distortion. (Leybourne and Newb20f)3)

In order to handle these problems, panel cointegrahethodology which investigates
the long-run relationship between bank concentnaiad economic growth is applied. The
thesis adopts the approach developed by PedrofB)18y enhancing the Engle-Granger and
Johansen frameworks, the Pedroni methodology teettong-run relationship involving panel
data. Beside Pedroni, panel cointegration testprsented by Kao (1999), McCoskey and Kao
(1999) and Larsson et al. (2001). So it represaadsancement for the conventional
cointegration tests by accomplishing the probleraréll samples. Moreover, this methodology
enables different individual cross-section effdoysallowing for heterogeneous intercepts and

trend coefficients across cross-sections.

Pedroni’'s method has seven residual-based statifitic the test of the null of no
cointegration against the alternative of cointeégratThese statistics are based on a model which
considers that cointegration relationships arerbgemeous across cross-sections. The first four

test statistics are defined as panel cointegratitatistics and are based on the “within”
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dimension approach. It involves the panel v-staistpanel rho (r-statistics), panel non-
parametric (pp-statistics) and panel parametri¢-gtadistics) statistics. The last three statistics
are group panel cointegration statistics and asedan a “between” dimension. The “between”
dimension tests contain the group-rho, group-pm group-adf statistics as Pedroni (1999)
presented the details and mathematical represemgatif the tests. All of the seven tests are

based on the following regression:

Yi,t =a; + 6it + lgli,txli,t Tt IBMi,tXMi,t + £i,t (8)
wherei =1,...,N cross-section units in the panel that are obseoved periodst =1,...,T and
m=1,...,M is the number of regression variables. The varfahend X are assumed to be
integrated of order one, e.g., I(1). The paramef@rs..., 5,, are the slope coefficientsy, , is

the member-specific intercept or fixed effects paater, andd t is the deterministic time trend,

which is specific to cross-section units of thegdan

Under the null hypothesis of no cointegration, bsidualse, , will be I(1). The general

approach is to obtain residuals from equation (&) then to test whether residuals are 1(1) by

running the auxiliary regression,

& = P&y Ty 9)
where &, are the estimated residuals from the long-run s=joe. Pedroni describes various
methods of constructing statistics for testing riail hypothesis of no cointegrationo( =1).
There are two alternative hypotheses: the homogerasiernative, (o, = p) <1for all i

(within-dimension test), and the heterogeneousrateve, p. <1 for all i (between-dimension

test). So, the between-dimension test is lessictetr and enables for heterogeneity across

members. In the case of the within-dimension tastommon value for all cross sections is
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imposed, i.e.,0, = p. Pedroni presents that the seven panel testt&tsitisnder appropriate

standardization, is distributed asymptotically amemal distribution and expressed as follows:

A EET L N©D (10)

N3

where 4 andV are the mean and variance respectively of therlynag individual series. The

HNT - /J\/W
vV

statistics can be compared to appropriate critiedlies, and if the calculated test statistics
exceed the critical value, then the null hypothe$iso-cointegration is rejected implying that a
long-run relationship between financial developremd economic growth exists. Following the
methodology employed by Pedroni (1999), the conatign relationship we estimate is

specified as follows:

EG, =a,+dt+BBC, +¢, i=L.,N t=1..T (11)

where the subscript represents country and subscript represents timeéG is the growth of

real per capita GDP and BC denotes the measurar boncentrationa; is the country-

specific effect,dtis the deterministic time trend, asdl, are the estimated residuals.

3.1.3 GRANGER-SIMS CAUSALITY TEST

The Granger-Sims causality test is employed nexanalyze the short run relation
between banking concentration and economic grov@har{ger, 1969; Sims, 1972). This

approach is based on the estimation of two paiejaétion:

AINGDR® =4, +>_5,AINnGDR’, (12)

i=1
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AINGDP* = ¢4, +Z5iA|n GDP", +20'iA|n HHI (13)
i=1 i=1

AINHHI{ =y, +>" y,AINnGDR?, (14)
i=1

AINHHIE =y, + > yAINHHIE, +) BAINGDRY, (15)
i=1 i=1

where AInGDR°is the real economic growth rate of countgt timet and Aln HHI{ is the
Herfindahl-Hirschman Index for the countiyat timet. Equation (12) and (14) are called
restricted equation and equation (13) and (15) aa#led unrestricted equation. If

a,=a,=.... =0 then, banking concentration does not Grangerecagsnomic growth. If

Bi=6=.... =0 then, economic growth does not Granger-cause bgréoncentration. If

both of the relationships that mentioned above ‘akd, then the two phenomena are

independent. F-statistics must be used to checkhehe¢hree conditions hold. Under the null

hypothesis with normally distributed errors, it hiasdistributionzL1 wherem is the
n-2m-

number of lagged periods andis the number of observations. In the thesis, Wways consider
first differences (so m = 1) for the independentialdes. Therefore, the test can be done by

referring to the t-statistics of the unrestrictedressions rather than the F-statistics.
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3.2. EMPIRICAL RESULTS

3.2.1. UNIT ROOT TEST

Pooled time series data are nonstationary and tierekhibit a time trend. Recently,
Hadri (1999), Breitung (2000), Levin et al. (200ahd Im et al. (2003) have developed panel-

based unit root tests that are similar to testsezhout on a single series.

Table 1 reports Im, Peseran and Shin (2003) pamél root test on the bank
concentration and economic growth variables. As $e¢he table, the tests results indicate that
null hypothesis of unit root is not rejected foe trariables in level form. On the other hand null
hypothesis of unit root is rejected for the vargabin the difference form. Hence, evidence
suggests that bank concentration and economic brewatiables are nonstationary process.
Therefore, panel cointegration techniques are tsegtermine whether a long-run relationship

exists among the nonstationary variables in lemehf

Table 1. Panel unit root test results

Variable | Im, Pesaran and Shin W Statistics
Levels

In HHI -1.016

InGDP -0.980
Differences

Aln HHI -2.806*

AInGDP -6.122*

Note: The statistics are asymptotically distribugesd standard normal with a left hand side

rejection area.
* indicates the rejection of the null hypothesisuaft root at least at the 5% level of significance

3.2.2. PANEL COINTEGRATION TEST

Having established that bank concentration and@uoic growth series are integrated of

the first order, the second step is to test for cbimtegration relationship between the two
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variables. To achieve this, as explained earlier, uge the Pedroni panel cointegration test.
Table 2 reports the panel cointegration test resilithble 2 presents seven test statistics: (i) v-
statistics, (ii) panel rho-statistics, (iii) pan&DF-statistics, (iv) panel PP-statistics, (v) Group

rho-statistics, (vi) Group ADF-statistics, and \\@iroup PP-statistics.

The Pedroni (1999) panel cointegration test stegisgtvaluate the null against both the
homogeneous and the heterogeneous alternativege3teesults in the table show that only 13
out of 28 statistics reject the null hypothesis naf cointegration at the conventional 5%
significance level for the both approaches (wittedi effects and both fixed effects and trends).
This implies a long-run movement between bank comagon and economic growth, which is

not strong.

Table 2. Panel cointegration test results

InGDP InHHI

Individual Individual intercept and|  Individual Individual intercept and

intercept Individual trend intercept Individual trend
Panel v statistic -0.8328 0.0141 0.4070 -1.6800

(0.7975) (0.4944) (0.3420) (0.9535)
The panel -1.2165 -0.1822 -0.7691 1.9697
Q statistic (0.1119) (0.4277) (0.2209) (0.9756)
The panel PP -4.4039* -10.1318* -3.2627* -2.8941*
statistic (0.0000) (0.0000) (0.0006) (0.0019)
The panel ADF -5.3177* -10.2419* -3.9812* -5.0671*
statistic (0.0000) (0.0000) (0.0000) (0.0000)
The group 3.4141 4.2626 1.2765 3.6433
Q statistic (0.9997) (1.0000) (0.8991) (0.9999)
The group PP 1.8418 0.3157 -3.1152* -3.8206*
statistic (0.9997) (0.6239) (0.0009) (0.0001)
The group ADF 0.2174 -3.4546* -4.0681* -4.7651*
statistic (0.5861) (0.0003) (0.0000) (0.0000)

Note: The critical values are based on Pedroni4200
* indicates significance at the 5%.
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3.2.3. THE GRANGER-SIMS CAUSALITY TEST

The coefficients of Equation (12) and (13) haverbestimated by using Generalized

Least Squares (GLS) method. The results are sumedain Table 3.

The t-statistics results in Table 3 indicate thae tlirection of the coefficients is

negative. However, both causation from economievjitdo market concentration and market

concentration to economic growth are not significan

These results indicate the absence of the short ralation between banking

concentration and economic growth.

Table 3. The Granger-Sims causality test results

Dependent variabl

AInGDR

Constant 0.0936 (3.0043)*

AlnHHI, -0.0197 (-0.5263)

AInGDR_; -0.2728 (-1.4031)
Dependent variabl@ In HHI,

Constant -0.0515 (-1.0494)

AlnHHI, -0.0560 (-0.6216)

AInGDR_; -0.0519(-1.1976)**

Note: Numbers in parenthesis denote White hetedasitizity-adjusted t-statistics for the

parameter estimates.

* indicates significance at 5%.

40




CONCLUSION

The thesis has been investigated the long-runsakttip and causality between banking
market concentration and economic growth in theogean Union member and candidate
countries. The empirical results of the thesis gmethat there is a long-run relationship between
bank market concentration and economic growth @ sampled countries, but is not strong.

According to the causality test results, the dioecof causality cannot be determined
since the statistics are insignificant. The resoftthe Granger-Sims causality test indicate the
absence of the short-run relation between bankimgentration and economic growth. This is

an expected result since European Union is compafséelveloped countries predominantly.

The thesis has mainly focused in the literature testing the role of financial
intermediation, specifically bank market concembratin the process of economic growirhe
results imply that concentrated banking system afégct the macroeconomic performance of
the economy in the long run. If these countriesiea@h periods of economic expansions, the
economy may change the level of banking conceatratnd hence create a stronger competitive

environment.
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APPENDICES

A. HISTORY OF EUROPEAN UNION ENLARGEMENT

1) The Treaty of Paris

The Treaty of Paris was established the Europeah &uw Steel Community. It was signed on
April 1951 between the Founding Six, France, Westn@any, Italy, Belgium, Luxembourg and

the Netherlands. The Treaty came into force on 1852 and expired on July 2002. The Treaty
established diplomatic and economic stability instéen Europe after bloody First and Second
World War and had given birth to the new democratganization of Europe. The ECSC served

to the members for sharing the key resource ofdreeffort which are coal and steel.

2) The Treaty of Rome

On March 1957, the Founding Six, which mentionedvabh signed two treaties, the Treaties of
Rome. One of the treaties was the treaty estabfsthie European Atomic Energy Community
referred to as the Euratom Treaty and the otherveaee the treaty establishing the European
Economic Community (EEC) referred to as the TredtiRome. It was accepted and renamed as
the Treaty which establishing the European Commgumyt the Treaty of Maastricht in 1993.
This treaty constituted the legal basis of the Baem Union. The Treaties of Rome came into

force on January 1, 1958 and EEC has been altesiag times.

Main purpose of the EEC is:

i. To establish a common market in order to increasevtlp rate of the involved

economies, and ultimately the well-being of théiizens.

ii. Free movement of goods, employees, capital, serand the freedom of establishment.
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iii. To take joint decisions about the matters suchultsire, competition, environment,

energy, trade, consumer relations, transport ariduimire.

3) The Merger Treaty - Brussels Treaty

The Merger Treaty was signed on April 1965 and camtm force on July 1, 1967. This treaty
integrated the administrative bodies of the EC3@, Euratom and the EEC into a single
institutional structure. The Merger Treaty is adedpas the real beginning of the European
Union. This treaty was abolished by the Amsterdamailly which was signed in 1997. Article

9(1) of the Amsterdam Treaty repealed the Mergeailyas follows:

Without prejudice to the paragraphs following headter, which have as their purpose to retain
the essential elements of their provisions, the v@otion of 25 March 1957 on certain
institutions common to the European Communitiestaedl reaty of 8 April 1965 establishing a
Single Council and a Single Commission of the EaampCommunities, but with the exception

of the Protocol referred to in paragraph 5, shalidpealed.

4) The Single European Act

In the 1980s there was discontentment among Eunofeanmunity members generating from
the lack of free trade. A committee analyzed thesgimlity of creating a single market and
determined the steps that would be needed to @keDecember 1985, the European Council
signed an agreement that would become the Singi@pEan Act. As a revision of the Treaty of
Rome, the Single European Act was signed on Feprl@86 and came into force January 1,
1987. The Act codified European Political Coopieratthe forerunner of the European Union's

Common Foreign and Security Policy.
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5) The Treaty of Maastricht

The Treaty of Maastricht formally, the Treaty onrguean Union was signed on 7 February
1992 by the members of the European Community ind#techt, the Netherlands. Upon its entry
into force on 1 November 1993 during the Delors @ussion, it created the European Union
and led to the creation of the single Europearecusy, the euro. The Maastricht Treaty has been
amended to a degree by later treaties. For dedailhe content of the treaty as amended by

Amsterdam, Nice and Lisbon, see the treaties oEtlrepean Union article.

6) The Treaty of Amsterdam

The Treaty of Amsterdam was signed on 1997 and datneforce on May 1, 1999. It made
consequential changes on the Treaty of EuropeannJthiat had been signed at Maastricht in
1992. By signing the Treaty, the Member States g@agian a long and complex approval
process. After two referenda and 13 decisions hyoma parliaments, the member states
accomplished the procedure and The European Parltaapproved the Treaty on November
19, 1997. Treaty of Amsterdam encloses 13 Protpchls Declarations adopted by the
Conference and 8 Declarations by Member Statesgshendments to the existing Treaties set
out in 15 Articles. The Amsterdam Treaty meanteatgr emphasis on citizenship and the rights
of individuals. The Treaty aimed to achieve morenderacy in the shape of increased powers
for the European Parliament, on employment, a Conitywarea of freedom, security and
justice, the beginnings of a common foreign andusgcpolicy (CFSP) and the reform of the

institutions in the run-up to enlargement.

7) The Treaty of Nice

The Treaty of Nice was signed on February 2001 @arde into force on February 1, 2003. It
ameliorated the Maastricht Treaty (or the TreatyEmmopean Union) and the Treaty of Rome

(or the Treaty establishing the European Communify)e Treaty of Nice reformed the
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institutional structure of the European Union tahstand eastward expansion, a task which was
originally intended to have been done by the Andster Treaty, but failed to be addressed at the
time. The Treaty provided for an increase afterag@ment of the number of seats in the
European Parliament to 732, which exceeded theestblished by the Treaty of Amsterdam.
The Treaty restricts itself to setting out the piles and methods for changing the institutional
system as the Union grows. The number of seathénBuropean Parliament for the new
Member States, the number of votes allocated tm thithin the Council, and particularly the
qualified majority threshold applicable in the ftguwill be legally determined in the accession

treaties.(Press Release 31/01/2003, Memo 03/23)

8) The Treaty of Lisbhon

The Lisbon Treaty, also known as the Reform Tre&yan international agreement that
ameliorates the treaties governing the EuropeaorJ(tU). The Lisbon Treaty was signed by
the EU member states on 2007, and came into foncBerember 1, 2009. It improves the
Treaty on European Union (more commonly known &sMmaastricht Treaty) and the Treaty
establishing the European Community (the TreatiRoime). In this process, the Rome Treaty
was renamed to the Treaty on the Functioning oEtlm@pean Union (TFEU). The stated aim of
the treaty was "to complete the process startethbéylreaty of Amsterdam [1997] and by the
Treaty of Nice [2001] with a view to enhancing &féiciency and democratic legitimacy of the
Union and to improving the coherence of its actioRemarkable changes included more
qualified majority voting in the Council of Minigt® increased involvement of the European
Parliament in the legislative process through edeeincodecision with the Council of Ministers,
the elimination of the pillar system and the cra@atof a long-term President of the European
Council and a High Representative of the Union Foreign Affairs and Security Policy to

present a united position on EU policies (sometidescribed as an EU "foreign minister"). The

Treaty also made the Union's bill of rights, thea@ér of Fundamental Rights, legally binding.
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9) Enlargement

Enlargement has been a fundamental characteristiogeoUnion's political aspect. The EU's
founder countries as referred to “Founding Six” revevilling to proceed with the Community
while others remained skeptical. Britain, Irelamdl @enmark were applied to the Community
in 1969. Norway rejected to accept the invitatiolbécome a member with the electorate voting
against it. The United Kingdom which had refusedadia as a founding member changed its
policy after the Suez crisis and applied to becanmember to the Community. Applying
together with UK, Ireland and Denmark joined to @@mmunity in 1973. In 1970s saw Greece,
Spain and Portugal emerge from dictatorship andewatling to integrate their democratic
systems by bonding themselves to the EEC. Gredoedahe EU in 1981 and Spain and
Portugal in 1986. Morocco and Turkey applied to thembership in 1987. While Turkey’'s
application was accepted, Morocco’s application vegected as it was not considered European.
Turkey received candidate status in 1999 and beffamial membership negotiations in 2004.
After the downturn years of 1970s, European lealdensched to create a single market and set
the Single European Act in 1992. After that thenfider members of EFTA, Austria, Sweden and
Finland joined the European Union in 1995. Theaydat enlargement in terms of people,
landmass and number of countries, was made on M&p04. The eight central and eastern
European Countries, Czech Republic, Estonia, Hyndgatvia, Lithuania, Poland, Slovakia and
Slovenia plus the Mediterranean islands of Maltd @yprus were joined the EU. Because the
less developed nature of these countries was afecorto some older member countries, EU
placed temporary restrictions on the rights of wofkthe citizens of these new states to their
countries. While Romania and Bulgaria were fountifaltly ready to join the EU in 2004, they
acceded on January 1, 2007. Romania and Bulg#&tHe countries joining in 2004, faced

with similar restrictions as to their citizens.
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Table 4. The Enlargement Table of European Union

# State Joined
1 Austria 1995
2 Belgium 1957Founder
3 Bulgaria 2007
4 Cyprus 2004
5 Czech Republic 2004
6 Denmark 1973
7 Estonia 2004
8 Finland 1995
9 France 1957Founder
10 Germany 1957Founder
11 Greece 1981
12 Hungary 2004
13 Ireland 1973
14 Italy 1957Founder
15 Latvia 2004
16 Lithuania 2004
17 Luxembourg 1957Founder
18 Malta 2004
19 Netherlands 1957Founder
20 Poland 2004
21 Portugal 1986
22 Romania 2007
23 Slovakia 2004
24 Slovenia 2004
25 Spain 1986
26 Sweden 1995
27 United Kingdom 1973
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# State Joined
1 Belgium 1957Founder
2 France 1957Founder
3 Germany 1957Founder
4 Italy 1957Founder
5 Luxembourg 1957Founder
6 Netherlands 1957Founder
7 Denmark 1973
8 Ireland 1973
9 United Kingdom 1973
10 Greece 1981
11 Portugal 1986
12 Spain 1986
13 Austria 1995
14 Finland 1995
15 Sweden 1995
16 Cyprus 2004
17 Czech Republic 2004
18 Estonia 2004
19 Hungary 2004
20 Latvia 2004
21 Lithuania 2004
22 Malta 2004
28 Poland 2004
24 Slovakia 2004
25 Slovenia 2004
26 Bulgaria 2007
27 Romania 2007




B. DESCRIPTIVE STATISTICS OF THE DATA:

1) Table 5. Growth Rates, 1993-2006

Loan Asset Deposit GDP
Austria -30.6 17.7 11.8 61.8
Belgium 66.1 121.9 111.9 70.8
Bulgaria -84.8 -87.5 -88.2 237.1
Croatia -37.2 -16.2 -28.0 310.6
Cyprus -53.1 -31.1 -41.9 134.1
Czech Republic -55.8 -43.6 -45.2 324.1
Denmark -43.6 -33.0 -31.3 70.8
Estonia 70.4 76.8 74.0 374.4
Finland 40.7 96.4 59.7 131.7
France 20.6 55.1 25.6 63.7
Germany 88.5 225.6 148.3 1314.6
Hungary -17.6 -15.0 -34.3 200.7
Ireland -76.1 -77.5 -74.0 264.5
Italy -67.5 -59.4 -61.8 75.7
Latvia -20.5 -36.4 -32.8 405.4
Lithuania -35.6 -24.2 -18.4 334.8
Luxembourg 40.2 35.2 33.6 121.8
Malta -50.3 -63.5 -61.2 137.6
Netherland -65.1 -43.1 -25.5 88.4
Poland -15.0 16.0 6.0 298.0
Portugal 125.8 94.6 91.1 102.5
Slovakia -70.1 -64.3 -72.3 300.7
Slovenia -63.8 -554 -58.1 187.0
Spain -66.9 -62.3 -67.9 114.4
Sweden 26.5 38.8 39.9 84.7
Turkey -50.0 -50.3 -46.3 83.8
UK -65.5 -63.9 -61.8 135.0
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2) Table 6. Average Annual Growth Rates, 1993-2006

Loan Asset Deposit GDP
Austria -0.72 5.35 5.47 4.38
Belgium 6.60 7.98 7.98 4.59
Bulgaria -8.32 -6.71 -2.61 88.48
Croatia -1.69 -0.26 -1.33 12.27
Cyprus -3.46 0.08 -1.45 7.17
Czech Republic -2.82 -2.32 -2.78 12.37
Denmark -2.73 -1.52 -0.92 4.59
Estonia 8.64 9.09 10.08 13.03
Finland 3.36 6.63 4.86 7.13
France 1.81 4.06 2.43 4.23
Germany 6.10 10.53 7.98 76.87
Hungary -0.15 -0.39 -2.27 9.20
Ireland -6.27 -5.62 -4.41 10.66
Italy -3.04 -2.16 -1.81 4.73
Latvia -0.79 -1.93 -1.64 13.45
Lithuania -1.28 -0.89 -0.35 13.34
Luxembourg 2.99 2.57 2.52 6.75
Malta -5.06 -7.13 -6.65 7.04
Netherland -5.63 -1.45 0.69 5.32
Poland 0.06 2.22 1.67 11.67
Portugal 13.30 11.91 12.10 5.88
Slovakia -2.59 -2.55 -2.93 11.89
Slovenia -3.26 -1.07 -1.45 9.14
Spain 2.55 6.97 3.37 6.42
Sweden 2.10 2.78 2.93 5.24
Turkey 15.44 9.92 13.96 8.71
UK -4.30 -4.21 -1.21 28.89
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3) Table 7. Descriptive Statistics, 1993-2006

Mean Max Min Std. Dev. Obs #

Loan 0.2222 0.7200 0.0260 0.1443 378
Asset 0.2166 0.8120 0.0250 0.1339 378
Deposit 0.2188 0.8310 0.0230 0.1409 378
GDP 17508.0 88231.6 1148.5 13813.1 378

4) Table 8. Correlation Matrix

Loan Asset Deposit GDP

Loan 1

Asset 0936 1

Deposit 0.928 0.979 1

GDP -0.255 -0.213 -0.213

According to the correlation matrix, all variablebtained from balanced sheet have negative

relationship with GDP. However the relations areakveThe correlations among balance sheet

variables are very high. Therefore it is reason&blese one of these variables since the highest

correlation with GDP belongs to Loan. In this stliiyan has been used to calculate HHI.
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C. HERFINDAHL-HIRSCHMAN INDEX (HH]I) :

The Herfindahl-Hirschman Index (HHI) is the mostdely treated summary measure of
concentration in the theoretical literature The Hiithe sum of the squared bank market shares.
It is a benchmark measure for the evaluation ofoblank concentration indices and gives more
weight to larger banks. In the United States, tih# plays a significant role in the enforcement
process of antitrust laws in banking. The HHI oftatled the full information index because it

includes features of the whole distribution of baiges. Namely, the HHI shows the importance

of larger banks. Fon firms in an industry with market shares , (= 1,2,...,n) the HHI is

defined as;

HHI =C,, :zn:sf
i=1

By definition (1/n) <HHI<1, wheren is the number of banks in banking industry. Whilehe
case of monopoly the maximum concentration of uaigurs, in the case of each bank has an

equal share of (1), the minimum concentration occurs.

Although the HHI is the most popular concentratiopasure, there are several indicators to
measure the concentration of banks which are preddrelow at the Table 5. Policy makers
select the appropriate concentration indices depgnoh the features of their banking market.
They also take into consideration the perceptiegamding the relative impact larger and smaller
banks have on competition in a certain market, tnair perceptions regarding the relative
impact of size distribution and number of banksedé features substantially state the most

suitable index.
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Table 9. Banking Sector Concentration Ratios

Ratio Ratio range Ratio form
The k bank _ 3
concentration ratio 0<CR =1 CR = iZ:l:sﬁ
The Herfindahl- P
Hirschman Index 1n<HHI <1 HHI =C, _;S'
The Hall-Tideman _ _ TP
Index O<HTI=1 HTI -1/(2%) s -1
The Rosenbluth Index O<RI =1 RI =1/(2C)
The comprehensive n
industrial 0<CCl =1 CCl =5 +ZS12*(1+ 1-5))
concentration index i=2
[he Hannah and Kay | /g = ki =n | HKI = (1§ ,a>0 ir a#1
i=1
The U Index 1/n=U =8 U= s*(g*ne )
i=1
The Hause Index O<H,=1 H (a{s) = 232'(3‘*““"3‘2””
i=1
Entropy Measure O0=E=log n E=->s*log,s

i=1

Source: Bikker (2000)
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