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ABSTRACT
RISK MEASURES AND EFFICIENCY SCORES OF PUBLICLY TRXD BANKS IN NEW AND

CANDIDATE EUROPEAN UNION COUNTRIES’ STOCK MARKETS

Vardar, Gilin

Ph.D., Department of Business Administration
Graduate School of Social Sciences

Supervisor: Assoc. Prof. Dr. Hasan Fehmi Baklacl

Haziran 2010, 178 pages

The risk measures and efficiency scores of theiglylitaded banks in Central and Eastern EuropaackS
Exchanges are analyzed in this research. Thesfiusly investigates the link between the cost amditpr
efficiency scores of the 39 listed banks in the t@drand Eastern European Countries as well aselurk
along with their stock price performance to detemmivhether the efficiency scores are priced acnghdi

in bank stocks. Changes in efficiency scores okbanbtained from Stochastic Frontier Analysis ($FA
model, are regressed against their stock priceopaéance by applying fixed effects panel regression
technique. Empirical results indicate that changesrofit efficiency estimates have a positive and
significant impact on stock returns; however, angigant but negative relationship is found between

changes in cost efficiency and stock returns.



In the second study, the relation between the wattomy and market-determined measures of risk for a
sample of 39 listed banks in Central and Eastemmofigan Countries and Turkey are examined over a
specified period by applying panel data analysiapltcal results show that when total return riskused

as the dependent variable, the equity to totaltsisatio, gross loans to total assets ratio anddigssets to
total assets ratio are found to be statisticatiyisicant. Only the coefficients associated witlegg loans to
total assets ratio and liquid assets to total assio are statistically significant in explainisgstematic
risk. Surprisingly, none of the coefficients aratistically significant in explaining the varialyli in

unsystematic risk.

Keywords:Efficiency, SFA, Stock returns; Accounting measofassk, Total return risk, Systematic risk,

Non-systematic risk



OZET
AVRUPA BIRLIGI'NE YENI UYE ve ADAY ULKELERIN HISSE SENEDPIYASALARINDA ISLEM

GOREN HALKA ACIK BANKALARIN R iSK OLCUTLER! VE ETKINLIK ANAL iZLERI

Vardar, Gilin

Isletme Doktora Programi,

Tez Yoneticisi: Do¢. Dr. Hasan Fehmi Baklaci

Haziran 2010, 178 sayfa

Bu calsmada, Orta ve Dgu Avrupa Ulkeleri ve Turkiye hisse senedi piyasalda glem goren halka acik
bankalarin risk 6lcutleri ve etkinlikleri analiz ibdektedir. Ik béliimde, Orta ve D#u Avrupa ulkeleri ve
Turkiye'deki hisse senedi piyasalarinddem goéren 39 bankanin maliyet ve karlilik etkirdikl ile
bankalarin hisse senetlerinin performanslari adainiliski incelenerek etkinlik dgerlerinin banka hisse
senetlerinin fiyatlanmasinda etkisinin olup olnf@adtartsiimaktadir. Stokastik Sinir Analizi (SFA)
kullanilarak elde edilen bankalarin etkinlik ggelerindeki yillik degisimler bankalarin hisse senetlerinin
getirileri Uzerine sabit etkiler panel veri modélillanilarak regress edilgtir. Panel analiz bulgulari,
karlilk etkinlik dezerlerindeki dgisimler ile hisse senetlerinin getirileri arasindaissel olarak anlamli ve
pozitif bir iliski oldugunu gdstermesine gemen maliyet etkinlik dgerlerindeki dgisimlerin banka hisse
senetlerinin getirileri Gizerinde istatiksel ola@damli fakat negatif bir gki oldugunu ortaya cikarngtir.
ikinci bélumde, Orta ve Dm Avrupa Ulkeleri ve Turkiye'deki hisse senedi migtarindaglem géren

39 bankanin muhasebe ve piyasa bazl 6l¢itleriradaki iliski panel veri yontemi kullanilarak test



edilmektedir. Panel analiz bulgulari, toplam getiiski basimli degisken olarak kullanildinda,
O0zkaynaklarin toplam aktiflere orani, brit kreditetoplam aktiflere orani ve likit varliklarin togin
aktiflere orani rasyolarinin toplam getiri riskiaiciklamada istatiksel olarak anlamli cidnu tespit
etmistir. Fakat sadece brit kredilerin toplam aktifleseani ve likit varliklarin toplam aktiflere orani
rasyolari, bankalarin sahip oklu sistematik riskleri aciklamada istatiksel olamklamli bulunmstur.

Sasirtici bir bicimde, sistematik olmayan riski agyden hicbir dgisken istatiksel olarak anlaml sonuglar

vermemgtir.

Anahtar KelimelerEtkinlik, SFA, Hisse denedi getirileri, Riskin mgkae bazli 6l¢itleri, Toplam getiri

riski, Sistematik risk, Sistematik olmayan risk
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CHAPTER 1

INTRODUCTION

1.1. Overview

Financial markets and institutions contribute te gmosperity and economic growth
by alleviating market frictions that prevent theedi pooling of society’s savings
into profitableprojects.Well developed financial systems also contributéditgher
production and efficiency in the overall economy flagilitating the exchange of
goods and services with the payment services, pgpalavings from a large number
of investors, acquiring and processing informataiout enterprises and possible
investment projects, and hence allocating savinigthe society to their most
productive and profitable use, monitoring investisesnd implementing corporate
governance, and aids at diversifying and reduciggidity and intertemporal risk
(Levine, 1997 and 2005). Such an efficient finahsystem not only reduces the cost
and information asymmetries, but also accomplisiles goal of financial
liberalization, by eliminating institutional andgl@ restrictions that deteriorate the
financial system’s role as a financial intermedidstween savers and borrowers.
Therefore, as the analysis of financial system ighdole has long been a favorite
topic of economic and finance research, it is lils@ressential to investigate in detalil
the characteristics of the financial system in @dnand Eastern European (CEE

hereafter) transition economies because of thequencharacteristics. In contrast to



a well-developed financial system in western caastruntil the social and economic
transformations reforms, a huge inventory of norfggening loans allocated to state
enterprises, inexperienced staff and managemdigfiid stock market were the

characteristics of CEE countries’ financial systems

The path these countries follow, from state corttwa relatively free market system,
is very challenging. After the fall of Berlin Wailh 1989, signaling the collapse of
communism, a number of new countries emerged inr@lesand Eastern Europe due
to the disintegration of Soviet Union. These coestrare called “transition
economies” since they have begun a transition feogentrally planned economy
towards a market-based economy. As part of thiega® the accession of some
countries into European Union (EU hereafter) haskea as an important trigger for
a rapid adjustment to the market economy. The itransprocess from a centrally
planned towards a free market economy involved tgpsome political and
economic reforms to create a regulatory framewGdnasidering the complexity and
gravity of the transition to a market economy, tlevelopment of financial system
has been the major issue because of its esseigrdfieance on the economic

infrastructure.

Ten years after the collapse of communism, findneystems including banking
systems in transition countries have undergonedomahtal changes. The financial
system inherited from the central planning systanCEE countries was extremely
inadequate before the transformation process. Ae hgentory of non-performing
loans allocated to state enterprises, the caipitgalequacy, sectorally concentrated

loan portfolios, underdeveloped branch networksymeasetric information,



insufficient supervision, illiquid stock market veerthe characteristics of CEE
countries financial systemsUnder central planning, the financial system wtike |
more than “a bookkeeping mechanism for tabulatigauthorities’ decisions about
the resources to be allocated to different enteegrand sectors” (European Bank for
Reconstruction and Development 1998, TransitionoRepg. 92). Banking systems
were formed entirely by monobartksSecurities markets were absent because
creating marketable financial instruments was nibbwed by the authorities.
Through the transition process from a centrallyhpkd economy to a relatively free-
market economy, the banking systems in these desrtiad been restructured, was
recapitalized and privatized during 1990s with #we of key reforms. Due to the
enormous progress made to strengthen the bankistersy of the transition
countries, banking system became the dominant safrtunding for industrial and
commercial businesses. The restructuring and eat&dn of the state-owned banks,
the elimination of the restrictions of the foreigmtry to create a competitive
structure and the establishment of a series of dments to the development of the
financial system were the key reforms implementetha outset of the transition.
The major reforms made in the transformation preded to the establishment of a
more efficient and less fragile banking system. Eweav, capital markets had less
financial depth and breadth for fund-raising coregato the banking system. In
addition, the development of stock markets in wsI€EE countries has taken quite
different paths. Although transformation processrfithe state control to a relatively
free-market system has been very rapid for somatdes, the creation of a capital
market infrastructure and a gradual privatizatioereavconsidered as an integrated

process for the other countries. Moreover, thenfoe systems in most of the

! Monobank, which has no counterpart in the markehemy, was the combination of central bank
and monopoly commercial bank. It had ‘simultaneptisé financial advisor, the treasurer, the cashier
and the auditor of every enterprise’ (DembinskB3Q



transition economies were relatively small in terofissconomic activity, size and
depth of their financial systems compared to dgyatiocountries. The investigation
of the financial system development in these caemithowever, holds considerably

more importance for academic scholars.

Specifically, the swift changes made in the CEEntoes’ financial systems were
enhanced by the goal of EU membership. The tramsjirocess, initiated in March
1998, resulted in the enlarged union in May 2004nvkight of the CEE countries
joined the EU, namely; Czech Republic, Estonia, dduy, Latvia, Lithuania,

Poland, Slovakia and Slovenia. Bulgaria and Romgmneed in 2007, and Croatia is
expected to join the EU by 2010. Turkey, which @ a transition country, has been
granted the status of the candidate country andedtdhe accession negotiations
with the EU in 2005. Since the establishment ofrang financial system in CEE

countries and Turkey is a major concern, as a dabtelimember of EU, it is essential
to evaluate whether crucial improvements have baemeved in their banking

system and stock markets. The scant research dmado the transition economies
is the major driving force behind this study. Tuyrkeas been particularly included

due to its ongoing efforts to join the EU in than&uture.

1.2. Objectives and Contributions of the Study

The relation between capital markets and finansiatements is a broad areas of
research that originated with the seminal publocabf Ball and Brown (1968) and
Kothari (2001). The literature has grown rapidigca this subject is probably one of

the most debated in the relevant literature. Thengmy objective of the capital



market research has been to assess whether fihataiaments provide value-
relevant information to investors. Financial staéets are widely used by
shareholders to evaluate the value of the firmhenaissumption that accounting data
have an international content with regard to stealkiations. However, the nature of
the relationship between financial statements aadket values of the firms for this
purpose, particularly in transition countries, asto be determined with any degree

of certitude.

Transition economies are gaining considerable itapae in accounting and finance
studies for a number of reasons. First, transittmuntries are different from
developed and developing countries in terms ofsfrarency, liquidity, level of
corruption, volatility, governance and taxes. Secdhe capital markets are not well-
developed and transparent in transition countiig®n though they would like to
keep pace with the developments in the countrieh@fEU, they are still in the

transition process.

Since evidence from research on these topicsetyldo be helpful in capital market

investment decisions, accounting standard set#ind,corporate financial disclosure
decisions, the main purpose of this study is torowe our understanding of the link
between financial statements and stock performameasures from the two

perspectives - efficiency and risk measures, bypuposing the study into two parts
in the banking systems of the CEE countries. Tdwfais end, this study extends the
literature on capital markets research in trnasitdountries in terms of the impact of
operating efficiency and accounting based risk attaristics of banks on stock

return.. Instead of focusing on just one topic,tthe interrelated studies is combined



to create a broad framework in the stock valuadiod accounting information of the

banking systems of the transition countries.

The first study investigates the explanatory powfeoperating efficiencyscores of
the banks, which are assumed to have several tadyemover traditional ratios, in
explaining the bank stock performance. Although dhpital market research topics
of primary interest to researchers appear to lie tdamarket efficiency with respect
to accounting information, the impact of the opiagaefficiency on the banks’ stock
returns has gained considerable attention by tlaeleauic researchers. Efficiency
measures are estimated by using financial statem@&herefore, it is worthwhile to
analyze that efficiency scores of the banks arertakto consideration in the price
formation process. In the second study, the meiahip between capital markets and
financial accounting data is examined by considgthe risk characteristics of the
banks. Regarding stock valuation, accounting datasaipposed to facilitate the
prediction of the firms’ future cash flows and héhvestors assess securities’ risk

and return.

The objective of the first study is to investigate link between efficiency change
and stock returns of the 39 banks in CEE counffieduding Poland, Hungary,
Croatia, Estonia, Latvia, Slovenia and also Turkéy3tead of focusing only on the
earnings information and its components as poss&kpanatory variables for the
bank stock price changes, the analysis aims tardete whether efficiency estimate
Is a primary determinant of the bank stock retiwven though the majority of the

existing studies on accounting information andlst@turns concentrate on earnings,

2 Operating efficiency (Farrell, 1957) implies whetha firm is cost minimizing or profit maximizing
based on published accounting numbers.



the fact that earnings are applicable only undecisp economic settings and fail to
consider the role of balance sheet data (PateR)18&s shifted the recent research
towards the use of additional data to understand they affect stock returns or
prices. Since efficiency measure both takes intmaat the balance sheet data and
can be adjusted easily for the changes in econsetimgs, it is crucial to determine
whether efficiency measure affects the stock retuin terms of cost and profit
efficiency scores of banks, consequently, it isstjopeed whether the choices or
decisions made by bank management in the cost nziaiion or profit maximization

process have an explanatory power on the bank geré&rmance.

A significant amount of recent literature has famli®n the transition economies, and
much emphasis has been given to the efficiencheffinancial institutions and the
impact of the ownership on the performance of famaninstitutions with regard to
the foreign investors’ participation in the finaalcsystems of the CEE countries
(Grigoran and Manole, 2002; Green et al., 2004 d-and Taci, 2005; Carvallo and
Kasman, 2005 and Yildirim and Philippatos, 2007@spite the increasing number of
studies on the banking system, the current liteeatontinues to suffer from the
scarcity of comprehensive and sufficient empirisaldies that concentrate on the
relationship between efficiency and bank stock qrembnce in CEE countries.
Therefore, this study can be considered an impbdamtribution to the literature on

transition countries.

This study is important not only because it is of¢he few studies that explicitly
evaluates the relationship between bank efficieamay stock returns, but also, to the

best of my knowledge, is the first cross-countydgtto examine such relationships



for transition countries, which have shown an iasmeg effort to adopt the EU

regulations.

The examination of the banks’ stock returns in t@asition countries is crucial
because banks were considered as the only viabiees@f financing during the
transformation process. The cost and profit efficie scores are calculated by
determining the inputs and outputs to incorporati® ithe parametric stochastic
frontier modet, which has been extensively used in the literatilitee impact of
efficiency scores on the stock price returns aterdened by utilizing fixed effects
panel regression while controlling for macroeconofactors and also bank specific
characteristics, which has not been previouslyistuldy utilizing a large sample and

including an extensive data set.

The results of this study have crucial implicatiorhe investigation of the
determinants of the bank efficiency and their retehip with the stock
performances is vital in terms of understandingithiensic valuation of the banks’
stocks. Evaluating the performance of banks and,thssessing their efficiency in
maximizing shareholder wealth have relevance faonmating the cost of capital,
since more efficient banks are expected to raiggtataat a lower cost, while
inefficient banks may be prone to higher risk (M&c1984; Kwan and Eisenbeis,

1996).

% Stochastic Frontier Analysis, proposed by Aigneale (1977) and Meeusen and van den Broeck
(1977), uses a parametric approach to estimatehaeacteristics of a best-practice firm from cast o
profit function. This approach involves “parametieig” the relationship between the level of input(s
and the technically efficient level of output(s).



The impact of banking efficiency on the bank stoetkirn has important implications
for regulators and policy makers, since it is intaot for regulators, especially in
developing countries, to create an environment kwigichances the efficiency and
stability in the banking systems. Moreover, thisyides new insights for policy
makers due to the importance of the efficiency fieaing the shareholder wealth
maximization in banking. In this sense, policy nrakehould not only evaluate
banking policies through the financial stabilitytkalso investigate the policies that
encourage banks to operate efficiently in ordematke effective capital allocation
decisions (Beck et al. (2000). Using efficiencyagsrimary determinant for the bank
stock return can be more precise and appropria@e the traditional accounting
ratios in assessing the risk of bank failure. Aasequence, the results of this part
of the study have a number of practical implicagidor the use of event studies in
analyzing banks, particularly to estimate costagital and investment performance,
as well as regulatory initiatives to utilize markeiscipline to evaluate bank

efficiency.

Second study aims to extend the current literatae investigates the link between
accounting and capital market risk measures by idggwn a sample of 39 banks
across CEE countries and Turkey to determine howecessful the accounting
fundamentals were in reproducing the market-detaethmeasures of risk. The main
research questions to be answered in this seatton a

a) Do the investors actually use accounting-based msgasures in their

portfolio-decision process?
b) To what extent can market-determined variablesdssl as a “standard”

against which to evaluate accounting data?



The relation between the accounting-based and mdetermined measures of risk
is detected over a specified period by applyingepaata analysis. If a high degree
of relationship exists between accounting-based amarket-determined risk

measures, the same information can be obtainediby either risk measure. On the
other hand, if there exists a failure to estabtidhigh degree of correlation between
these two measures, further investigation is reguip ascertain the superiority of
one over the other. In order to investigate thati@hship between these two
measures, three measures of market risk, totapriskied by the standard deviation
of bank’s daily stock returns, systematic risk peolxby the beta of the bank’s stock
returns and unsystematic risk proxied by the stahdaviation of the residual errors
from the market model are measured. Subsequerityy Bsk measure is regressed

on the banks’ financial ratios to determine therdedo which the relationship exists.

Despite the existence of a significant literatunetlus issue, particularly focusing on
developed countries (Brewer and Lee, 1986; Karetd. £1989; Mansur et al., 1993;
Elyasiani and Mansur; 2005) this is the first stutlgt examines the association
between accounting-based and market-determinedméssures using bank specific
data from CEE countries, as well as Turkey. Gehgerampirical evidence presented
in the extant literature covers primarily data froleveloped countries’ such as US
and Japan. However, this issue has not been igaésti extensively in the
developing countries. One exception is Agusmanl.e(2908) who examine the
accounting and capital market risk measures forampte of Asian banks by

employing a panel data analysis that takes intowttccountry specific factors.

10



The analysis of market risk includes a set of iggilons for international portfolio
managers and financial analysts as well as invgstano are willing to obtain and
analyze the financial ratios of the firms and mamksk measures, such as beta, to
use in their investment decisions. Another implarais that evidence from research
on this issue is useful for capital market investtmgecisions, accounting standard

settings as well as corporate financial disclosig@sions.

More importantly, corporate executives are ableigde these accounting-based and
market- determined risk variables to determine rthiémancial policies for
maximizing shareholder wealth. This issue is evemenimportant for the regulators
of the financial institutions who make judgments)@erning the accuracy of these

institutions based on the certain key financiabsatind market based risk measures.

The layout of this study is as follows. The nexaupter provides brief information
about financial system development in the samplmt@s and also discusses some
fundamental legal, institutional and economic pefcinitiated by the governments
and authorities in these countries. Chapter llludes the theoretical background
and literature review on the relation between tffeiency estimates and stock
performance, as well as the methodology. This @raptso discusses empirical
results and remarks on these. Chapter IV discussetheoretical background and
presents a literature review of the associationvéetn the accounting and market
determined risk measures. Methodology and empiriesults with the final

comments are also presented throughout this chapter

11



CHAPTER 2
FINANCIAL SYSTEM IN THE CENTRAL AND EASTERN EUROPEA N

COUNTRIES

This chapter provides brief information about thenking system and the stock
market development in CEE countries. The chaptdivisled into two sections. The
first discusses the specific conditions prevailthging the transition period in late
1980s. This section is followed by a discussion emonomic and political
transformations  required, involved in moving aw&ym centrally planned

economies to relatively free market systems.

2.1. Background On The Financial System In Cee Coues In The Transition

Period

During the years of centrally planned economie€EE countries, the structure of
all of the banking systems included only a singigtitution, the monobank, which

played the dual role of central bank and commetmak. As the single authority, it

had the responsibility of issuing currency, manggdine payments system among
enterprises, providing saving deposit facilities households, making loans to
enterprises and covering the deposits of the Batlget (Catte and Mastropasqua,
1993). Not being run as profit-maximizing businasgs, banks were considered as

the vital elements of the centralized allocatiostegn. Therefore, loans were granted
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on the basis of a criteria that was not necegseglated to market performance

(Schroder, 2001).

After the collapse of the communism, many attengpteeform were undertaken in
the financial system of the CEE countries. One apkeform wave of the late
1980s was seen as a chance to break up the monaftank two-tier banking
system, a central bank and a number of commereakd which specialized in
different instruments and operations in each cquwith the regulatory frameworks.
The sectoral restrictions on some specialized baréee lifted. All the commercial
banks were allowed to conduct retail and corpobaiginess and liberalize interest
rates. However, as these commercial banks werera#ited by transferring the
existing loans from the central bank portfolio toete new institutions, these
artificially established banks inherited many pesbts from central planning. The
financial system inherited from a planned economgswn a relatively weak
condition, as described by Blommestein and Spe(i@94). They stated that large
stocks of non-performing loans to state enterprigescapital inadequacy, sectorally
concentrated loan portfolios, underdeveloped braretivorks, inexperienced staff,
asymmetric information and insufficient supervisiomere perceived as the

characteristics of the banking system in that gerio

The problem in the banking system illustrated thahy banks were not healthy and
well-organized. Since most people did not trugt bdanks with their money the
degree of financial intermediation was very low.elto the relatively small degree
of banking intermediation, it can be stated thatllnks in the CEE countries could

not have a strong impact on the economic develop(kank et al., 1998).
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In the period of 1993-1996, bail-out programmes ewnput into practice by the
government to rescue the banks by taking over & Ipagt of the non-performing
loans, while replenishing their capital base. Themaims of these recapitalization
programmes were also to improve the existing camut of the banks for future

privatizations of the banking system.

During the initial years of the transition, the addishment of new banks was
encouraged by some governments to enhance the tibomperhough the increase
in the number of banks in the financial system te@aa specified degree of
competition in the market, many of these new bamis declared insolvent because
of the financial problems discussed above. Whilesthad these countries put great
efforts into restructuring and developing their kiag systems, they suffered from
banking crises due both to corporate stress andtbkence of effective regulatory
and legal environments. Therefore, the bankingesystin these CEE countries
during the transition period did not have enougkxifiility to operate adequately or

competitively in the market economy (Yildirim, 2003

Ten years after the start of transition, the dgwalent of banking sector was still in
early stages when compared to developed econoriies.ratio of domestic credit,
defined as credit to the households and privaterpnses, to GDP assesses the depth
and breath of financial markets and the degreeaofsttion to market economies. In
developed economies, this ratio stands at aboul@0OGDP; however, it falls far
below this figure in transition economies. Tablelldstrates credit to the private
sector as percentage of GDP in transition counaigesvell as developed countries.

Despite of the increasing or decreasing trend isfrtio for the transition countries,
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in 1998, one country stands far above the others¢clCRepublic with a ratio of 60.1.
The next highest is Croatia, with a ratio of 40rlla second group of countries, this
ratio stands around 20%; Estonia, Hungary, Polamdl &lovenia. In the other
countries, such as, Latvia, Lithuania, Bulgaria dwmania, domestic credit to
private sector ratio is very low. This is partlyedto the slow development of

banking system or financial market (Schréder, 2001)

Table 1. Credit to private sector as a percentagd GDP

1991 1992 1993 1994 1995 1996 1997 1998

Czech

. 50.8 59.5 59.4 57.4 66.4 60.1
Republic
Estonia 18.0 7.5 10.9 13.8 14.8 18.0 25.5 25.3
Hungary 38.8 33.2 28.2 26.2 22.3 21.7 23.4 22.8
Latvia 17.3 16.4 7.8 7.2 10.7 14.1
Lithuania 13.8 17.6 15.2 10.7 9.6 9.5
Poland 11.1 11.4 12.2 12.0 12.8 15.9 18.1 20.6
Croatia 47.3 28.6 30.8 28.9 36.4 40.1
Slovenia 22.1 23.0 27.4 28.7 28.6 325
Slovakia 26.9 20.7 24.9 n.a. n.a.
Bulgaria 7.2 5.8 3.7 3.8 21.1 35.6 12.6 14.2
Romania 11.5 8.5 12.8
Germany 132.7 130.1 134.4 131.8 136.0 141.4 152.936.11
France 92.8 93.1 91.3 86.2 85.1 80.8 79.9 84.4
UK 105.4 104.2 101.6 99.8 102.8 105.5 106.7 107.1
USA 127.1 123.6 122.0 121.9 124.9 126.2 127.7 133.1

Source:EBRD (1999), IMF, International Financial Statisti1998); Central Banks. (Schroder, 2001)

Table 2 shows some data about the indicators regattie development of the
banking system in the transition period. The faslumn of the table illustrates that
there is a higher level of concentration. In mahyhese CEE countries, the system
was dominated by the three largest banks, whiche tae monopoly power in
deposit and lending activities. The second columresgyinformation about the
number of banks in each country in 1999. The nurobbanks ranges from 30 to 77
in Poland, Hungary, Czech Republic, Slovenia anth&ua, However, the number

in Estonia and Lithuania is only 7 and 13, respetyi In the fourth column, the
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bad-loans-to-total-loans ratio of the banks in eagstntry is displayed. The worst
performers in terms of cleaning up bank balancestshare the Czech Republic,
Slovakia and Romania, with a ratio ranging from t8040 percent in 1999. The
growing bad loan problem, which is a common thnedtansition countries, mainly

stems from the fact that inefficient state entesgsiwould use bank financing at the
expense of more efficient private firms. Moreowagny banks have been reluctant

to impose financial discipline on the borrowers.

Table 2. Indicators of the development of the bankig sector

- ASSLSNare g loans Loan-
Concentration Number of of state- total loans denosit
Country (Percentage, banks owned banks (percentage ?gte
1997) (1999) (percentage, 1999) ' spread”
1999)
Czech 74.9 42 23.2 31.4 4.2
Republic
Estonia 84.5 7 7.9 3.1 45
Hungary 67.4 39 9.1 2.8 3.4
Latvia 53.1 23 8% 6.3 9.2
Lithuania 69.7 13 41.9 11.9 8.2
Poland 42.3 77 25.0 14.5 5.8
Slovenia 71.7 31 41.7 10.2 5.1
Slovakia 84.5 25 50.7 40.0 6.7
Bulgaria 86.7 28 66° 12.9 9.6
Romania 85.0 34 50.3 36.6

2Defined as the ratio of three largest banks’ agsetstal banking sector assets.

®Loan rate is defined as the average rate chargezbivynercial banks on outstanding short-term creditenterprises and
individuals, weighted by loan amounts. Weightedrage of credits of all maturity is used for CzeatpRblic, Lithuania and
Ukraine. For Poland, only minimum risk loans arasidered. Deposit rate is defined as the averageffered by commercial
banks on short-term deposits, weighted by deposduats. Weighted average of deposits of all matusitused for Czech
Republic, Estonia, Lithuania and Ukraine.

“Data for 1997.

4Data for 1998.

Sources: IMF International Financial Statistics, IMF Stafb@ntry report Nr.00 / 59, WB Database on Finanbievelopment

and Structure, EBRD Transition Report 2000.

The last column illustrates the loan-deposit spreddch provides an indication of
the serious economic consequences of the fragite sf the banking system in the
transition countries: the lower the spread, théebehe performance of the banking

system and legal protection of creditors, othenghibeing equal. The spread in
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selected transition countries ranges from a lowB.df percent in Hungary to 9.6
percent in Bulgaria. The comparable spreads inddntates and Sweden in 1999
were 2.7 percent and 3.9 percent, respectively. dgmthese countries, Latvia,
Lithuania, Slovakia and Bulgaria have the highemlaeposit rate spreads. Higher
spreads lead to higher banking costs and greatappady power and lending risks
(Berglof and Bolton, 2002). Higher spreads are alse of the causes of low
financial deepening. It is evident that the highels of bad loans in Slovakia may
have enforced banks to maintain relatively wide gimear between lending and
deposit rates. However, the lower number of banKsatvia, Lithuania and Bulgaria
may have resulted in a greater monopoly power harktore, a higher spread. One
exception is the case of Estonia. Even though kstoas just 7 banks and a lower
bad-loan to total-loan ratio, spread is low. Thigynibe due to the development of

financial intermediation.

The fact that the banks in CEE countries have hpgbfitability ratios and
performance indicators should be considered witlitica. The high profitability
ratios could indicate a lack of competition in tienking system or the existence of
moral hazard. High performance indicators sucketagm on assets could not give an

indication on the soundness and stability of bagkiystems in those countries.

One of the cornerstones of the successful transfiborn from a planned economy to
a market economy was the development of the stomikets. The stock markets
enhance the economic growth by providing a waytfi@ companies to raise the

capital at a lower cost and in larger size.
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While the banking system existed prior to the tfamsation process, stock
exchanges were established in all CEE economiafanl1990s. Although stock
markets were not new in transition econorhiedl the stock markets were closed
under the regime of socialism. During the tranaitiperiod, stock exchanges
reemerged or were instituted for the first time2@ of 26 transition economies.
These stock exchanges have been used for the mandlating of shares of mass-
privatized companies and for voluntary initial paldfferings (IPOs). However, the
development of the stock markets in CEE countrimsk tquite different paths
(Claessens, Djankov and Klingebile, 2000). Thet fstock market in transition
economies emerged in Czech and Slovak Republidd®?; Bulgaria, Lithuania,
FYR Macedonia, Moldova, and Romania followed sodera The use of stock
markets was encouraged in these countries to &ansinership from the state to
private citizens. At first, a large number of firmere listed on the stock exchanges,
many of which were illiquid, After an initial phasé high trade volumes, most of the
stocks became and remained illiquid. Along the time, given the companies’
small size and their concentrated ownership stracthe companies would not have
been willing to list in the stock exchanges andseanew capital from equity
offerings. Starting with the Czech Republic in 199%ulgaria, Lithuania and
Slovakia in 1999, the number of listed companidissiace illiquid stocks were de-
listed. There were also several factors that affeetcompanies’ decision to trade
publicly and to de-list in the transition countti@e higher cost of equity capital
relative to the cost of bank credit, the heavy satkat listed companies were obliged
to pay and the extensive disclosure requiremenlistetl companies discouraged the

companies to be listed. Foreign acquisitions a$ asetlomestic mergers may be the

* The Warsaw Stock Exchange was opened in 181 7thenrague Stock Exchange was opened in
1871.
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other reasons for the decline in the number oktdistompanies in these stock

markets.

Other group of countries- including Estonia, Hurygdratvia, Poland and Slovenia-
expanded their stock markets through a small nunobenitial public offerings.

Trading in most of these shares remained relatitagd. In this group of countries
(such as Hungary and Poland), the number of listehpanies has shown an

increase, starting from a low base.

Furthermore, some large, publicly listed companreshe local stock exchanges
chose to be listed in more liquid internationakktmarket in Europe and the United
States. In 1999, 72 corporations in transition ¢oes had American Depository
Receipts (ADRS) listed on the New York Stock Exaw®or the NASDAQ and 61

corporations were listed on the stock exchange&ondon. Corporations listed
abroad (in New York, London and Frankfurt) accodnfer approximately an

average of 18 percent of domestic stock marketagtion in transition economies

(Claessens et al., 2000).

Table 3 shows the pattern of flat or declining nensbof the companies listed on
stock markets in some selected CEE countries dweperiod 1994 through 2000
March. There was a substantial increase in thebeurof listed companies on stock
markets of Lithuania in 1995, Slovakia in 1996 #&hdgaria and Romania in 1998.
However, in Estonia, Hungary, Latvia, Poland anov8hia, there was an increasing

uniform trend. The striking result is the sharp lohec in the number of listed
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companies in Czech Republic in 1997 and in Lithaami1997. The stock exchange

regulations in the transition countries were alsth@ minimum level.

Table 3: Number of companies listed on the Stock Mket

Country 1994 1995 1996 1997 1998 1999 2000
(March)
Czech 1024 1635 1588 276 261 164 154
Republic
Estonia 0 0 0 22 26 25 23
Hungary 40 42 45 49 55 66 65
Latvia 0 17 34 50 69 70 64
Lithuania 13 357 460 607 60 54 54
Poland 44 65 83 143 198 221 221
Slovenia 25 17 21 26 28 28 34
Slovakia 19 21 816 872 837 845 843
Bulgaria 16 26 15 15 998 828 842
Romania 4 7 17 76 5756 5825 5578

SourcesEmerging Markets Fact Bopkternational Finance Corporation; Claessensnkyja and Klingebiel (2000).

Due to the illiquidity and smaller size of stock nkets of CEE countries relative to
mature stock markets in Europe or the USA, thesmices have been expanding
dramatically since these economies began theirgrat®n into the European
structures. As part of the integration, the coestrare required to adjust their
legislative framework to the standards applicabléhie EU. The conditions for the
accession of the CEE countries to the EU, whiclevieid down by the Copenhagen
European Council (1993), include the stability aistitutions guaranteeing
democracy, human rights, the existence of a welttioning market economy as
well as the capacity to withstand competitive puess and market forces within the
Union. It also requires appropriate governmentqyoin the fields of finance, trade
and competition policy, the appropriate institusoto implement these policies
(European Commission, 1997a:43). The market camatadn as a percentage of
GDP ratio used as a benchmark for the degree ahdial intermediation in CEE

countries indicates that of the 20 stock marketsansition countries, only three -
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the Czech Republic (23 percent), Hungary (30 pey@md Estonia (36 percent) have
capitalization-to-GDP ratios comparable to thosetber emerging markets (Figure
1). Market capitalization ratio, with an averagel@fpercent of GDP, is considerably
lower than in comparable emerging market economaéies (Berglof and Bolton,

2002).

Figure 1. Market Capitalization in Transition and Comparator Economies

(March 2000)
Percent of GDP
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The market turnover, which is defined as the vabfetrading over market

capitalization, is used as an indicator for meaguthe effect of stock markets on
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growth (Levine and Zervos, 1998). Figure 2 sholes market turnover ratios of

transition countries and other comparable count@esaverage, the stock markets of
the transition economies have a 30 percent turn@eoenpared with 121 percent in

10 other countries. This lower market turnover rbayattributed to the ownership

concentration, a relatively free float and the rinétional migration of trading among

large firms. Among these transition countries, Hamyghas the highest market

turnover ratio (93 percent), followed by the Cz&dpublic (81 percent) and Poland
(69 percent) (Claessens, et al., 2000).

Figure 2. Market Turnover in Transition and Comparator Economies (March

2000)
Percentage of Market Capitalization
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The CEE countries stock markets have been chaizedeny an unstable return and
high volatility. Even though the stock markets ifEE countries have shown a
dramatic increase since mid-1993, they sufferethfserious drawbacks due to the
stock market crashes. Unsolved structural problemkided the lack of market
transparency, information disclosure, comparativébyv trading volume and
liquidity, narrow market focus, composition of matkparticipants, insufficiency of
regulations and supervisory institutions, low calation of many securities houses.
Fortunately, during 1996 and first half of 1997 #tock markets showed a dramatic
improvement due to the inflow of funds from inteiomal portfolio investors to
these countries. However, the second half of 1988 wharacterized by declining
stock markets again in almost all CEE countriegjpted with a sharp rise in
volatility. The main reason behind this decline wiaat the international investors
lost interest from the emerging markets due toAblmn crisis, which emerged in
1997 and affected many economies. Furthermoree shrefinancial system of these
CEE economies was strongly dominated by the bankse emphasis was given to

the creation of a reliable and secure banking syste

2.2. The Influence of Reform and Regulatory Progrars on The Financial

System (Economic and Political Transformations)

The financial system is considered as one of thg éddements in any market
economy, through the process of channeling furmis suppliers to demanders. The
reform programs launched in the financial systemC&E countries in the last
decades required a comprehensive change in minaseétmstitutions. The financial

system transition from a planned economy to a ntavkented economy involved
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the development of financial institutions such aaks, stock and bond markets and
insurance companies. Thus, the basic aims of fbeme made were to create a more
trustworthy and prudent financial system to suppodnomic growth. An important
role in transition process was also the large ahpitflows to this region from
developed countries, the huge amounts of foreigrectliinvestments (FDI),
originating mainly from Western Europe, has playes significant role in the

catching up process to the Western European Cesr(iviora et al. 2002).

After the beginning of the transformation procege substantial economic and
political reforms programs were launched to stabilihe economies and to allow
rapid adaptation to the forces of the market ecoesemThe key reforms

implemented at the transition process includedruestring, rehabilitation and

privatization of the state-owned banks in ordercteate competitive pressure and
increase the efficiency of the sector. Throughdhmminations of the restrictions on
foreign entry, the number of banks dramatically@ased (Tang et al. 2000). Foreign
banks, which dominate the banking sector in modt C&untries, were considered to
produce positive externalities to the sector ashalevby providing know-how and

expertise. Allowing the entry of foreign banks aksohanced the competition and
efficiency of the banking sector with strong conmpet pressure; however it may
negatively affect market stability in the long-ruhherefore, the countries in the
region may experience some bank failures in additeo mergers and acquisitions
through the internalization process (Yildirim, 2Py the end of 1990s, the share
of foreign ownership in terms of both total assatsl capital reached 60 percent.
According to the 2005 ECB report, foreign involverhevas still greater in these

countries, with an average of 77 percent of basktasowned by foreigners in 2004.
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However, the variance of foreign ownership was Jarge across these countries,

ranging from 36 percent in Slovenia to 97 perceristonia.

The CEE transition countries were also requiredcteate a regulatory and
supervisory framework for transformation from cahtrplanning to market

economies. Therefore, prudential banking laws hasen enacted to bring these
countries in line with the EU directive and the Bdor International Settlements
guidelines. Since transition economies had a fihnsystem focusing on the
banking sector, the effectiveness of the regulatiand control mechanisms in the
banking system supported the much-needed stabilityhe financial structure.

Therefore, these countries gave much more impagtémehe banking supervision
process by the year 1996. Table 4 presents arajepetlook on banking

supervision in selected CEE countries by 1996. calintries generally followed a
similar path in developing their supervisory sturetin banking (Scholtens, 2000).
Universal banking was basically put into practiceriost of the CEE countries, with
a few constraints in Bulgaria and Hungary. The m@@nbanks were the main
authorities, responsible for the supervision of trenking system. However, in
Hungary and Slovenia, the supervision of the bapnkiystem was carried out both by

the central banks and other supervisory authorff@dirim, 2003).

Most transition countries have satisfied the mimmuB% capital adequacy
requirement and also other core principles detexthiby the Basle Committee
Banking Supervision for the effective banking swpon. However, since the EU
capital adequacy average stood at about 12%, satagiequacy ratio of only 8%

was not considered satisfactory (Schroder, 200Bndition countries were allowed
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to make provisions for loan losses. Concentratiboredit was limited to 15% to
25% of bank capital and non-bank participation valewed to a certain extent.
Moreover, to protect the depositors from the losmas$ bank failures, all countries
except Latvia, have employed deposit insuranceeByst Unfortunately, adhering to
the Basle capital adequacy requirements and barddapgrvision guidelines could
not prevent a country from exposure to severe Imgnkrises (IMF, 1998). The last
two rows of Table 4 indicate the progress of refgpnegrams in banking and

securities market.

All the reforms that have been directed through ithprovement of the financial
system have assisted towards the openness ohtimecfal markets, which in turn has

enhanced banking intermediation.

There was a rapid large scale privatization andoaentiberal policy towards the
elimination of barriers and reforms, leading to elepment through the creation of
the institutional structure of regulatory and swmory framework and a radical
change of mindset. This change was substantiaiaenisg it was achieved in only a
period of approximately ten years. Especially,pbkespective of EU membership and
the pre-accession requirements accelerated therrgfmcess and contributed to the
development by the transfer of know-how. The datghup process is still ongoing

in most of these transition countries.
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Table 4: Banking supervision in Central and EasterrEurope

Bulgaria Croatia Czech Estonia Hungary Latvia Lithuania  Poland Romania  Slovakia Slovenia
Republic
Supervisot CB CB CB CB SA+CB CB CB CB CB CB SA+CB
Capital requirements 5.5 3 15 5.5 0.1-15 5.5 5.5 6 6.2 14.4 4.1
($ mn)
Capital Adequacy 12 8 8 10 8 10 10 8/12-15 8 8 8
(%)
Large credit 25% of capital 20% of 25% of 25% of own 25% of 25% of 25% of 15% of 20% of 25% of 25% of
exposures capital capital funds capital capital capital capital own funds capital capital
Total non-bank N.A. 70% of 25% of - 51% of 60% of own 10% of 25% of 20% of 25% of N.A.
participations capital capital capital funds capital capital capital of  capital
non-bank
entity

Deposit insurance Under $11,700 $2,900 In $4,900 None $12,500 $3,400 $2,500 Being setup  N.A.

consideration preparation
Reserves/provisions 1.25% loans; Provisions 1% of loans, Yes 1.25% According  Yes Provisions 2% loans  Provisions N.A.
for bad debts according to risk  for different provisions loans; to risk for different for different

categories risk for different provisions  categories risk risk

categories  risk for different categories categories
categories risk
categories
Reform
Banking 2 3 3 3 3 3 3 3 3 3 3
Markets 2 2 3 2 3 2 2 3 2 3 3
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CHAPTER 3
BANKING EFFICIENCY AND STOCK PERFORMANCE IN CENTRAL

AND EASTERN EUROPEAN COUNTRIES

3.1. Introduction

The relation between stock returns and publicly ilalike information has
traditionally attracted the attention of researshieraccounting and finance. While
the majority of the literature focuses on earnirggsne recent studies examine other
firm attributes such as accruals, revenue surpriaed economic value added.
Motivated by the limited research in banking, thiady examines the relationship
between the cost and profit efficiency change aondksreturns in 39 banks of CEE
countries, as well as Turkey to see whether theaages have an explanatory power
on stock price returns. Notwithstanding the siguaifit body of literature examining
the banking system and stock markets, there ismomprehensive and satisfactory
empirical research, especially in CEE countriesensha number of changes in the
regulatory framework of financial system during theegration process of the EU,

have been brought about.

Share price performance is the best measure tondetewhether banks are creating

value for shareholders or not. Therefore, it mayekpected that efficient banks’

better performance may be reflected in their maptetes (directly through lower
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costs or higher output or indirectly through higleestomer satisfaction and higher
prices which in turn may improve share price penance). Relying on different
theories and hypothesis, such as the theory dfirtine theory of international trade,
agency theory and market discipline hypothesisheir tcombinations, some studies
have examined whether ownership structure, orgtoizaform or corporate
governance is related with differences in fron&#iciency. Implicit in most of these
theories is that in the banks or organizations witee type of the ownership or
organizational form producing stronger incentivectmtrol costs and/or augment
profits is expected to be more efficient. Markesaijpline hypothesis implies that
banks whose shares are publicly traded would bea&d to be more efficient, other
things held constant, to the extent that stockhsld& the firm can put forth
discipline over the management (Isik & Hassan, 2003erefore, the easily
transferable ownership structure of firms produoesntive for both shareholders to
monitor management performance and for bank masager improve their
performance, since it includes risk related withrahdvazard practices (Mamatzakis

et al., 2008).

In an efficient market, stock prices capitalize #ffects of managerial behavior for
future profits and the resulting information can bsed in contracts between

shareholders and managers (Fama, 1970).

The rest of this section is organized as followsor#ef review of literature focusing

on the determinants of banking efficiency and theiationship with the stock

performance of banks is presented in subsequetibise&ection 3.3 describes the
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data and the methodology is presented in sectidn Section 3.5 presents the

empirical results followed by a conclusion.

3.2. Literature Review

3.2.1. Theoretical Background

In the recent years, the rapid globalization of tin@ancial system along with the
developments in the technological innovations gase to competitive pressures in
the international financial markets. Thus, the nigednhance the competitiveness of
the financial system against these pressures andnbpete in this more liberalized
environment have become one of the major issudsank managers, the central
banks as well as the governments. As a resultesfetithanges, the degree of bank
complexity has increased since the banks moved afn@y being traditional
intermediaries to more-market oriented institutiomberefore, since earnings can
only explain a small proportion of stock price mments (Kothari, 2001, Chen and
Zhang, 2007), other kinds of information sources rageded to explain the changes
in stock prices of banks (Abuzayed et.al., 20095 bbserved that the recent studies
have concentrated more on the impact of additiguaisible information sources
such as accruals (Sloan, 1996; DeFond and ParK)_20€venues (Jegadees and
Linvat, 2006) and economic value added (Biddld.etl997) as well as efficiency on

stock prices and returns.

The efficiency of banks has some peculiarities tegterve special treatment as the

banks carry great importance in stability of theaficial system. In order to survive

and succeed in the competitive environment, bah&sld operate efficiently. Banks
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that operate efficiently can sustain their compagiadvantage in the market and thus
produce sustainable profits. The stock prices ins&alue with the stockholders’
expectations, and thus, create value for the sbhtets. Efficiency estimations of
banks can be used an important proxy to represéaink’s competitive advantage

which has an influence on current and future padéptofitability.

Efficiency measures are assumed to have severahtalyes over traditional ratios in
explaining the stock performance, since they areeniikely to be informative
Thanassoulis (1996) argued that the efficiency measderived from estimation
models take into account simultaneously both thpait and outputs of the banks,
rather than the traditional accounting ratios, whene input (e.g. total assets) is
associated with one output (e.g. profit) each tidkezording to Bauer et al. (1998),
the efficiency measures seem to be superior relatithe standard traditional ratios
from financial statements to assess the performahtdee banks. They claimed that
this stems from the fact that the estimation oficefhcy requires the use of
programming or statistical techniques that attertgptremove the effects of
differences in input prices and other exogenousketafactors influencing the
standard performance ratios. More specifically neth®ugh the accounting ratios do
not create a distinctive feature for each bankicieficy estimates result in a
distinction among the banks because they includguennformation not covered by

balance sheet data.

The efficiency measures, which primarily consisbpérating efficiency and market

efficiency, provide information about the performanof the financial institutions

® The study of Beccalli et al. (2006) supported thatodel that includes efficiency estimates derived
from analysis explains a much higher variability stock prices than a model developed with
traditional accounting ratios.
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and markets (Stiglitz 1981). Farrell (1957) defimgerating efficiency in terms of
cost minimizing (consuming less inputs for the saexel of outputs) or profit
maximizing (producing more outputs for the same amaf inputs) based on the

accounting values.

According to a major stream of financial literaturearket efficiency, referred as
information efficiency (Ball 1989), is the degre® which stock prices reflect all
available, relevant information. The concept dicegncy first emerged with Roberts
(1959). Later, Fama (1965) who first used the tdmarket efficiency” in the context
of securities markets, defined it as:
“a market where there are large numbers of ratjopedfit maximizers
actively competing with each trying to predicture market values of
individual securities, and where important currémormation is almost
freely available to all participants.”
In an informationally-efficient market, prices drettraded assets, e.g., stocks, bonds,
or property, already incorporate all relevant peligliknown information, implying
that it is impossible to consistently outperforme tharket using information that the
market is aware of. Information or news in theaéint market hypothesis is defined
as anything that can affect the prices that is onknin the present and thus appears

randomly in the future.

An important aspect in the efficient market the@ythe term Informatiori. The
information set can be extended beyond past pticesiblicly available information
such as public earnings announcements and stoitk. $ffficient market hypothesis

requires that
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a) publicly-available information is costlesslyadable to all market participants,

b) transaction costs are ignored in the tradinguisiges, c) all market participants

agree on the implications of current informationttee current and futures prices the
each security. Efficient market hypothesis alsoumss that the reactions’ of
investors should be random and follow a normalritstion pattern. In an efficient

market, it is unlikely that a consistent, abnorpraifit can be made.

Fama (1970) maintained his search into the efficiemarket hypothesis by
distinguishing the nested information into thredassdistorical prices, publicly-
available information and all information includimgivate information. By taking
into account these three different sets of inforomathe developed three forms in
which the efficient market hypothesis is statedeak form efficiency”, “semi-strong
form efficiency” and “strong form efficiency”. Eaaf these forms requires different
implications for how the markets work. In a weaknficefficient market, no investor
can earn excess return by developing trading roées®d on the historical price or
return. In the case of the semi-strong form efficie all the publicly available
information is incorporated into the prices. Thaafitype of market efficiency is the
strong-form efficiency, supporting the view thaicps would reflect all publicly
available and insider trading information. Breakayd Myers (1991) implies that
stock value performance is the best measure whetbdirm is creating value for its

shareholders, by finding a positive relationshinaen estimated banks’ efficiencies

and their stock prices.

Efficiency measures are estimated by using then@i@h statements of the banks. It is

expected that efficient firms (directly through lemcosts or higher outputs) perform
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better than inefficient firms and thus this crigewill result in a change in market
prices, suggesting that higher efficiency leveksdleo higher customer satisfaction

and thus higher stock performance.

Considering the importance of the financial institns on the development of the
financial system in a specific country, researdiege become much more interested
in the relationship between the efficiency estimaté banks, which convey a

competitive advantage to a financial institutiowl @imeir stock performance.

3.2.2. Empirical Research

Consideringhe importance of the financial system in attainiing overall economic
performance with changes in the regulatory enviremimand the globalization of
financial markets, a great deal of effort has b@ewle to investigate the efficiency of
banking firms by using parametric or non-parametrantier techniques. A large
body of literature on banking efficiency spanninbadf-century has concentrated on
the United States (Berger and Humphrey, 1991; Berd®93; Jagtiani and
Khanthavit, 1996; Miller and Noulas, 1996 and Berdg®emsetz and Strahan, 1999).
Taking the structural changes in European bankmlyistry into account, there is

relatively more and a growing literature on Eurapbanking efficiency.

Altunbas, Evans and Molyneux (1995) used stochdsbictier analysis (SFA) to
calculate the technical inefficiencies using a dagtaof 196 German banks in 1988.
They found a mean inefficiency score of 24%, sutiggshat if the German banks

were to operate efficiently, they could produce sheme output with only using 76%
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of the inputs. The results indicated that bank®rof§ a wider range of mixed
products were more efficient than other banks, yingl the significance of the
product diversification. There are several studiest attempt to measure the
efficiency scores of the German banks by applyiiifgreént types of methodology
(Lang and Welzel, 1996; Lang, 1996; Lang and Wel26B8; Welzel and Lang,

1997).

In these studies, different approaches were usstlitty the efficiency of all types of
German banks, such as credit, savings and cooperadinks and the evidence of
economies of scale and economies of scope werestlsiied. Lang and Welzel
(1996) studied the cost efficiency of German coafpee banks employing stochastic
cost frontier approach. They found that the ovetalt efficiency of cooperatives
deviate from the frontier. They also found cleardence of economies of scope.
Lang (1996) studied the efficiency of German creshivings and cooperative banks.
The evidence of the study showed a considerableedef X-inefficiency and scale
inefficiency for the German banking system. On dtieer hand, Lang and Welzel
(1998) used the thick frontier approach to studst @fficiency of German universal
banking system. They found the minimum efficiergesior German banks to be
about 2 to 5 billion marks of total assets. Thigess smaller than optimal sizes for
other European banks that have been found in #naqus studies. The authors also
found the economies of scope for only medium-sizaaks, even though small and

large banks suffered from diseconomies of scope.

In another study, Welzel and Lang (1997) used DBAstudy the efficiency of

German universal banking system. They found a densble degree of cost
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inefficiency across all bank sizes. The techninafficiency was found to be greater
than allocative inefficiency. The results also ssjgd a tendency for overall
efficiency to slightly increase with bank size. Hower, there was one result which
contradicted the findings of Lang and Welzel (1998)ing nonparametric approach,
Welzel and Lang (1997) found the optimal bank sizbe around 100 to 250 million
marks, smaller than the 2 to 5 billion marks of firevious study by Lang and

Welzel (1998) which was based on parametric approac

Favero and Pari (1995), in a study in Italy, atteedpgo measure technical and scale
efficiencies of 174 commercial banks during 199%ind data envelopment analysis
(DEA), their results indicated the existence of hbdechnical and allocative
inefficiencies. Several reasons were given toarphe inefficiency estimates, such
as differences in size, productive specializatiod &cation of the banks. Larger
banks seemed to be more efficient than smaller.dirtes significance of productive
specialization was perceived as evidence of higfferiency for banks engaging in
universal banking. The geographic differences fitiehcy estimates may be treated

to the different size of the banks that operatisvim distinct regions of Italy.

Resti (1997) investigated the cost efficiency o0 2falian banks between 1988 and
1992. By comparing both parametric and non-paramétchniques, Resti (1997)
found that two estimation methods yield similarutes resulting in the efficiency
estimates of around 70% to 80%, which remain comstaer the whole sample
period. Also, the results of the comparison pointed that the cost efficiency
measures do not differ dramatically because of Jagh rank-order correlation

between DEA and SFA. He indicated that banks ojmgrah Northern Italy were
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more efficient those in Southern Italy. This comfér the regional differences in
efficiency estimates due to the different size ahlks between the Northern and

Southern lItaly.

Girardone et al., (2004) analyzed the main deteants of Italian banks’ cost
efficiency to measure X-efficienciésand economies of scale over the period
between 1993 and 1996, by using a Fourier-flexdébtehastic frontier. They found
that mean X-inefficiencies range between 13 angetbent of total costs and tend to
increase over time for all banks irrespective aesiFollowing Spong et al. (1995),
they implemented a profitability test to allow fitre identification of banks that are
both cost and profit efficient. The results of theidy suggested that the most
efficient and profitable institutions are able tontrol all aspects of the costs.
Moreover, the authors carried out a logistic regjmms model to consider the bank —
specific and market factors that affect the efficies’ of Italian banks. The results
were in line with those of Mester (1993, 1996), iimy that bank inefficiencies
were negatively correlated with capital strengthl aositively correlated with the
level of non-performing loans in the balance sh@ete interesting conclusion that
can be inferred from the study was that banks quiotstock markets appeared to be

more efficient than their non-quoted counterparts.

Mendes and Rebelo (1999) studied efficiency, prodiig and technological change
in Portuguese banks over the 1990 and 1995 timedyausing a translog variable
cost function and SFA. They found that increasempetition due to deregulation,

the opening of borders, granting of new bankingriges, and privatization over the

® X-efficiency is defined as the ratio of minimumst® that could have been used to to produce a
given output bundle.
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last few years did not lead to an increase in texail efficiency performance of

banks in Portugal. The existing entry barriershsas language, culture and market
knowledge may have vanished with the crescent Bamntegration and the launch
of a single currency. The annual efficiency scatielsnot substantially increase over

time; and the number of banks became less incregsed compared to early 1990s.

A more recent study by Canhoto and Dermine (20@8gstigated the impact of
deregulation process, which was accompanied byribation of new banks in the
market, on the efficiency gains of the Portugueaeking system over the years
1990-1995. They also attempted to quantify thetikaaefficiency of new domestic
banks compared to that of older existing banks.ni§yshon-parametric DEA
technique, they concluded that the new banks oiaimeed the older ones in terms

of efficiency with an average score of 77% compaoe6l%.

In a study by Lozano-Vivas (1997), profit efficiees were estimated for 54 Spanish
savings banks over the 1986-1991 time period bylyamgp the thick frontier
approach. The authors measured the profit ineffies of the banks by employing
cost and revenue inefficiencies. They suggestedrévenue inefficiency may be as
large as or even larger than the cost inefficiefucythese Spanish saving banks as
the profit inefficiency was twice as large as tlwstcinefficiency. The empirical
results also found that the average differencerdafitp between the most and the
least profitable banks in Spain was 40%. They sstggethat two thirds of the

difference was due to the overuse of inputs or nus of outputs.
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Moreover, Grifell-Tatje and Lovell (1997) applied EB technique and the
generalized Malmquist productivity index techniqums commercial and saving
banks of Spain over the 1986-1993 time period. Thewided evidence of an
increase in productivity growth consistently forthbb&inds of banks. The results of
this study suggested that the deregulation praceSpanish banking sector was not
completely over. A few other studies analyzed theking efficiency of Spanish
banks employing different techniques such as GémedaMalmquist productivity
index, DEA for different time periods and samplddlizing different input and

output variables (Pastor et al, 1994).

More recent studies have expanded these analysssvéwal developing countries,
where the developments of financial systems hawsvshan increasing trend as a

result of the financial liberalization policiestime early 1980s.

Applying two alternative input-output models usiagvialmquist total productivity
index, Leightner and Lovell (1998) measured thaltptoductivity growth of Thai
banks during the period 1989-1994. The authorsatedethat the productivity of
banks increased after the liberalization processesithese policies removed the
government control over the financial system bydpng a more competitive and

flexible environment for the banks.

Two major works on the Korean banks showed corttadi results. Using a similar
approach to Leightner and Lovell (1998), Gilbert aftilson (1998) stated that the
financial liberalization enhanced the productiviyKorean banks. Conversely, in a

more recent study, Hao et al. (2001) employed arpatric stochastic frontier
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approach. The results indicated that financialrbeation in Korea did not have a

positive impact on the efficiency of banks.

Kumbhakar and Sarkar (2003) examined the growthtad factor productivity to see
the impact of financial liberalization on 23 publéector banks and 27 private
domestic banks of India over the 1985-1996 perigdestimating a translog cost
function and dividing total factor productivity mtthree basic components, a
technological change, a scale and a miscellane@us Phe empirical results
suggested that deregulation did not materially eobaotal factor productivity of
public banks in India. Moreover, the authors foancbnsiderable over-employment

of labor in Indian banks.

By employing Distribution Free Approach (DFA), Hgrdnd Patti (2001) analyzed
the effects of the financial sector reform on thefipability and efficiency of 33
banks in Pakistan during 1981-1988. The main cammtuobtained was that the
principal effect of financial market reforms resaltin an increase in both revenues
and costs. However, the benefits of improvementewenue efficiency were swept
away by cost inefficiencies (such as borrowers dagositors). Thus, the reform
program did not lead to a rise in overall profitépiof the banks due to the higher

deposit interest rates and intensified competition.

Sufian (2009) contributed to the existing literatusy providing new empirical

evidence on the impact of East Asian crisis ondhiieiency of banks operating in

40



Malaysia during the period of 1995-1999. The namametric frontier-based (DEA)
method was used to estimate the technical, puhmieal and scale efficiencies

This study concentrated on three basic approadaasely intermediation approach,
value added approach and operating appfoxlinvestigate the robustness of the
estimated efficiency scores under a variety of raéttves and compare how
efficiency scores altered with respect to the clkarg inputs and outputs. Finally, he
analyzed whether the ownership structure and éiffebank specific characteristics
such as size, non-performing loan ratio and capa@abn affect the efficiency

estimates.

The finding revealed considerable inefficiencies Ntalaysian banks, especially
subsequently after the East Asian crisis. Furtheem®ufian (2009) found that bank
efficiency was positively related to intensity adahs and negatively related to

expense preference behaviand economic conditions.

" The basic DEA model, developed by Charnes ef1878) implied the assumption of constant
returns to scale (CRS). However, this assumptios rekaxed for the use of variable returns to scale
and scale economies. The output of this model ésatverall technical efficiency of each decision
making unit. The use of variable returns to sc¥lRS) divides the overall technical into a produtt o
two components; pure technical efficiency and se#fieiency (Banker.et al., 1984). Even though the
pure technical efficiency is related with the dlibf managers to use firms’ given resources, taes
efficiency refers to using scale economies whegeptloduction frontier shows CRS.

8 In the banking literature, there are main appreadhat attempt to define inputs and outputs of the
banking institutions. These reflect different waysvhich efficiency of banks can be evaluated. The
production approach evaluates the efficiency frdra perspective of cost/revenue management.
Banks use capital and labor as inputs; producedsiejand loan” service. Under the intermediation
approach, financial firms act as an intermediartwien savers and borrowers and total loans and
securities are considered as outputs whereas dejpdsng with labor and physical capital are define
as inputs. On the other hand, value added apprassiimes that all the assets and liabilities of the
bank have the characteristics of ‘product’. Themfdhe items that yield higher returns, in other
sense, higher value, are considered as ‘main pteduc

° Expense preference theory, which was proposed iligifvson (1963), states that managers of firms
that possess market power and in which ownershéppsrate from control will employ an input mix
that deviates from the cost minimizing input mixaiagers of these firms would like to maximize
utility, thereby spending more than the cost miaing amount on certain inputs for which they have
a preference. This theory has been tested extéysivaéhe savings and loan, banking, and utility
industries. (see Awh and Primeaux 1985; Blair atacdhe 1988; Edwards 1977; Hannan and
Mavigna 1980; Mester 1989).
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Furthermore, a number of other studies have usess-@ountry samples. Allen and
Rai (1996) compared the cost efficiency in bankamgong a group of countries
including Austria, Australia, Belgium, Canada, Denly Finland, France, Germany,
Italy, Japan, Sweden, Switzerland, U.K., and th8.Ulsing parametric techniques
on 194 banks for the 1988-1992 period, the empifindings revealed that smaller

banks in all of these countries showed evidenaagpiificant economies of scale.

Berger and Humphrey (1997) gathered 130 studigsapplied frontier efficiency
analysis to financial institutions in 21 countries test banking efficiency. They
outlined that depository financial institutions ilBa, savings & loans and credit
unions) experienced an average efficiency of araf¥d. Cost efficiency was found
to be more important than market concentrationxplaning financial institution
profitability. Results from this study suggestedatthderegulation of financial
institutions could either increase or decreasecieficy, depending upon industry
conditions prior to deregulation. Similar findingere valid for mergers and
acquisitions, implying that consolidation appeatedring no clear and significant

cost improvement.

Maudos et al. (2002) investigated the cost anditpefficiency of banks in a sample
of ten EU countries for the period 1993-1996. Ugiagel data frontier approach®s
they found high levels of efficiency in costs andvér levels in profits, implying the

importance of inefficiencies on the revenue sidebafking industry. Due to the

19 Four parametric panel data approaches are empléiyed effects model, random effects model,
stochastic frontier approach (SFA) with panel datd the discounted frontier approach (DFA).
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different banking systems of the EU, some explawyatariables® have been used to
reflect the differences in efficiency estimationghese countries. From these results,

the variation in profit efficiency was found to geeater than cost efficiency.

In addition to the concentration on the bankingicefhcy of both individual

countries within developing markets as well as smsuntry samples, there have
been a few recent studies that examined the bamdsiing in CEE countries. Even
though some of these studies concentrated on thhVicountries in CEE, the main

emphasis was given to the cross-country samples.

Hasan and Marton (2003) evaluated the cost andt petifciencies of banks in
Hungary which stood as the first country in theilwago establish a privately owned
banking sector that successfully overcame the buodéad debts, massive under-
capitalization and high concentration (National Basf Hungary, NBH, 1998).
Using SFA and a sample period of 1993-1998, thelegb@verage estimates
indicated a cost inefficiency of 28.76 and prafiefficiency of 34.50. Therefore, this
implies that an average bank could improve its @xl profit inefficiencies by
28.76% and 34.50% respectively, thus matching @gopmances with the best
performing ban¥. Banks with foreign ownership were found to bendigantly less

inefficient than their domestic counterparts.

1 Size, specialization, other characteristics spedid each bank (loans divided by total assets,
standard deviation over time of bank’s annual retam assets), and characteristics of the market in
which they operate (Herfindahl index, GDP growtbtwork density).

12 Cost or profit efficiency analysis is a sophistizhway to ‘benchmark’ the relative performance of
production units based on the distance (in ternmoef and profit) of a production unit from the bes
practice equivalent. This is given by a scalar measanging between zero (the lowest efficiency
measure) and one (corresponding to the optimumugtah unit), implying that the best practice
firms are 100% efficient.
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In a more recent study on the Polish banks, Ni&rel Opiela (2002) estimated the
relationship between banking efficiency and ownigreluring 1997-2000 by using
the distribution free approach. They reported thegign banks servicing foreigners
and business customers are more cost-efficientdsst profit efficient than other

banks in Poland.

Jemric and Vujcic (2002) analyzed the relativecsgficy of banks in Croatia over
the period 1995- 2000 using a non-parametric DESellaon the size, ownership
structure, date of establishment and quality ofetsssThe results showed that
foreign-owned banks were found to be more efficibiain state and private-owned
banks. Moreover, they have found that smaller baksided a higher efficiency
performance globally whereas larger banks seemée tocally efficient. The main
particular factors contributing to the poor perfamoe of the state owned and older
banks versus foreign-owned and newer banks weredah#ber of employees and
fixed assets. Furthermore, the banks having velgtiess non-performing loans in
their balance sheets were more efficient, whicboigsistent with the operating and
intermediation approach. With the ongoing constlah process, this relationship

became increasingly evident in Croatia.

By using SFA, Weill (2002) estimated the cost edincy of banks in Poland and
Czech Republic for 1994 and 1997 period in ordetesh whether the restructuring
programme implemented in Poland brought an impre&rdnon cost performances
for the whole Polish banking system. The geneiradifigs of the comparative
evolution indicate that even though the average e@igiency improved in both

countries within two years, Polish banks generdtggher efficiency scores than
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Czech banks. The findings supported the argumexitttie Polish banking system

had benefited from the restructuring programme.

Subsequently, Weill (2003) employed SFA to measast-efficiency scores for a
sample of thirty-one Polish and sixteen Czech baml®997, taking into account the
ownership structure of the banks. He found that effeciency estimates of the
foreign-owned banks (70.4 percent) were higher thanrdomestic-owned banks (62
percent), which is in line with many other studi@ne possible explanation for this
difference may be the differences in size, stractaf activities as well as risk
management between foreign and domestic-owned bémkmoth studies by Weill,

country specific variables, taking into account ttiéferences in financial and

economic system for each country, were not includedthe model.

Kasman (2005) provided an empirical analysis far ¢stimation of cost efficiency
and scale economies of Polish and Czech bankiniuithsns for the period of 1995
to 2000 including country-specific environmentatighles? into the common cost
frontier in SFA. The findings suggested that, withenvironmental variables, banks
operating in Poland appeared to produce much higifierency scores than the ones
in the Czech Republic. However, with the inclusadnthe environmental variables
into the common frontier estimation, the differend®etween both banking sectors

declined dramatically. Conclusively, the results thfis study indicated the

13 Due to the differences in the macroeconomic emvirents as well as the banking structures in each
country, a common frontier is estimated with takseyeral geographic, market structure and depth
variables into account. These variables are divid®o three specific groups. The first group inlgs
density of population, income per capita and thesitg of demand for each country. The second
group contains average capital ratio and interntiediaratio. The final group includes some
environmental variables such as GDP, GDP growtfiation and main telephone lines per 100
inhabitants.
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importance of including environmental variablestle definition of the common

frontier.

Furthermore, the results of this study suggestat ttie foreign owned-banks were
significantly more efficient than domestic bankghe Czech banking system. Thus,
this indicated that the degree of the opennesshefblanking market to foreign
competition had a positive impact on the perforneaot Czech banks. This study
also found significant economies of scale for bathntries. Similar to the previous
findings, although significant economies of scalerevfound for small banks, for

large banks, the results suggested significantdisamies of scale.

Besides the efficiency literature on transition mioies, there have been a number of
studies on efficiency issues of Turkish banks (@rad Yolalan, 1990; Zaim, 1995;
Mercan and Yolalan, 2000; Cingi and Tarim, 2000tuAbas et al., 2001; Isik and
Hassan, 2002, Isik and Hassan, 2003). The incrieatiee competition led to the
reduction in costs, resulting in termination of toffiable branches and reduction in
the number of staff. In some earlier studies (Z&aif95; Ertugrul and Zaim, 1996),
the impact of financial liberalization on the effincy of Turkish banking sectors
was examined. The results indicated that the lilzastéon programs and regulations

produced a positive impact on efficiency.

Mercan and Yolalan (2000) compared the efficienoyras of Turkish banks before
and after the liberalization. They concluded tH#taaugh the efficiency of Turkish
banks was an increasing trend until the year 1888 the support of financial

liberalization, after which it started to declim@ssibly due to the effects of the 1994
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financial crisis. Cingi and Tarim (2000) estimatkd efficiency scores of private and
public banks in Turkey between 1989 and 1996. Tibapnd that public banks were
less efficient than the private banks. In addititrey provided a strong evidence of

the scale problem in the banking sectors.

In a more recent study, Isik and Hassan (2003) ¥eAl to create a Malmquist total
factor productivity index for Turkish banks duri©t§80-1990 interval. The empirical
findings suggested that the performance of the ®amproved after the financial
liberalization programs, which was consistent with findings of Zaim (1995) and
Ertugrul and Zaim (1996). In contrast, using nonapaetric DEA, Yildirim (2002)

revealed that both pure technical and scale effoyieneasures of Turkish banks
showed a large disparity through 1988 and 1999ate Furthermore, Turkish

banks did not produce any efficiency increase ie Helected period. These
differences could result from the variations in thethodologies and the sample
period. He has also asserted that efficient ban&se wnore profitable and both

technical efficiency and scale inefficiency wereitiely related to size.

A number of more recent studies examined the efiicy levels in cross-country
samples including many countries in transition @coies to enrich limited literature
on these economies. Fries et al. (2002) exploregénformance and profitability of
515 banks in 16 transition economies over the y&894-1999, focusing particularly
on their credit policy. The general findings sudgdsthat performance of banks
depends significantly on the reform environment #r& competitive conditions, in
which they operate. The authors concluded that banth high market shares have

higher costs and also achieve lower margins on &ehdeposit activities. With the

a7



significant progress in banking and related entsepreforms, banks have been
earning higher margins over their marginal costusfds in the loan market and
appeared to offer competitive margins on depositsistv still providing overall

negative returns on equity. On the other hand, amkd been providing high
negative returns on loans, largely at the expehskepositors. The results indicate
that the loan management was more efficient in Ingfbrm countries compared to

low reform countries.

Grigorian and Manole (2002) conducted a comprekensioss-country analysis of
the Central European (CE), the Southeastern Eunof@E) and Commonwealth of
Independent States (Ci$)countries between 1995 and 1998. Employing a non-
parametric DEA approach, they considered difference commercial bank
efficiency across transition countries against dewarray of variables describing
macro environment, regulatory regime, institutionglality and enterprise
restructuring. The results of the DEA analysis edee that with the exception of
1997, banks in the CE region are more efficient ttse in other countries in terms
of both revenue-generating process as well astyldi provide service to their
clients In addition to stressing the importancetto$ wide range of variables, the
results of the study suggested that the privatradf banks does not necessarily lead

to significant improvements in efficiency.

Yildirim and Philippatos (2002) estimated the a#ficy by using SFA and

distribution free approaches for a sample of thekbaon 12 transition countries

* The first cluster, Central Europe (CE), includese€h Republic, Hungary, Poland, the Slovak
Republic and Slovenia. The second cluster, SouttieaEurope (SEE), consists of Bulgaria, Croatia,
Romania, Estonia, Latvia and Lithuania. Finallye third cluster, the Commonwealth of Independent
States (CIS) includes Armenia, Belarus, Kazakhdtoidova, the Russian Federation, and Ukraine.
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during the period 1993-2000 by comparing the edficly level against non-transition
countries, including Russia and Macedonia. Theyndothat foreign-owned banks
were more cost efficient but less profit efficieghéin other banks in these transition
countries. In addition to the analysis of the ergsstudies, Yildirim and Philippatos
(2002) included the country and time effects in ¢élsémation and found significant

country differences in profit and cost efficiency.

One of the most comprehensive and recent crossgostudy for the efficiency

measures in transition countries was conducted fgs Fand Taci (2005). They
conducted an analysis on the cost efficiency of B&8fks in 15 East European
countries to gain a clear understanding of thesftamation process in the banking
system. The empirical findings provided strongedence of non-linear relationship
between the progress in banking reform and costieficy. Their results asserted
that private banks were more efficient than stateex banks, which is consistent

with the results of earlier studies in the traositcountries.

With the inclusion of country-specific variablestanstochastic cost and profit
frontiers, Kasman and Yildirim (2006) investigatedst and profit efficiencies in

eight CEE countries that became the members ofgdearo Union during the period
1995-2002. The average cost inefficiency and pinéfficiency scores were found
to be 0.207 and 0.367 respectively. The resulthisfstudy displayed a wide range
of cost and profit inefficiency results across does and across different size
groups. However, there was no consistent increadéd efficiency scores of the
banks over time. The findings associated with theact of the foreign ownership on

the efficiency levels of the banks supported theierastudies, suggesting that the
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efficiency scores of foreign banks in those sebbct®untries outweighed the

domestic banks.

The studies mentioned above explored various issuleank efficiency. Most of the
existing studies in the literature mainly dealt lwithe estimates from different
approaches (Berger and Mester, 1997; Bauer etl@87). Other studies in the
literature compared the efficiencies of foreign kmmand domestic banks (Sabi, 1996;
Mahajan et al., 1996; Havrylchyk, 2006; Kraft et, @006 and Sensarma, 2006),
whereas some studied the impact of risk on bankifigiency estimates (Mester,
1996; Kwan and Eisenbeis, 1997; Altunbas et alQ02@nd Pasiouras, 2008).
Furthermore, the other studies in literature foduse the off-balance sheet activities
(Tortosa and Ausina, 2003 and Pasiouras, 2008)eordle of environmental factors
on bank efficiency (Dietsch and Lozano-Vivas, 20B@rger and DeYoung, 2001;

Chaffai et al., 2001; Cavallo and Rossi, 2002).

3.2.2.1. Banking Efficiency and Stock Performance Literature

Despite a very large amount of literature on baglefficiency, only a few studies
have attempted to investigate the relationship eetwbank efficiency and stock
performance. Among few studies that tried to eualuhe explanatory power of
various efficiency scores on bank stock marketrnstupublicly listed bank data was
utilized. Over the past decades, the traditiona@loanting performance measures
were used to explain the stock price changes. Merean these studies, it was

stated that the magnitude of changes in stock a2 not reflect the magnitude of
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changes in earnings However, the use of accounting-based financiéibsato
measure the bank performance has been criticizeg siccounting data ignores the
current market value of the bank and does not ptessonomic-value maximizing
behavior (Kohers et al., 2000). In addition, thésancial ratios do not take into
account the input price and the output mix (Bergied Humphrey, 1992). Due to
these difficulties, Berger and Humphrey (1997) &=dier et al. (1998) concluded
that in terms of measuring performance, efficienfier approaches seem to be
superior when compared with the traditional finahcatios analysis gathered from
the accounting statements. Furthermore, BergerHundphrey (1997) claim that,
together with the economic optimization mechaniBontier approaches provide an
overall objective numerical score, ranking and #iciency proxy. Hence, they
argue that efficiency proxies of the frontier apgmio are better measures of bank
performance. In subsequent studies, the focus wstigation is shifted from the
traditional accounting measures to the efficiemoptier approaches to observe how

they affect the stock prices or returns.

Cooper et al. (2003) and Beccalli et al. (2006)nped out that the literature on
accounting information and stock returns generalbes not include banking
institutions because of their high leverage ancemtistinguishing characteristics
peculiar to the industry (e.g. regulations). Inagtempt to close this gap, in the recent
years, some studies have examined the relatiot&tipeen banking efficiency and
stock return¥. However, this specific strand of literature rensaiather limited with

only a handful of country-specific studies coveriAgstralia, Greece, Malaysia,

1% Kothari (2001) for a complete review of the litenz.

% In addition to the bank efficiency and stock retstudies, Cooper et al. (2003) investigated the
predictability of the cross-section of bank stoekurns by using information contained in individual
bank fundamental variables such as income fronvdtve usage, previous loan commitments, loan-
loss reserves, earnings and leverage.
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Spain, Singapore and the U.S. As such, Adenso-axalzGascon (1997) sought to
establish a relationship between stock performarak four different measures of
partial efficiency, namely, production costs, bfametwork distribution estimated
by the use of DEA, systematic risk and unsystengic in the Spanish banking
sector. The data included the twenty three of tweirdht banks currently quoting on
the Madrid Stock Exchange over the period 1993 ufjino1995. The empirical
evidence suggested that the most significant eapday variable in explaining bank
stock performance was the unsystematic risk of ®arlk a similar study, with the
use of DEA, Chu and Lim (1998) conducted a detadedlysis to estimate the
relative cost and profit efficiencies of a panelsof Singapore-listed banks over the
period 1992-1996. The authors reported higher @eecast efficiency compared to
average profit efficiency. The regression resuttsuinented that changes in bank

stock prices were more related to changes in pratfiter than cost efficiencies.

Eisenbeis et al (1999) explored the impact of effitiency estimates for a sample
of large US bank holding companies by employing D&#d SFA to investigate
whether these estimates could explain the riskatakbehavior, managerial
competence and bank stock returns. Based on thksre$ the study, consistent with
the studies of Adenso-Diaz and Gascon (1997) anda@k Lim (1998), they found
a negative relationship between cost inefficienog atock returns. Furthermore,
they suggested that the cost efficiency resultSEA produced more information
associated with the bank stock returns when cordpai¢gh the DEA efficiency

estimates. The majority of the studies solely catreged on the individual countries.
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Using DEA, Kirkwood and Nahm (2006) constructed edficient frontier for ten

banks listed on Australian Stock Exchange to esértteeir profit efficiency and then
related the profit efficiency scores to stock reglt The results indicated that
changes in profit efficiency are statistically sfgrant in determining the stock
returns of banks, particularly the regional banksthe sample, implying that all
publicly available information regarding the prosizeof a firm is reflected in the

stock price.

In a more recent study by Pasiouras et al. (2008, association between the
efficiency estimates and share performance of honeercial listed banks in Greece
over the period 2001-2005 has been examined usiBg Bpproach. Due to the
constant returns to scale and variable returnsctdesassumption of DEA, the
average technical efficiency score under consterirms to scale was found to be
0.931, whereas this score increased to 0.977 uti#ewariable returns to scale
assumption. The scale efficiency of the Greek baeksilted in a level of 0.953.
Following the efficiency scores, the regressionultssreported a that technical
efficiency was statistically significant and posdiy related to stock returns,
however, no significant relationship was found kesw the scale efficiency and

stock returns.

Sufian and Majid (2006) investigated the assoamtietween cost and profit
efficiencies and their stock performance in Malagsgbanks, listed in Kuala Lumpur
Stock Exchange during 2002-2003. This is one oflithéed number of studies in

the emerging markets. The cost and profit effidemovere derived from DEA

" They included profit efficiency, rather than cefficiency, as an explanatory variable into the
model since they stated that profit efficiency cags both cost and revenue efficiency.
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estimation models. They found that the cost efficieof Malaysian banks was on
average significantly higher compared to profiticécy. Additionally, similar to
the findings of Chu and Lim (1998), they suggesthdt the stock prices of
Malaysian banks react more towards the improvemienizofit efficiency rather

than the improvements in cost efficiency.

In a similar study, Erdem and Erdem (2008) examinéatther three efficiency

scores (technical, allocative and economic efficyg¢rof Turkish banks traded on
Istanbul Stock Exchange over the period 1998-208d & significant explanatory
power in stock price returns. The efficiency scarbgined from DEA was included
into the CAPM model as an explanatory variable. yTkencluded that average
efficiency scores of the banks showed a significkedline between 1999 and 2001,
and started to increase after the financial ciisi8001. They found that changes in
the economic efficiency could not explain the vioia in stock price return

movements.

Majid and Sufian (2008) investigated the relati@tmeen Chinese banks’ efficiency
and their share price performance during the pesiot©97-2006, while controlling
for other banks’ specific traits The technical, pure technical and scale effigienc
were estimated by using DEA. Bank efficiency waani to be related to bank
characteristics. Furthermore, they found that altfirochanges in technical efficiency
are statistically significant in determining banlk$iare returns, scale efficiency has

no explanatory power on the variation in stock @neturns.

18 Bank specific factors that included in the mode! ®tal bank deposits, ratio of total loans tokban
total assets, total bank assets, total non-intergense divided by total assets, total non-interes
income divided by total assets, total shareholéensty divided by total assets, return on asset and
finally investment capacity measure, calculatethasstment divided by total assets.
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In a cross-country setting, Beccalli et al. (2066)imated the cost efficiency scores
of banks located in France, Germany, Italy, Spaoh @K in 2000 by using DEA and
SFA. They have enriched the study by determinimglitik between such measures
and market performance of financial institutionsheTfindings indicated that
reflected percentage changes in cost efficiencywellected in changes in the bank
stock prices. This association was, especially, emapparent with the efficiency
estimates obtained from DEA rather than SFA. Thibas stated that one possible
explanation could be the proximity of DEA with theccounting measures of

performance.

loannidis et al. (2008) examined the relationst@fwieen bank efficiency change and
stock returns for a sample of Asian and Americamkbabver the period 2000-2006.
They employed SFA to estimate the cost and prdfitiency of banks, while
accounting for environmental differences. The msswf this study indicated a
positive and robust relationship between profit aast efficiency changes and stock

performance.

Overall, the existing literature provides similardings in terms of the dependence
between the efficiency scores of the publicly isbanks and their stock price return
performance, suggesting that changes in efficianegsures are reflected in stock
returns. Despite these facts, the literature stiffers from a scarcity of studies on
CEE countries that include the new members of the & well as candidate

countries. In fact, to date, no single study thaestigates the link between the bank
efficiency and stock performance was found. In tleispect, this study attempts to

fill in this gap and provide a significant contrtmn to the literature. Moreover, the
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selection of an updated dataset will help the bawanagers, policy authorities to

review their policies in a dynamic environment.

3. Data

In this section, a brief discussion of charactmssof data set is provided. Data set
for the annual balance sheets and income stateroépigblicly traded banks were
obtained from Bankscope This database allows the researchers to make
comparisons across countries. This is a cross-ppuetiidy that must consider the
accounting heterogeneities across different syst&mse this database classifies the
firms in terms of specialization, it provides catency in accounting systems.
Additionally, in this dataset, the data are avadalboth in national currencies and

U.S. dollars.

The data series chosen is denominated in U.S.rdolkvoid different inflation rates

and parity differences observed in each of thecsatdiecountry. Monthly stock prices
of all listed banks were obtained from stock exgesnof each country in the sample.
The national stock price data is converted into. d@lar by adjusting the exchange

rate against dollar.

The full data set is comprised of commercial baokesr the period 1995-2006 from
the seven CEE countries, which already joined thé df are candidates. The
countries included with the number of banks in ptreses are Croatia (14), Estonia

(2), Hungary (2), Latvia (2), Poland (9), Sloveig and Turkey (9). Some of the

¥ This financial database is distributed specificaly BVD-IBCA, which is an informational agency
that reports published financial statements framaricial institutions worldwide and homogenizes the
information into an easily readable global format.
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transition countries are excluded from the sampleabse of the data inavailability.
Accordingly, after reviewing the data for reportiagors and other inconsistencies,
this study includes an unbalanced panel data disB&d banks consisting of 183
bank-level observations over the period 1995-2@klitionally, for a comparison,

202 non-listed firms are taken into account. Lidbatks account for approximately
20% of the sample. With regard to the number odltobservations, the overall

sample consists of 1255 bank-level observations theeperiod 1995-2006.

In the empirical literature on banking efficientlge banking efficiency scores often
reach seemingly contradictory results. Regardlésheomeasurement techniques, it
generally stems fromhbw a banking firm is modeledand depends on the

determination of inputs and outputs.

A variety of approaches have been proposed onadhkitg cost structure literature.
According to Humphrey (1985), it is assumed thatidsaare considered as producers
of different types of loans and deposit accounsmgaicapital, labor and materials to
do so. In this approach, the appropriate measutgok output includes either the
number of loans, deposit accounts or the numbdraofsactions performed. Total
costs include all operating costs used in the ptolu of outputs. This view is
referred to as the “production approach”. On théeothand, based on the
“intermediation approach”, which was originally ééeped by Sealey and Lindley
(1977), banks are treated as the collectors ofduadd later these funds can be
intermediated into loans and other assets. Thd loammput is measured by the
monetary value of loans and investments, wherdaasr,lacapital and deposits are

considered as the inputs under this process. Uihieapproach, besides operating
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costs, interest costs are also included in thel wiat measurement, thereby, it
provides greater viability to the banks (Bergealet1987; Ferrier and Lovell, 1990).
Production approach has been criticized sincentcentrates on operating cost but
ignores interest expense. The intermediation agprdaowever, has been criticized
as it does not take into account the fact that barde considerable resources for
supplying transactions and savings deposits (BeagdrHumphrey, 1992). Neither
of these two approaches is fully accepted sinctheefully covers the dual roles of

banks.

In determining the type of services to be considleae bank outputs and inputs,
Berger and Humphrey (1992) classified activitiedahks according to the creation
of high added-value, such as loans and deposita@stant outputs, labor, physical
capital and purchased funds as important inputss @pproach is referred to as
“value added” approach. Following Humphrey and &u(lL997), banks are assumed
to provide two main categories of financial sersicél) intermediation and loan
services; (2) payment, liquidity and safekeepingvises. Thus, deposits are
considered as input and output at the same timen e value-added approach is
used. The interest paid in deposits is considesguhgt of the costs and the rate paid
Is counted as an input price (Berger and Humpht&97). Alternatively, “user-
cost” framework® is based on the user cost of money as developefompvan
(1978) and Barnett (1980). The user cost of eashbtas calculated as the difference
between the bank’s opportunity cost of capital asdholding revenue. On the other
hand, the user cost of each liability is calculasdhe difference between its holding

cost and the bank’s opportunity cost of money. this sense, bank assets or

%0 User —cost framework is adopted by Aly et al.,9@9 Hancock (1991), Fixler and Zieschang
(1992).
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liabilities are treated as outputs or inputs depenadn the sign of the user cost of
asset or liabilitf". Despite the existence of some differences, theseapproaches
suggest similar classificatiorigr inputs and outputs. The main difference lieshia
classification of deposits. Although deposits dessified as output in most user-cost
studies, deposits are classified as input and owtpthe same time in the value-

added approach studfé$Wheelock and Wilson, 1995).

Although there is little agreement among economiststhe explicit definition of
banking inputs and outputs because of the natuek fanctions of financial
intermediaries (Berger and Humphrey, 1997), theeraldded approach (Berger and
Humphrey, 1992) is adopted in this study. All ieeon both sides of balance sheet
may be identified as inputs or outputs dependingtlogir contribution to the
generation of value-added. In this context, depas#t well as assets are treated as

having some output characteristics.

Total cost is defined as the sum of total operagrgense and interest expense.
Three outputs are usedy, =total loans, y,=other earning assets (investment
securities) andy, =total deposits. Three input prices are defined:ghce of labor,
price of physical capital and price of purchaseadf Because data on number of
employees are not available, the price of laborcasputed by dividing total

personnel expenses by total asSef§he price of physical capital is computed by

dividing the total operating costs net of persorenglenses by total fixed assets. The

“LWhen the holding revenue of the asset exceedsppertunity cost of capital, the asset is clasdifie
as output and when the opposite is true; thisamilitribute to the financial firm’s cost and is thiere
classified as inputs. The same is true of liakf#iitiwhich can be classified as either input or wutp
depending on the difference between holding codttla@ bank’s opportunity cost of money.

2 See Berger and Humphrey (1992) for more details.

3 This approximation is common in all studies usiBEA dataset. See Altunbas et al. (2000) and
Maudos et al. (2002).
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price of purchased funds is computed by dividingltinterest expenses by their
corresponding liabilities (deposits, total moneyrke&a funding and total other
funding). Thus, both financial and operating caats included in the estimation of

the cost function.

Table 5, Table 6 and Table 7 provide descriptivaistics for the bank level
variables of listed (publicly traded) and non-listeank$* as well as whole banks
over the period 1995-208% Comparing the mean values of these variablessscro
listed banks and non-listed banks in the CEE cas)tthere are large differences in
the output and total cost values. The higher medmeg of total loans, other earning
assets, total deposit and total assets of listedkdpavhen compared to non-listed
banks, are not surprising. Due to the awarenessiworthiness and corporate
transparency, banks whose shares are publicly drade preferred for loans and
deposits. Nevertheless, regarding the standarctievs, so called variables of listed
banks illustrate higher volatility. A close exantina of average input price values
suggests that the most expensive factor of progluati the input market is physical
capital, which is a typical characteristic for depgng countries. In particular, even
though both the prices of labor and purchased flardsapproximately the same,
some deviation is evident for the price of physwagpital across listed and non-listed
banks. As suggested by the standard deviationsit ippce values of non-listed
banks are quite volatile; specifically the price pifysical capital has the highest

standard deviation.

4 Listed banks refer to the banks whose shares wbkcly traded whereas non-listed banks whose
shares are not.

% In addition to the descriptive statistics of thblicly traded banks, the values of non-listed Isaz
well as all banks in the sampled transition coestare reported in order to make inference anavallo
for comparison.
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Table 5. Descriptive statistics of bank level variales for 1995-2006 (All banks)

Standard Coefficient
Variables Mean Median Maximum Minimum -~ of
Deviation N
variation

y, =Total 808769 149619 21162740 157 1974068 2.440
loans
Y, =Other 906904 141854 37282788 61 3015217 3.325
earning assets
Y, =Total

_ 1433082 265043 43034419 960 3804554 2.654
deposits
Py =Priceof 455 0.017 0.141 0.002 0.012 0.627
labor
p, =Price of
physical 1.519 0.956 9.373 0.059 1.553 1.022
capital
p, = Price of
purchased 0.066 0.044 0.572 0.002 0.065 0.988
funds
tc =Total
costs (interest
expenses + 221715 31282 8268838 858 698135 3.145
noninterest
expenses)
ta = Total 1922266 346950 53374590 8566 5296664 2.755
assets
tc/ta 0.108 0.093 0.569 0.013 0.065 0.605
Equity /ta 0.135 0.108 0.903 0.006 0.095 0.700
}\tht Income 0.012 0.012 0.214 -0.219 0.027 2.171

Note: Assets, costs, earnings, deposits and |laaris anillions of US dollars

Furthermore, the lower coefficient of variation weas of listed banks, in other words
— the risk per unit return- is consistent with tesabove. On the other side, listed
banks incur approximately three times higher totst values than non-listed banks,
implying that there are enormous differences inirthieterest and non-interest

expenses. The higher standard deviation of totstl walues of listed banks results in
a lower coefficient of variation. These observeifiedences between these two types

of banks provide direct justifications for the avation of the efficiency estimates.
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Such differences may be attributed to the diffeeestrategies followed by each

banking industry after the intense competition BECcountries in the pursuit of EU

membership period.

Table 6.Descriptive statistics of bank level variables fo995-2006 (Listed

banks)
Coefficient
Variables Mean Median Maximum  Minimum Star.‘d’?“d of
Deviation o
variation
y, =Total 2423764 877856 21162740 5340 3723204 1.536
loans
Yo SOther 5051953 700445 28063367 3619 4729832 1.731
earning
assets
Y, =Total 4216855 1559014 36737899 10923 6420475 1.523
deposits
P, =Price 0.018 0.017 0.047 0.005 0.007 0.403
of labor
P, =Price 4 165 0.917 9.043 0.187 1.082 0.929
of physical
capital
p, = Price
of purchased 0.064 0.044 0.274 0.015 0.046 0.724
funds
tc =Total
Ccosts
(interest 678359 152259 8268838 1880 1215929 1.792
expenses+
noninterest
expenses)
ta=Total 5842067 2021709 53374590 15093 9369051 1.604
assets
tc/ta 0.103 0.087 0.289 0.035 0.049 0.476
Equity /ta 0.114 0.104 0.435 0.028 0.053 0.464
}\tht NCOME 4013 0.013 0.060 -0.092 0.017 0.013

Note: Assets, costs, earnings, deposits and laanis anillions of US dollars.
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Table 7. Descriptive statistics of bank level variales for 1995-2006 (Non-Listed
Banks)

Coefficient
_ ) , o Standard
Variables Mean Median Maximum  Minimum o of
Deviation o
variation
y; =Total 748691 146380 16628180 157 1690272 2.258
loans
Yy, =Other 884918 136375 37282788 61 2996825 3.387
earning assets
y; =Total 1371502 259378 43034419 960 3620458 2.640
deposits
p, = Price of 0.020 0.017 0.141 0.002 0.012 0.622
labor
P, =Priceof 4 4q, 0.946 9.373 0.059 1.524 1.022
physical
capital
p, = Price of
8 0.066 0.044 0.044 0.002 0.065 0.981
purchased
funds
tc =Total
costs (Interest  ,1,864 30524 7527098 858 665403 3.097
expenses +
noninterest
expenses)
ta =Total
assets 1829800 329972 51031773 9712 4940340 2.700
tc/ta
0.108 0.093 0.569 0.013 0.065 0.607
Equity /ta
0.137 0.108 0.903 0.006 0.096 0.705
Net income
/ta 0.012 0.012 0.214 -0.219 0.027 2.202

Note: Assets, costs, earnings, deposits and lganis anillions of US dollars.

3.3.1. Environmental Variables

The estimated common frontier approach dependsdbagen the conjecture that
efficiency measurement differences among banksletermined especially country-
specific differences rather than by technologices Thus, to allow for the effect of

country specific banking technology features, soctoentry-specific variables -
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several geographic, market structure as well aan@iml depth variables- are
included into the cost and profit estimation fuons since they are assumed to be
the major factors in explaining the differenceghia cost and profit functions of the
banks across countries (Dietsch and Lozano-Viva8dR Due to the globalization
of the regional economies and financial markets yr&tndies have estimated cost
and profit efficiency scores in the context of muattuntry common cost and profit
frontiers (Dietsch and Lozano-Vivas, 2000; Ruthegkend Elias, 1996; Maudos et
al., 2002; Pastor et al., 1997; Allen and Rai, 198érger and Humphrey, 1997;
Hughes et al., 1996; Berg et al., 1993; FecherRestieau, 1993). Therefore, since
the aim is not to conduct a micro-level study, duaross-country study, identifying a
common frontier by taking into account differentveanmental variables becomes
more relevant for the banking efficiency measuream@men a common frontier is
developed with the environmental variables forlthaking sector at a regional level,
differences in banking efficiency scores acrosskband countries can be explained
by a global best practice banks. Country-specifidables may affect the efficiency
level of all banks in the country as well as thalgy of services provided with loans
and deposits. Furthermore, including the envirortadewariables into frontier is
essential because the estimates that measure baefficiency differences among
countries without considering environmental comh§ ignore cross-country
differences in regulation, economic and demograptonditions, resulting in
estimation bia®. Several empirical studies have emphasized theoritapce of

environmental variables in the efficiency estimatedanking literature (Allen and

%6 One limitation of the model without environmentatiables is based on the assumption that in the
standard model estimating the efficiency of banksross-national scenario, a common efficiency
frontier is constructed for all firms, regardledstleir home country. Even though the cross-country
efficiency differences may mainly result from thamagerial decisions within the commercial banks,
different regulatory, economic and demographic @tk across countries may explain the
differences in the efficiency (Lozano-Vivas et 2002)
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Rai, 1996, Dietsch and Lozano-Vivas, 2000; Lozano-Vivas let 2001; Lozano-

Vivas et al., 2002). Even though the regulatorydittons, banking structures and the
accessibility of services are quite similar acrtsssition countries, the sample
countries may exhibit significant variations. THere, the inclusion of these
variables into the estimated functions allows fog tost and profit efficiency levels

to vary systematically across countries.

As in Dietsch and Lozano-Vivas (2000), the enviremtal variables can be
categorized into three different groups: The fipstup is called as ‘main conditions’
that aims to determine the basic conditions thatlthnks operate. This first group
includes three indicators; a measure of populatiensity, per capita income and
density of demand for each country. Population iens measured by the ratio of
the inhabitants living per square kilometer. In lpapulation density areas, as the
supply of banking services creates higher bankogis; it does not encourage banks
to increase their efficiency levels. Per capitaome, which serves as a proxy for the
general economic development, includes also thernmdtion about the quality of
institutions and their skills. It is measured btiaaf gross domestic product (GDP)
per square kilometer. This indicator would have effect on various factors
associated with the demand and supply of bankingcss, especially deposits and
loans. Banks which operate in the countries withigher per capita income would
have a more mature and developed environment igguih more competitive
interest rates and profit margins. The interest lavels can affect the interest costs
of the banks and hence, efficiency levels. Furtloeenthe overall development in

the economy may result in a decrease in the assdaiasts of the banks because of

27 Allen and Rai (1996) included the regulatory eominents of each country. However, they
specified these determinants at bank level, nobantry level. More importantly, they employed ex-
post analysis in order to explore the differencesfficiency estimates.
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the corresponding improvements in the quality atitntions (Fries and Taci, 2005).
The density of demand, the last indicator of timst fset, is measured by the ratio of
total deposits per square kilometer. It has a atuchpact on determining the
efficiency level of the banks because banks opegati economic environment with
a lower density of demand would charge higher egegiin mobilizing deposits and

loans throughout their branches.

The second group, named ‘bank structure and regnlatincludes the basic
variables that characterize the structure of thekiog industry. It is thought that
those variables may affect the banking technology service quality in the market.
These are average capital ratio, degree of coratenirand intermediation ratio of

the banking industry in each country.

Average capital ratio, which is measured by thaltequity over total assets, is
included as a control variable for reflecting théfedences in the regulatory
requirements among countries. Following Mester §)3hd Altunbas et al. (2000),
the importance of including the level of equityarthe estimated cost function has
been recognized in order to control for differenicessk preferences. If managers of
a bank are more risk-averse, they can hold a higlgeity level than the cost-
minimizing equity level. Accordingly, if the leveldf equity is ignored, a bank is
considered as inefficient even though it behavesratly given the risk preferences

of its managers (Weill, 2003).

Berger and Mester (1997) have stated two furthasames for introducing this level

of equity into the function. The first reason i tlkevel of equity captures both
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capitalization and insolvency risk. Since the ingoky risk has a crucial impact on
the bank costs through the risk premium, the baaskth pay to borrow funds. This
issue is of particular importance for the transiteconomies because of the high
proportion of non-performing loans in their creddrtfolios. The second important
reason behind this inclusion is based upon the tfadt equity is considered as an
alternative funding source for loans of banks. déasing the level of equity in a bank
implies higher associated costs than increasinglépmsit levels although deposits
involve financial costs, but equity does not. Hemmglecting the level of equity will

make the banks rely more on equity for the fundifidoans even if the equity is

more costly than deposits.

Despite these arguments that support the importahoeluding the equity level in
the cost function model, the number of empiricatigs in the literature considering
equity is very scarce. Only a few papers have eyegldhis variable in their cost
efficiency estimations (Mester, 1996; Berger andstde 1997; Altunbas et al.
2000). However, due to the specific conditions aflks in the transition countries,
the possibility of risk preference differences betw bank managers and especially
the reality of bank insolvency risk strongly emgathe inclusion of this variable.
Furthermore, omitting this variable may yield urdad efficiency results. Hence, in
this study, instead of introducing the equity lg\alerage equity is used as a proxy
for the measurement of insolvency risk. A highepital ratio leads to higher
efficiency levels since holding more equity impliess risk taking, which makes the

banks borrow at lower interest rates, thereby, @dlgmmesulting in lower cost.
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Concentration of the banking industry is measurgdtie Herfindahl-Hirschman
index, measured by summing the squared asset mmashkates of all banks in each
country. Higher concentration may be related withex higher or lower costs. If
higher concentration is a result of market powethlconcentration and costs go in
the same direction (Leibenstein, 1966). On the rottaand, if concentration is the
result of either superior management or greateicieffcy of the production
processes, higher concentration can be associatiedower costs (Demsetz, 1973).
The last variable, the intermediation ratio, whishmeasured by the ratio of total
loans to total deposits, is included into the eation equations as a proxy to
recognize the differences among domestic bankidgstries in terms of their ability
to convert deposits into loans. A higher intermediaratio can be associated with

lower banking costs and thus, a higher efficieremef®,

The final category of the environmental variabledudes macroeconomic variables.
Since the macroeconomic environment of the cowstriBere the banks operate can
undoubtedly affect the banking structures and tpeirformances, these variables
must inevitably be introduced into the cost andfipestimation equations. Inflation
is included as an indicator of macroeconomic sitgbilt is directly related to the
interest rate levels and thus, interest expenseeauhue. A bank’s ability to manage
interest rate risk under inflationary conditionncaffect the cost structure of the
banks. Accordingly, the banks operating in a higimfiationary environment are

likely to be less cost efficient.

8 The first two sets of the environmental variakdes quite similar to those of Dietsch and Lozano-
Vivas (2000).
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The level of financial development is crucial tmkeaefficiency. Therefore, the ratio
of M2 to GDP, which serves as a proxy for the olNesi&ze of the financial
intermediary sector, is included into the estimafadctions. Higher levels of
financial intermediation may contribute to the bamgtformance and result in higher
bank efficiency scores. More importantly, this adte may affect the level of non-
bank competition that the banks are exposed tonldasand Yildirim, 2006).
Finally, GDP growth and market capitalization gseacentage of GDP are additional
control variables. A higher GDP growth is assumeihtiuce banks to operate in a
more developed and mature environment. The maika@tadization is also used in

the cost and profit functions as an indicator &f financial market development.

The list and averages of several geographic, makatture and financial depth

variables by countries over the 1995-2006 periedreported in Table 8.
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Table 8. Average values of environmental variableg995-2006) (All banks)

Density_ of Income Density of Avergge Degree o_f Interme_diation Inflation Money GDP  Capitalization
population per Demand Capital Concentration ratio (%) growth (%)
Croatia 79.156 5565.001 9.255 0.174 0.159 0.514 374.6 0.531 4.257 21.498
Estonia 30.491 5646.631 12.263 0.141 0.406 0.506 .7290 0.347 7.322 29.214
Hungary 108.297 7658.880 14.703 0.113 0.181 0.487 0.326 0.493 4.036 25.847
Latvia 36.625 4333.621 5.907 0.122 0.159 0.390 4.42 0.322 7.071 8.376
Poland 122.790 5449.067 4.269 0.123 0.123 0.481 988.7  0.402 4.672 18.364
Slovenia 97.891 12609.609 53.917 0.119 0.224 0.537 7.532 0.469 4.126 16.731
Turkey 84.269 3452.791 6.932 0.122 0.173 0.373 6.7 0.218 4.704 30.164

Sources: Bankscope IBCA. World Development Inditat®ransition Report 2008. own calculations

Notes: Degree of concentration = Herfindahl-Hirselnnindex (according to total assets); Money = NBDP; Capitalization= Market capitalization (% of 8P
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By taking into account different environments whehe banks operate, these
arithmetic mean values suggest large differencesngneountries in terms of main
conditions of banking activities. The density ofpptation ratios vary across the
countries, within the range of 30.491 in Estonid &7.891 in Slovenia. However,
this ratio is significantly higher for Hungary withe ratio of 108.297 and Poland
with the ratio of 122.790. Regarding the income gapita and density of demand
values, Slovenia has the highest level among tmepkea countries. Particularly,

differences in the average values of income peitaapariable are significant,

ranging from $3,452.79 in Turkey to $7,658.880 mnigary. In terms of density of

demand variable, this ratio also differs across tbhentries, with Estonia and
Hungary standing out with higher ratios. Overailtérms of the main conditions of
the banking activities across countries, the stgkiesult is that Turkey and Latvia
indicate relatively lower values among the coustri€herefore, it could be more
expensive and more challenging to perform bankictiviies — to collect a given

level of resources or manage a given assets portfalthese two countries.

The mean values of the banking industry and remuilatariables show that there are
important differences in the degree of concentratiad intermediation ratio. Even
though the degree of concentration variable is digo@uite similar in Croatia,

Hungary, Latvia, Poland and Turkey in the rang8.@23- 0.181, it is notably higher
in Estonia and Slovenia with levels of 0.406 an@2@. respectively. The higher
concentration of the banking industry in Estonia &lovenia may be due to the
market power, superior management or greater effayi of the production

processes. Intermediation ratio is broadly simiamany countries in the range of

0.481-0.514. However, in Latvia and Turkey, thisarés quite lower, ranging 0.373
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for Turkey 0.390 for Latvia. This results impliggat the banks operating in Latvia
and Turkey have to collect a higher level of costgposits (in terms of operating
costs) to support the same value of loans. Undseticonditions, it is ceteris paribus
more expensive to conduct banking activities inséhéwo countries. Despite the
higher lending growth rates observed in these itianscountries in recent years,
average capital ratios are still remain high, inmgythat banks have attempted to
expand their credits without damaging their capiasitions. Therefore, the average
capital ratio ranges from 11.3% in Hungary to 17.4P4Croatia. The high equity
ratio can be particularly attributed to the restumbog process of state-owned
financial institutions. Furthermore, credit instituns in these countries may require a
higher than required capital adequacy ratio toaigneir solvency and also attract
more funds needed for the credit expansion in anbas environment which is
specifically more risky than that of the old EU ireg (Fries and Taci, 2002).
However, as seen, the average capital ratio isestaivoss the countries, with Croatia

and Estonia standing out with higher ratios.

Regarding the country-level environmental factdifferences in the average values
of macroeconomic variables are significant, esplgcia the inflation and market
capitalization. Inflation ranges from 4.637% in @fia to 10.729% in Estonia.
However, it is significantly higher in Turkey with percentage of 46.731. Similarly,
the market capitalization as a percent of GDP aadly similar in Croatia, Estonia,
Hungary, Poland and Turkey within the range of 68% - 30.164%. However, it is
substantially lower in Latvia with a value of 8.346and Slovenia with a value of

16.731%. This implies that financial market devehgmt in Latvia and Slovenia is
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not as advanced as those in other countries. ©rotter hand, GDP growth and

money as measured by the ratio of M2 to GDP dovant greatly across countries.

3.4. Methodology

3.4.1. Stochastic Frontier Approach

Most microeconomic analyses have concentrated efetficiency” estimates of the
firms since the managers aim to maximize theirifgdfy producing in an efficient
manner in a more competitive environment. In micoy®mic theory, productive
efficiency measures how successfully the firmsroje their behavior with respect
to input and output decisions. The history of theoretical literature on productive
efficiency goes back to 1950s with the works of fimans (1951), Debreu (1951)
and Shephard (1953). Koopmans (1951) defines auptimh plan as “technically
efficient” if there is no way to produce more outputhout producing less of some
other output or utilizing more of some input. Fir(€957) measured the productive
efficiency empirically by decomposing it into tweraponents; technical efficiency
and allocative efficiency. Besides the definitiohtechnical efficiency, allocative
efficiency is defined as the firm’s ability to usptimal input proportions, given their
respective prices. Leibenstein (1966) defined theffi€iency as the combination of
technical efficiency and allocative efficiency amsked this measure as the quality of
management. Cost efficiency, which refers to bo#ithhical and allocative
efficiency, is defined by Berger and Mester (1983)‘how close a bank’s cost is to
what a best practice bank’s cost would be for pcoty the same output bundle
under the same conditions”. Profit efficiency, whie another economic efficiency

concept, on the other hand, measures how closakai®# producing the maximum
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possible profit given a particular level of inputiges, output prices and other
variables as well. Profit efficiency is assumedé&more superior to cost efficiency
since it measures the overall performance of tima fiy combining both costs and
revenues in the measurement of efficiency. Accalginn this study, cost and profit
efficiency measures are used together to make amalbvevaluation about the

performance of the banks.

In terms of utilizing multiple inputs to produce Hiple outputs, Shephard (1953,
1970) described distance functions as a functiohatacterization of the structure of
production technology as these functions basicallgasured the distance of a
production activity from the boundary of productipassibilities. The basic role of
the distance functions was generally set in thdityuheory, developed by Shephard
(1970). Duality theory (Shephard, 1970) claimedt thader certain conditions a
production frontier is dual to a cost frontier aofit frontier. Therefore, productive
efficiency can be defined in terms of distance di@aar frontier. In theoretical
framework, the production functions of fully effgit firms are assumed to be
known. However, since the production functions a@ known in practice,
Shephard’s duality theory provided the ability ftre firms to estimate the
production function through the usage of cost arafifpfunction. Therefore, given
the information on the quantities and the pricethefinputs, firms are able to solve

economic optimization problems.

In the theory of perfect competition, it is assuntbdt production plans and cost

levels of the firms are obtained from rational afficient decisions. Thus, it is

impossible to measure inefficiency in productioml &ime error terms are assumed to
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be symmetrically distributed with zero means. Hogrewn practice, the rational and
efficient decisions are no longer available whealyring firm behaviors due to the
unfavorable operating environment. The unfavorallgerating environment,
including some errors, lack of motivation stemmfrmm a lack of competition, the
inability of the managers to implement productidang, inertia in human behaviors
and distorted communication and uncertainty, mayseathe so-called X-
inefficiency’”®. The evidence of X-inefficiency may cause thel deta to deviate

from the optimum.

The efficiency of banks, like other firms, can beasured by applying frontier
analysis through the separation of the productimtsuhat by some standard perform
well from those that perform poorly. Frontier eifiocy measures the degree of
proximity of the banks to a best-practice frontieven though frontier analysis is not
a simple way to evaluate the efficiency of the 8t provides overall and objective
numerical efficiency values and ranking of firmsefBer and Humphrey, 1997).
Different types of estimation methodologies —normapzetric and parametric

techniques- have been employed in assessing tioepfy of the firms.

Two main techniques in the literature are the narametric and the parametric
approaches. The efficiency scores from various rigcles provide different
information and might be used as the basis forsitatimaking. Non-parametric
approaches require the non-probabilistic assumpgiod behave as if noise and
inefficiencies are combined. They only concentratetechnological optimization,

discarding economic optimization since they igndhe price information. In

29 X-inefficiency, which is the term used first byibenstein (1966), is defined as “the ratio of the
minimum cost that expended to produce a given didpndle to the actual costs expended, varies
between 0 and 100 percent.”

75



addition, non-parametric approaches assume a deistim process rather than
stochastic process (Berger and Mester, 1997; Callial., 2003). Parametric
approaches, on the other hand, are probabilisticaiempt to separate noise from

inefficiencies (Lee, 2002).

The non-parametric approaches to efficiency measemé include the data
envelopment analysis (DE®)and the free disposal hull (FDH) Both analysis
allows efficiency to change over time and requivegprior assumption regarding the
form of the distribution of efficiencies across ebstions. The parametric
approaches include the Stochastic Frontier AnalySiBA), the distribution-free
approach (DFA) as well as the thick frontier apploél'FA). Among these, SFA is

the most widely applied technique.

The SFA, also referred to as the econometric feorapproach, was independently
developed by Aigner et al. (1977), Meeusen anddenBroeck (1977) and Battese
and Corra (1977). Starting with a standard cogirofit function, SFA estimates the
minimum cost or maximum profit frontier with facsof inputs and outputs. After
the minimal cost or maximum profit is determinedséd on these functions, an
efficiency frontier sample is generated. The edfindy of each bank is then measured

as the distance of its cost or profit to the frentialue.

% DEA, developed firstly by Charnes et al. (1978)aasnathematical programming approach is
formed to establish a linear surface which combihesset of all the best practice observations for
creating a convex production possibility set. Asts DEA does not need to express the explicit
specification of the functional form of the undénky production relationship.

3L EDH, which is a special case of DEA, requiresasgumption of free disposability of inputs and
outputs. Under the FDH, the points on lines coringahe DEA vertices are not included in the
frontier. FDH is likely to estimate larger efficienscores than DEA since the FDH frontier is either
congruent with or interior to the DEA frontier (kelns, 1993).
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The proposed stochastic frontier production modelthe form is specified as
follows:

INTC =In f(w,y,,z;8)+V, +u, for i=1.....,.N (1)
WhereTC denotes the observed total cost of itie firm,w, y,, and z represent the
vectors of input prices, output and country-speciéinvironmental variables3
represents a vector of unknown parameters. Basédiapproach, the specification
of the functional form of the frontier is assumedhiave an error term comprised of

two components. The first component of the erronte , incorporates the statistical

noise component and is assumed to follow a symoattnormal distribution\ ~

N (0, o?). It is a two sided standard statistical error tefihe combined effect of

inadvertent omission of relevant variables fromrtteasurement and approximation
errors arising from the choice of the functionalré$erred to as ‘statistical noise’.
The second error term, , which is one sided stochastic element, corredspdon the

effects of bank’s inefficiency, including both atltive and technical inefficiency.
Since inefficiency cannot be negative, the valueughust be greater or equal to

zero. Therefore, it is assumed to follow an asymigetusually half normal

distributior?>3 i.e., N(u, o) , in which both the mea, and the variance?

uit

%2 Unlike SFA, DFA uses a different way to break bp inefficiency from random error. Instead of a
strong assumption about the distribution of inédicy and idiosyncratic error terms, it assumes tha
the efficiency level of the firm is constant ované while random error averages out to zero over
time.

TFA provides a functional form which specifies tldom error as the deviations from estimated
performance values within the highest and lowestopmance quartiles of observations and defines
inefficiency as the deviations in predicted perfante between the highest and lowest quatrtiles.
Specifically, it tends to provide a general levélowerall efficiency instead of point estimates of
individual firms’ efficiency. Under this approaahg distributional assumptions are required eithrer o
inefficiency or random error (Berger and Humphrk§97).

3 Greene (1990) reported that the using half-nordisiribution assumption on the inefficiency
measurement is not as flexible as the other digtdbs, such as gamma, truncated etc., because it
arbitrarily restricts most firms to be clusteredngull efficiency. However, in this study, half-moal
assumption is used as it is the most common iefficency literature.
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may vary. Together they constitute the composedréarm (£ =V, + u,), where
v and uare independently distributed. Using equation {1, coefficients and the
combined error terng, =v, +u,, are estimated and then efficiency score is

calculated for each observation in the sample. Marn likelihood function can be
used to compute the estimates of this model (Ods@h, 1980). Efficiency levels are

estimated by using the regression errors.

According to Jondrow et al., (1982), the estimatefficiency is taken by utilizing
the mean of the inefficiency term conditional oe #stimate of the composed error

term, E [u; / v, + u,]. The mean of this conditional distribution ispiieted as

Eule) = oA { f(gAl0) {ﬂﬂ @)

1+ X |1-F(gAlo) \ o
where A =g, /0,and total varianceg” = o> + ¢2; F(.)and f (.)Jare the standard
normal distribution and density functions, respesti. E(ul&)is an unbiased but
inconsistent estimator af;, because regardless of N, the variance of thenasir

becomes non-zero (Greene, 1993). Jondrow et &82)lhave indicated that the
ratio of the variability foruand vare used to estimate relative efficiency of banks,

where A =g, /o, measures the amount of variation emanating fronfficrency

relative to noise for the sample. In order to abta estimate of inefficiency for each
bank in the sample, the estimated distributionaaipeters and the estimategare
substituted into equation (2). The model assumes tine composed error term

should be orthogonal to input, output or environtakmariables determined in the

estimated equation.
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It is particularly challenging to determine whichpaoach dominates the other, since
each has its own advantages and disadvantages. iIEVBRA requires fewer
assumptions, less data and a less small samplekethedrawback to this non-
parametric approach is that it is assumed to hawerandom error and no
measurement error in the construction of the feontiTherefore, this can lead to
severe problems in shaping and positioning thetiigonFurthermore, due to the use
of relative efficiency measures instead of absoluéasures, it may not make sense
to use DEA as an efficiency measurement for thepasimon among firms (Schmidt,
1986). Additionally, conventional test of hypotreassociated with the existence of
inefficiency and the structure of the productiochigology can not be conducted
with DEA®*. Because of these DEA drawbacks, this approachots properly

appropriate for this study.

Recent empirical studies on the efficiency estimatebanks indicate that different
assumptions of the one-sided component of the ceitgperror term do not lead to
the same results in terms of efficiency estimaBgsusing panel data, distributional
assumptions of the error terms might be avoidearéfore, the “distribution free”
approach developed by Schmidt and Sickles (198d)Barger (1993) allows using
balanced panel data to estimate efficiency levélewever, in this study,
“distribution free” approach (DFA) is not propenged because creating a balanced
panel data set for our study results in a decrgaige number of our observations.

Therefore, due to the drawbacks associated with RE&A DFA, this study employs

% For a more detailed discussion of advantages madhntages of each approach, see Coelli et al.
(2005).
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the parametric stochastic frontier approach (SFAEs$tablish the cost and profit

efficiency frontiers of the banks

SFA needs to specify a particular distributionatniofor the inefficiency term

associated with the behavioral assumptions anaheti@nal form for the production
function (Coelli et al. 2005). Most importantly,etithoice of the right form is very
important. If the functional form is not correctpecified, the estimated efficiency

may be confounded with the specification errorsr¢gBeand Humphrey, 1997).

There are some common functional forms includingedr, Cobb-Douglas,
normalized quadratic, Fourier Flexible and transkmgcifications. The translog
specification is used in modeling cost and prafibhdtions. The vast majority of
empirical studies in banking literature have uded $pecification since it has well-
known advantages of including a Flexible form arsdaaparticular case, Cobb-
Douglas specificatioll. The multi-product cost function (including thrémputs-

three outputs), originally developed by Diewert{4§ can be expressed as follows:

3 13 3 3
INTCqt =ay " §1ai N YVist *5 2 2, Tik M Vist 1M Yiest * jzzlﬁi NWist  (3)
10

+§ JZ_lmZ_lﬁ minw; + 21%15 N Yist IN Wi +|§12|st + Vst *Ust

% Berger and Mester (1997) employed both the distidln free approach and stochastic frontier
approach for the translog cost function. The resaftthis study showed that empirical findings in
terms of either industry efficiency or ranking aflividual banks are broadly similar across these tw
methods.

% Some empirical studies (Mitchell and Onvural, 19%erger et al., 1997a; DeYoung and Hasan,
1998) have suggested that using Fourier-Flexibie favhich combines a standard translog functional
form with the non-parametric Fourier functional rforwould provide a better fit because it
approximated the underlying cost function acrobscad range of outputs. On the other hand, Berger
and Mester (1997) found that mean efficiency estismdetween the two procedures was very small.
More specifically, as Fourier form requires addiab truncations of data, employing translog
specification is much more appropriate (Hasan aaddh, 2003).
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where TC is the total cost of a given banlat timet, y; is theith output,w; is the

price of the j th input andz, is thel th environmental variable. Based on the standard

properties of the cost functions, standard homageaad symmetry in all quadratic
terms are imposed via parameter restrictions. dieroto impose linear homogeneity,
total costgTC ) the price of labofw,), price of physical capit@h,), price of

purchased funds (w, are normalized. The symmetry condition requires

a, =ayli, kand B, = B,0], m.

In addition to cost efficiency estimations, prddificiency, based on the underlying
assumption of profit maximization, is conductedoffrefficiency implies that
managers should not only pay attention to redueingarginal dollar of costs but
also, to raising a marginal dollar of revenue. Prefficiency has become a favorite
model among researchers for evaluating the ovpeafbrmance of banks in recent
years. Estimating profit efficiencies is worthwh#gnce it takes into account the
errors both on the output side and input side aradsio based on the earlier empirical
evidence regarding inefficiencies on the outpue sithy be as large or larger than

those on the input side (e.g., Berger et al., 1993)

The profit functions are estimated similarly astdosctions in equation (3) except
that the total costs are replaced with total profitthe left hand-side of the equation.
There are two profit functions; ttetandardprofit function and thelternativeprofit
function. As discussed by Berger and Mester (1989@ndard profit efficiency and
alternative profit efficiency functions are diffeteated from each other by the fact
that the latter would be helpful in situations ihigh the firms exercise some market

power in setting of the output prices.
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In this study, alternative profit function (Pulleyyd Humphrey, 1993; Berger et al.
1996) is adopted in contrast to standard profitfiam, which assumes the existence
of perfect competition in the markets for outputsl anputs since the banks are
assumed to have a market power in output marketsltérnative profit function,

profits are defined as a function of both inputtes and output quantities, but the
bank can choose input quantities and output prites contrasts with the standard
profit function of perfectly competitive output nkats, where revenues are
determined as a function of input quantities antpwiuprices but the bank can
choose its output quantities based on given priddsen the output quantities are
exogenous, meaning that banks can choose outmaspit is more likely to adopt

alternative profit function (Bonin et al., 2005).

Furthermore, it would be more appropriate to empddtgrnative approach when
there are substantial unmeasured differences imguhéty/specialization among the
individual banks in the sample, when output priges not accurately measured, and
when the output markets are not perfectly competitTherefore, alternative profit
function, as opposed to standard profit functienmiore likely to be used when the

sample includes diverse of group of countries wifferent levels of competition.

For the profit function, total profit is specifieals the net profit before tax. The
dependent variable in the model is determinedn§l§ +6 . As)the profit values of

some banks in the sample may take negative vaduasstan®, of a size sufficient

is added to the profits of all firms in order tormamt for the negative valu&s

% @indicates the absolute value of the minimum prqditss one, therefore, the natural log of profits
can be taken of a positive number.
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Besides, in measuring the efficiency under theipfahction, the composite error

term is considered &=V, - u, .

The stochastic frontiers for cost and profit arénested using LIMDEP program

developed by Greene (2002).

3.4.2. Panel Data Regression Analysis

Bank stock performance is represented by cumulanreial stock returns (CASR),
calculated on the basis of monthly retdfnssing the following equation:

CASRin yeart = ((1+ monthlreturn) * (1+ month2return) * (1+ month3return * ...

* (L1+monthl2return)) -1

To investigate the relationship between bank efficy and stock performance and
also examine whether stock returns reflect chamgpgofit and cost efficiency, bank
stock returns are regressed against the corresppradinual change in efficiency
while controlling for size and risk using the anhparcentage change in total assets
and the annual percentage change in equity tosisdastead of efficiency score in
year t, efficiency change is preferred becausetiamge between yeaand yeat-1

is perceived as a specific publicly available infation by the investors who aim to

make investments on bank stocks. More importaittigpes not make sense to use

% The empirical studies in the literature to estengtie annual stock return either employ point
increase or add daily return. Whereas Chu and 0i®98) used end of the year stock prices, Beccalli
et al. (2006) calculated the annual returns byragldiaily returns. Beccalli (2006) stated that agdin
daily returns is a better measure than calculaipgint increase- difference between the returmfro
the first day and last day of the period under stigation. However, in this study, we relied on
monthly stock prices and calculated cumulative ahstock returns due to the data availability.

%9 To account for the impact of efficiency changetba stock performance, some other explanatory
variables associated with each bank are also addbeé model.
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the efficiency score at timieto analyze its impact on the bank stock performaice
timet, due to the inability of investors to access infation concurrently. The
efficiency change is measured as percentage chargféciency scores at year-end
over the period of our analysis. The efficiencyrdein yeart can be represented as
follows

Efficiencyscorg - Efficiencyscoret_1
Efficiency changein yeart = 4)
Efficiencyscore[_1

In the analysis, panel data analysis is employedrder to analyze the association
between the efficiency of CEE countries banks dradr tstock price performance.
Since our sample includes 39 banks belonging teoafsition countries over the
period 1995-2006the use of panel data makes more sense comparbdeithier

purely cross-sectional or purely time-series YatAdditionally, there are several
advantages of using panel data analysis. Firsiloby pooling the data the panel
analysis improves the accuracy of the parametematds and thus allows the
estimation procedure to have more degrees of fraedad sample variability.

Secondly, panel estimation procedure gives the mppdy to reduce estimation
bias. Finally, it provides the specification of morcomplicated behavioral
hypothesis. Furthermore, this model allows modeling differences among the
subjects, referred to ‘heterogeneity’. In this stutthe countries in the sample differ
in terms of their economic background, their finahmstitutions, their reforms, and
their social and political facilities. Thereford| af these country specific variables

affect the variables to be estimated.

“%In the study of Beccalli et al. (2006), OLS estiima method was employed because of including
one-year analysis. However, if the dataset inclutiese than one year, observations within firms
(banks) tend to be correlated, therefore, the iaddpnce assumption of OLS will be violated as the
standard errors will be biased downwards.
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Time series data on some countries cannot be @atairhus each group in the data
set has different numbers of observations due tssimg values. Accordingly,
unbalanced panel estimations with bank and peticetifeffects are performed by
using panel least square methods. Specificallgnirunbalanced panel data set, the

total number of observations is not equal to N x T.

A panel data regression differs from a regular tseges or cross-section regression
in that it has a double subscript on its variabfesoth time-series dimension and
cross-section dimension which can enhance the tguatid quantity of data. The

panel data regression can be expressed as follows

Y, =a+ X [B+u, i=12,....N; t=22....T, (5)
where i denotes subjects (households, individuals, firmsamtries) as the cross-
section dimension antl denotes time as the time-series dimensienis a scalar,
Bis K x 1 and X, is the it th observation on K explanatory variables. The rerro
component model for the disturbances is represénted

Uy = 4 TV (6)
where 4 denotes the unobservable individual specific effeover time and

v,denotes the remainder disturbancg, is assumed to be identically and

independently distributedN (O,Jf,) and is independent o¥, “1 Due to the data

availability, this model is unbalanced in the sefisat there are N individuals

observed over varying time period length fori =12,.....N . )

“L\. is also assumed to be identically and independeiigtyibuted N (0,07) .
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The parameters of the panel data regression casstiraated by fixed effect and
random effect models. Panel data models study fixed/or random effects of

subject (household, individual or country) or time.

In the context of a panel data regression, onetivieuway to account for individual
and/or time differences is that some regressiorfficants are assumed to vary
across individuals and/or through time. Althougk tkegression coefficients are not
known specifically, the parameters are fixed. Whese coefficients are allowed to
change in one or two dimensions, this model isrrefeto as ‘fixed effect model'. In
the context of this model, the intercept is allowed vary across individuals
(households, firms or countries), whereas the sjmgpameters and error variances

are assumed to be constant in both individual eme dimensions.

Generally, there are different types of fixed effemodel. One type of fixed effect
model assumes constant slopes but different inésaecross time. In this case, the
model would have no significant cross-sectionalfed#nces but might have
autocorrelation problem due to the lagged time oidfe The variables are
homogenous across the regions. In another modah, #nugh the slope coefficients
are again constant, the intercept varies acrosss@ectional observations through
time. To account for the time and cross-sectiorfif@ces, time and cross-sectional

dummies are included into the regression model.

In the random effect model, in contrast, the hefeneity is modeled using random

guantities instead of fixed parameters. These nanglaantities are known aandom

effects This model assumes that the intercept and st@pameters do not vary
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whereas the error variances components are supgosedry across individuals
and/or times. When there are too many parametetiseirfixed effects models or a
fixed effect model leads to enormous loss of degyefreedom, the random effect
model is a more appropriate specification. In #ase, the standard assumption is

that the specific individual effecy (in equation 6) behaves like a random variable,
#4~IIDN @, 0;), v~ IDN (0, g7)andy are independent of the. Additionally,
the X, are independent of the and v, for all i andt.  As mentioned in the studies

of Judge et al. (1988), Baltagi (2001) and ParlO&0the random effect model is

used when N individuals are drawn randomly frorargé population.

The choice between the fixed effect and randonceffeodel has been controversial
iIssue among econometricians for many years. Theetsah of the appropriate model
is dependent upon the assumptions made abouttdresiationship of the exogenous
variables, both cross-sectionally and across tiassumptions regarding the error
term(s), and/or the researcher’s desires to oleifiier less bias or greater efficiency

in the estimators.

Even though fixed effects model will generally hdess efficiency, they are more
likely to be unbiased and consistent. Fixed effentsdels are also generally less
restrictive than the random effects model. The cam@ffects model, considered as a

special case of the fixed effects model, requiaesrfore assumptions.

There are some basic differences between fixeatefind random effects models.
The random effects model can produce coefficienimaeses for time-invariant

variables whereas fixed effects model does not ymedcoefficient estimates for
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them, it just controls for the time-invariant pretirs. However, unlike the random
effects model, the fixed effects model controls d&irtime-invariant variables, not
just include in the regression model. Also, randeffects model has the ability to

allow for autoregressive and other covariance siras on they, disturbance term, if

needed. Generally, while the random effects moadal less sampling variability

which results in more efficient estimators, if tagsumptions cannot be met, it can
easily lead to biased estimators. Fixed effectsehsdmore favored because of its
less restrictive nature and unbiased estimatorsd&®a effects model is necessarily

used when the coefficient estimates are needeihierinvariant variabl&s.

One important consideration is to determine whitthese two models can best deal
with missing or unbalanced data, such as occutisisnstudy. Both the fixed effects
and random effects model can handle unbalancedyrdesof the data, which
generally preserve degrees of freedom comparegdoding observations to create

a balanced data (Batalgi and Chang, 1994).

In this study, the fixed effects model is expedtete the appropriate method for this
study since our estimating sample is identicahtpiopulation of interedfand does
not include time-invariant regressors. Howeverit & common in the literature, the
appropriate model that most fits the sample andbjective of the research must be

selected. Hausman and Taylor (1981) test is usedagly to determine whether

“2 The key consideration between the fixed effects @mmdom effects model is the orthogonality of
the 4/; (in equation 6). If44 is uncorrelated with the explanatory variablespttendom effects is the

appropriate estimation model. Rather ff is correlated with the explanatory variables, fixdtbcts

model is more appropriate.

43 Our sample includes all the publicly traded baokthe selected CEE countries over the period of
our analysis rather than a random sample from dpeilation of listed banks in these CEE countries.
For more details, see Judge et al. (1988) and @&iiz{2001).
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random effects model, which is more efficient,tifis consistent is rejected in the
data against the less efficient but consistentdfixéfects model. In the model
Hausman and Taylor (1981), the correlation betwérdividual effects and

regressors are tested. Under the null hypothesesetis no correlation between

individual effects and regressors. The test staiistrepresented by

N N

H = p*[cov(p)] " p 7)

N

where p = (8.5~ BLspy) @and cov(p) = cov(B spy) —COV(Bs.s ) H is distributed as

chi-squared y* With K degrees of freedom.

For an unbalanced panel sample of N individual dvereriods, our general panel
regression model takes the following form:

Yo =@+ X, B+u, ) (8
where dependent variablg denotes the annual stock return of bankyeart; X, ,
which is a k-vector of regressors, denotes efficyechange, size (annual change in
total asset) and risk (annual change in total gdoittotal assets ratio) for bankn
yeart; SBrepresents the slope parameters apdre the error terms farl,2, ....N
cross-sectional units (banks) observed for datesogeet=1,2,....T whereas the
parameter a represents the overall constant in the model, dm remaining

disturbancey, , stochastic.

it

The use of White heteroscedasticity consistent mawee estimator with OLS

estimation with corrected degrees of freedom caregge standard errors robust to
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unequal variance along the predicted line (Gre@d2; Wooldridge, 2002) and

therefore, the cross-section heteroscedasticitjpearontrolled’.

More specifically, the fixed effect portions of tispecification are handled using
orthogonal projections. These estimations inclumefamiliar approach of removing
cross-section or period specific means from theeddent variable and exogenous
regressors and then carrying out the specifiedessgpn on the demeaned series

(Baltagi, 2001).

3.5. Empirical Results

3.5.1. Cost and Profit Efficiency Estimates

The estimates of cost efficiency scores, based amnwn frontier with country
specific environmental variabf&s have been obtained from stochastic translog cost
function defined as Equation 3, which includes autpevels, input prices and
country-specific environmental variables. The agerastimated cost efficiency
scores of all banks, listed banks as well as n&tedi across country and time are
reported in Table 9. The measure of efficiency sakanaximum value of 1, which
corresponds to the most efficient bank in the samphe overall estimated mean
score for the cost efficiency for the whole samipl@.810, or cost inefficiency level

of 0.190. This suggests that an average bank pesdwith a 0.810 of cost

efficiency or an average bank in the sample coalelsaved about 19% of total cost

4 Under the null hypothesis of the White’s heterdseicity test, it is assumed that the errors are
homoscedastic and independent of the regressorghamdhe linear specification of the model is
correct. If any of these assumptions fail resuitsisignificant test statistic. On the other haandl,
insignificant test statistic is desirable becatigedicates that none of these assumptions isteidla

> Once the country specific variables are includethe analysis, the impact of those variables en th
efficiency scores of the banking sector is in limi¢h the expectations. All of the coefficients dret
environmental variables in the estimation of cost grofit function are found to be statistically
significant.
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if it had used the best practice technology, thgramatching its performance with

the best-performance bank.

Table 9. Average cost efficiency scores (1995-20@8)I banks)

Countriesin the sample Mean gtar]dgrd Coeff_icignt of
eviation variation
Croatia 0.803 0.114 0.142
Estonia 0.850 0.064 0.076
Hungary 0.800 0.082 0.102
Latvia 0.786 0.151 0.192
Poland 0.824 0.096 0.117
Slovenia 0.820 0.089 0.109
Turkey 0.817 0.111 0.136
Overall 0.810 0.111 0.137
Trend
1995 0.778 0.133 0.171
1996 0.807 0.114 0.141
1997 0.806 0.113 0.140
1998 0.796 0.133 0.167
1999 0.825 0.121 0.146
2000 0.812 0.106 0.130
2001 0.828 0.105 0.127
2002 0.808 0.105 0.130
2003 0.815 0.124 0.152
2004 0.815 0.084 0.103
2005 0.809 0.093 0.115
2006 0.809 0.098 0.121

The results of cost efficiency scores across casteveal that efficiency levels do

not vary considerably, though some variation islent. Cost efficiency values range

91



from 0.786 in Latvia to 0.850 in Estonia. The baugksystem in Estonia reports the
highest cost efficiency score (0.850) during thenglea period, a finding which is
accordance with the other studies (Kasman andnfigd006). Based on the results,
Poland trails behind Estonia with an average cfisiency score of 0.824. Latvia
(0.786) has the most cost inefficient system. Bbeugh Estonia, in particular, was
to deal with the financial and banking crises maattributable to the legacies of the
Soviet past, its good performance can be explametdigher participation rates of
international institutional investors and also Hghstrategic foreign ownership
observed in the banking sector. In the case ofrélplgiven the relatively well-
developed nature of its banking industry, this tedoes not come as a surprise. This
result might be attributed to the increased forgigrticipation with more efficient
operating techniques in Poland. However, in Latwidich, like Estonia, is one of the
three Baltic countries like Estonia, the reasonhi@ving the highest cost inefficiency
in the banking system might be due to the lacknmdérnational institutions and
international investment funds, the highly concated structure of the banking
markets, and the lack of competition. Overall, cefficiency scores below the
average value of the whole sample are reporte€foatia, Hungary and Latvia. In
general, the findings of cost efficiency scoreslintpat banks in transition countries
can significantly reduce their production costghiéy can utilize their productive

inputs more efficiently.

The average estimated cost efficiency scores skew \fariation along the 12 years
of our sample, reaching the minimum in 1995 (0.7a8y the maximum in 2001
(0.828). As a preliminary observation, though threrage cost efficiency has risen

from 0.778 in 1995 to 0.828 in 2001, it declinedOt®&09 in 2006. However, the
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observed increase in average efficiency is noticoatis over the 1995-2001 period,
reflecting a slight decrease to 0.796 in 1998. sTiesult suggests that the cost
efficiency of banking system has deteriorated afiter year 2001 for the overall
sample of the transition countries. On the otherdhahis result is not followed by
the standard deviation in efficiency scores, whighort a substantial decrease from

0.133in 1995 to 0.098 in 2006.

Table 10 reports the evolution of average estimatexd efficiency scores for each
country over 1995-2006 period. The results indicetat, in general, the cost
efficiency estimates of individual countries do mrepresent any uniform trend.
However, in particular, Latvia represents the hgghgward trend among the sample
countries over the analyzed period. While costificy estimates appear to have an
upward trend in Croatia and Estonia, it has a doavdwrend in Hungary. For the
other countries, namely, Poland, Slovenia and Tyrkest efficiency estimates do

not seem to show any obvious trend over the period.
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Table 10. Evolution of cost efficiency (1995-2006\Il banks)

1995 1996 1997 1998 1999 2000 2001 2002 2003 2004 005 2 2006
Croatia 0.731 0.782 0.770 0.764 0.837 0.842 0.833 0.799 190.8 0.799 0.814 0.797
Estonia 0.834 0.870 0.826 0.785 0.853 0.752 0.844 0.879 960.8 0.900 0.856 0.888
Hungary 0.806 0.822 0.798 0.799 0.830 0.812 0.813 0.786 340.8 0.793 0.770 0.747
Latvia 0.613 0.666 0.747 0.710 0.743 0.768 0.842 0.855 250.8 0.853 0.841 0.851
Poland 0.805 0.857 0.860 0.858 0.874 0.850 0.850 0.821 620.7 0.785 0.805 0.768
Slovenia 0.864 0.825 0.824 0.814 0.773 0.811 0.749 0.809 840.8 0.865 0.814 0.821
Turkey 0.824 0.838 0.845 0.867 0.874 0.711 0.815 0.740 940.7 0.823 0.787 0.858
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A comparison of average cost efficiency estimate®ss listed and non-listed
banks is reported in Table 11 and 12. The reseltsal that stock-exchange listed
banks in Hungary, Latvia, Poland and Turkey disptayperior cost efficiency
compared with non-listed firms, implying that thetéd banks are more cost-
efficient. This finding, which is in accordance wibther studies (Berger and
Mester, 1997; Casu and Molyneux, 2000), may becattie of the impact of the
added regulatory pressure, informational transmardthrough extra disclosure
requirements) and market disciplining mechanisnedaby the listed banks to
operate more efficiently than non-listed banks. &bwer, this result is consistent
with the market discipline hypothesis. More spesailiiy, listed banks frequently
have controlling shareholders who are regulateda lombination of legal and
market techniques. However, in the case of CrogsS&nia and Slovenia, average
cost efficiency scores of non-listed banks are éghan the average for the listed
banks. This result contrasts with much evidencemfroonventional banks,
especially in the European area (Casu and Molyn@0¥0). It is, however,
consistent with the result of study in Islamic biagk(Yudistira, 2003¥. This may
be due to slow developments of capital marketshigsé countries. Also, the
expected disciplinary role and regulatory pressmay not materialize in the
countries with emerging and transition markets,hsas those included in the
sample, because of the lack of corporate transpgareks can be inferred, no a
priori expectation can be formed regarding the @asion of this variable with
bank efficiencies. With respect to the overall cefficiency scores, listed banks,

with an average efficiency levels of around 0.84r& shown to be slightly more

“®In these studies the dummy variable, which takesvalue of 1 for listed banks is included into
the analysis to distinct the efficiency scores leetwlisted and non-listed banks. However, in this
study, the average efficiency scores of listed aod-listed banks are estimated and thus a
comparison of these scores has been reported.
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efficient than their non-listed counterparts. Bt@ndard deviation in overall cost
efficiency scores reveal that listed banks shovess Ivariation than non-listed

banks.

Table 11. Average cost efficiency scores (1995-200Qbisted banks)

Cour;rrineilien the Mean Standard Deviation C?/zfrfii;i?onr;[ of
Croatia 0.799 0.132 0.165
Estonia 0.787 0.124 0.158
Hungary 0.829 0.086 0.104
Latvia 0.802 0.075 0.093
Poland 0.837 0.080 0.095
Slovenia 0.799 0.035 0.044
Turkey 0.832 0.091 0.110
Overall 0.817 0.106 0.130
Trend

1995 0.788 0.103 0.131
1996 0.832 0.108 0.130
1997 0.770 0.181 0.236
1998 0.850 0.052 0.061
1999 0.805 0.092 0.115
2000 0.740 0.141 0.191
2001 0.843 0.115 0.136
2002 0.846 0.059 0.070
2003 0.821 0.109 0.133
2004 0.806 0.068 0.085
2005 0.816 0.133 0.163
2006 0.829 0.082 0.099
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Table 12. Average cost efficiency scores (1995-20QBon-Listed banks)

Countriesin the sample Mean Star.‘df?“d Coeff_icignt of
Deviation variation
Croatia 0.803 0.112 0.140
Estonia 0.850 0.066 0.078
Hungary 0.799 0.082 0.103
Latvia 0.779 0.155 0.199
Poland 0.826 0.099 0.120
Slovenia 0.826 0.071 0.086
Turkey 0.809 0.120 0.148
Overall 0.808 0.112 0.139
Trend
1995 0.783 0.133 0.170
1996 0.806 0.118 0.146
1997 0.802 0.119 0.148
1998 0.778 0.144 0.185
1999 0.825 0.126 0.153
2000 0.818 0.095 0.116
2001 0.829 0.103 0.124
2002 0.813 0.094 0.116
2003 0.812 0.124 0.152
2004 0.806 0.085 0.105
2005 0.813 0.095 0.117
2006 0.803 0.106 0.131
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The overall trend in the cost efficiency scoresloth listed and non-listed banks
is increasing. However, listed banks, with an iaseeof 0.041, performed better
than non-listed over the time. Cost efficiency scogached maximum in 1998

(0.850) for the listed banks and in 2001 (0.829)fe non-listed banks.

Estimates of alternative profit efficiency scordésalh banks in the sample for each
country and the average for the all countries awer period 1995-2006 are
reported in Table 13. Average profit efficiency meof all banks in the sample is
0.574, implying that during the period, the earsimg banks would have needed
57.4% of their potential profits on average. Inestlwvords, a profit inefficiency

score of 0.476 indicates that an average bank doatdase its profits by 47.6% if

it was to meet the performance of the best-pratizre.

Comparing the efficiency scores obtained from ewst profit estimates, it seems
that banks are more efficient in controlling co#ten in generating profits,
confirming the findings of previous studies (e.Berger and Mester, 1997,
Lozano, 1997; Rogers, 1998; Maudos et al., 200RlirYm and Philippatos, 2007
and Lozano-Vivas and Pasiouras 2008). The highadednfior financial services
and also observed low financial intermediation peti®n over the sample period
left the banks in transition countries in a dominposition as a provider of these
services. Therefore, as banks have specificallyceamated on increasing their
investment activities, profit efficiencies stayedehind cost efficiencies

(Mamatzakis et al. 2008).
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Additionally, regarding the potential reward of exypling market shares in a
rapidly growing market, banks do not have much nitige to maximize their
profits by means of full utilization of their distionary pricing power (Rossi et
al., 2004). Furthermore, banks face less pressunectease their profitability as
interest margins in these banking systems aregy thereby, making much more
effort to restructure their activities to managstso

Table 13. Average profit efficiency scores (1995-08) (All banks)

Countriesin the sample Mean Star]d'c_\rd Coeff_icignt of
Deviation variation
Croatia 0.630 0.149 0.237
Estonia 0.576 0.188 0.327
Hungary 0.487 0.252 0.517
Latvia 0.582 0.215 0.369
Poland 0.576 0.203 0.353
Slovenia 0.652 0.141 0.216
Turkey 0.481 0.273 0.569
Overall 0.574 0.213 0.371
Trend
1995 0.647 0.164 0.254
1996 0.559 0.196 0.351
1997 0.566 0.204 0.361
1998 0.497 0.211 0.425
1999 0.556 0.215 0.387
2000 0.543 0.209 0.386
2001 0.514 0.235 0.458
2002 0.586 0.198 0.338
2003 0.597 0.209 0.349
2004 0.605 0.226 0.374
2005 0.618 0.216 0.350
2006 0.604 0.211 0.350
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Regarding comparison of the cost and profit efficie scores of banks in
transition economies, a detailed explanation isdededue to their peculiar
characteristics. The financial liberalization pregeand the integration of CEE
countries to the EU put pressure the banking fiomsmproving their efficiency

levels. After the elimination of the restrictions the entry of foreign banks, there
has been a heightened competitive pressure onalestof transition countries
from the developed European financial institutiomdiich operate at relatively
lower margins due to the intense competition. Ideorto compete both in the
domestic and international markets, banks haveitonmze their operation costs,
make optimal production plans, keep pace with tbeaaced technology and
decrease excess capacity by merging with morei@itibanks. Additionally, they

may need to increase their production capacityuthinooffering new services and
products and concentrating on non-interest-incoraeerating activities. Some
banks which cannot keep pace with these develommerihe industry will either

be acquired or eventually driven out of market doestrong competition.

Particularly, the customers of those banks will éfgrfrom the increase in the
efficiency levels as the decrease in costs willltaa lowered prices and improved
service quality. More importantly, the capacity tbe banking system will be
improved through increased efficiency and thereftihe changing needs of the

customers of financial services will be better met.

Unlike the cost efficiency scores, profit efficignscores vary greatly across
countries, whereas the country ranking based oksaverage profit efficiency
differs from that for cost. Profit efficiency scereange from 0.481 in Turkey to to

0.652 in Slovenia. After Slovenia, which has thghleist profit efficiency score,
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banking systems in Croatia were the second mof#t pfoicient during the sample
period. Regarding the overall average profit edfidy score of 0.574, Hungary
(0.487) and Turkey (0.481) present profit efficigrarores below the average.
These two countries have the least profit efficibabking systems among the
sample countries. The coefficients of variationvghgreater dispersion for profit

efficiency than for cost efficiency.

This result is consistent with the results of earitudies such as those of Maudos
et al., 2002, Kasman and Yildirim, 2006. The dédfere between the least profit
efficient system (Turkey) and the most profit @it system (Slovenia) is around
0.171 points (17.1%). In all countries of the samplrofit efficiency is lower than
cost efficiency, the extreme case being the diffeeeof about 0.336 points. This
implies that the performance of banks on the cast are not be matched by their
capability to create revenue. In the case of Latwal Croatia, their profit
efficiency scores are higher than the averageh®région, in contrast to their cost
efficiency, which is reported lower than the averaig accordance with the result
of other studies (Mamatzakis et al. 2008). Mamatzat al. (2008) explain that
this improvement for Latvia and Croatia’s rankingultl be the outcome of
providing financial services of higher quality, whigenerates additional profits at
the expense of increasing operating costs. Hownvdlie opposite results are

observed in the case of Turkey.
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The inter-temporal comparison of scores suggeatspttofit efficiency score of the
banks fell dramatically between 1995 and 2001, aticoous improvement is
observed during the period 2002-26)&hough not reaching the level of the year
1995. This result occurred in parallel with the anpof the transformation process
conducted in the banking systems of the transitountries. The period 1995-
2001 was characterized by the restructuring andapriation of state-owned
banks, completion of debt consolidation, eliminatiof the restrictions on the
domestic and market entries, recapitalization afksaand also development of
regulatory frameworks and supervision. With theseetbpments, the number of
banks in these countries has fallen. However, ¢wersd period, where the profit
efficiency score has shown a dramatic increaseesponds to the impacts of
these developments on the banking systems of ti@msiountries (Kasman et al,
2010) Therefore, this result occurred in parallghvdevelopments in the banking
business, the stability of the regulatory framewakd the relative stable
macroeconomic conditions after the year 2002. gpoase to growing domestic
and international competition and the integratiomcpss of the European markets,
many banks aim to catch up with advances in tedygyastimulated by the foreign
banks. The variation in profit efficiencies seem$ave risen over time, indicating
that the profit efficiency gap between the best awalst practice banks is
widening. The standard deviation of efficiency gcbas jumped from 16.4% in

1995 to 21.1% in 2006.

" There is no a continuous improvement or declinéaéncost efficiency scores of the banks during
the period.
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Table 14 presents the evolution of profit efficigrin each country. In general,
there does not seem to be an obvious trend inntfd pfficiency scores of each
country over the sample period. However, partidylaorofit efficiency scores
have shown an increasing trend after the perio® 20(Croatia, Estonia, Poland
and Slovenia, whereas the profit efficiency scatesnot achieve the beginning

level in 1995 for Estonia and Slovenia.
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Table 14. Evolution of profit efficiency (1995-2006(All banks)

1995 1996 1997 1998 1999 2000 2001 2002 2003 2004 005 2 2006
Croatia 0.631 0.590 0.686 0.570 0.598 0.576 0.602 0.658 490.6 0.663 0.675 0.688
Estonia 0.669 0.659 0.474 0.443 0.500 0.499 0.466 0.604 920.6 0.685 0.639 0.509
Hungary 0.597 0.613 0.497 0.325 0.417 0.536 0.534 0.475 8104 0.403 0.505 0.507
Latvia 0.705 0.562 0.598 0.512 0.618 0.595 0.486 0.606 450.6 0.663 0.554 0.469
Poland 0.646 0.474 0.509 0.476 0.526 0.406 0.433 0.577 950.6 0.703 0.688 0.720
Slovenia 0.714 0.612 0.560 0.619 0.622 0.620 0.696 0.622 300.6 0.713 0.726 0.691
Turkey 0.606 0.510 0.503 0.437 0.541 0.650 0.372 0.504 730.3 0.398 0.476 0.541
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A comparison of average profit efficiency scoreslisted and non-listed banks is
reported in Table 15 and 16. The results indichi listed banks in Estonia,
Hungary, Poland and Turkey are more profit efficigran non-listed banks in these
four countries. This result is consistent with t@wmparison of the cost efficiency
results across listed and non-listed banks, eXcafpia. Particularly, it can be stated
that more cost efficient listed banks are also npoddit efficient ones. On the other
hand, in the case of Croatia, Latvia and Slovemim-listed banks display superior
profit efficiency scores than those of listed bargpecifically, the profit efficiency
gap between listed and non-listed banks is higimeStovenia, indicating that listed
banks do not perform well in terms of profit eféoicy. Regarding also relatively the
lower cost efficiency scores of listed banks tham-fisted bank in Slovenia, this
result might be attributed to the slow developmehSlovenia’s capital markets.
Among the listed bank average profit efficiency resoacross countries, Croatia
presents the highest profit efficiency score (0)5@8kereas Slovenia displays the
lowest score (0.429). Nevertheless, regarding timelisted banks, the average profit
efficiency score reaches the maximum level in Sivg0.665) and a minimum in
Turkey (0.465). The opposite results observed labhaa while listed banks perform
better in Turkey, non-listed banks are more prefiicient in Slovenia. Given
relatively the structure of the system developnierihese countries, these results are
not surprising. In the case of Slovenia, despgesitccessful transition to a market
economy, Slovenia has lagged behind its EU peererms of financial system
development. Due to the characteristics of the &i@/s financial system, such as
lower stock market turnover, rare public offeringsd almost non-existent
derivatives products, the higher cost and profitigincy gap between non-listed and

listed banks in Slovenia does not come as a setpris
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Table 15. Average profit efficiency scores (1995-08) (Listed banks)

Countriesin the sample Mean Standard Coefficient of
Deviation variation
Croatia 0.592 0.216 0.366
Estonia 0.584 0.144 0.247
Hungary 0.584 0.214 0.367
Latvia 0.532 0.267 0.502
Poland 0.587 0.180 0.307
Slovenia 0.429 0.108 0.252
Turkey 0.582 0.207 0.356
Overall 0.583 0.200 0.342
Trend
1995 0.603 0.084 0.140
1996 0.582 0.129 0.221
1997 0.602 0.130 0.217
1998 0.594 0.230 0.388
1999 0.564 0.244 0.432
2000 0.653 0.156 0.239
2001 0.623 0.171 0.275
2002 0.523 0.210 0.402
2003 0.556 0.211 0.379
2004 0.638 0.184 0.288
2005 0.583 0.208 0.357
2006 0.515 0.272 0.529
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Table 16. Average profit efficiency scores (1995-06) (Non-Listed banks)

Countriesin the sample Mean Standard Coefficient of
Deviation variation
Croatia 0.633 0.153 0.242
Estonia 0.581 0.178 0.307
Hungary 0.476 0.254 0.533
Latvia 0.576 0.217 0.376
Poland 0.573 0.205 0.357
Slovenia 0.664 0.130 0.196
Turkey 0.465 0.279 0.601
Overall 0.571 0.216 0.377
Trend
1995 0.631 0.178 0.282
1996 0.553 0.203 0.368
1997 0.573 0.211 0.367
1998 0.496 0.225 0.454
1999 0.540 0.225 0.416
2000 0.537 0.204 0.381
2001 0.516 0.239 0.464
2002 0.587 0.199 0.340
2003 0.587 0.213 0.363
2004 0.602 0.228 0.378
2005 0.628 0.214 0.340
2006 0.608 0.196 0.322
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3.5.2. Regression Results

Table 17 presents descriptive statistics for cutiudaannual stock return series of
banks for the seven countries studied. Within tleeiopl examined, the banking
system in Croatia has exhibited the highest anstogk return of 86.3%, while that
in Estonia exhibited the lowest annual stock retofrl0.2%. Risk, measured by
standard deviation of returns, ranges from 0.1%lavenia to 151.5% in Croatia. Of
the seven countries’ bank stock returns, Croatimddry and Turkey are the most

volatile, while Slovenia and Estonia are the |leaitile.

The return distribution is positively skewed fol @ta countries except Latvia. The
skewness in Slovenia is equal to zero, which is tharacteristic of normal
distribution. This may be due to the lack of suéfit data for the analysis. The
relatively large value of kurtosis statistics extieg three in Croatia and Poland
suggest that underlying data are leptokurtic, titded and sharply peaked about
the mean when compared with the normal distributitime rest return series with
kurtosis of less than three have a platykurticriistion, which has a lower, wider
peak around the mean and thinner tails. The JaBgua-statistics and corresponding
p-values in Table 17 are used to test the null Hygss that the distribution of the
return series is normally distributed. AtMvalues are greater than the 0.01 level of
significance indicating that stock return series @ approximated by a normal

distribution with the exception of Poland.
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Table 17. Descriptive statistics of stock return sees of bank

. . - Standard : Jarque- No. of
Mean Median Maximum Minimum Dev. Skewness Kurtosis Bera obs.

Croatia 0.863 0.487 7.658 0.872 1515 2.957 13.111 3(8%;;‘;) 54
. 0.525

Estonia 0.102 0.068 0.806 -0.400 0.349 0173 2.212 17
(0.769)
0.748

Hungary 0.309 0.181 1.469 -0.897 0.681 0.002 2.097 22
(0.000)

Latvia 0.508 0.607 0.945 -0.144 0.477 -0.265 1374 0731 6
. . . . . . . (0698

Poland 0.119 0.084 1.932 -0.963 0.499 1.148 5.043 20554 44
. . . . . . . G000

Slovenia  0.145 0.145 0.146 0.144 0.001 0.000 1000 0333 2
(0.846)

Turkey 0.349 0.358 1.770 0.773 0.685 0.191 1.935 (g'ggg) 39
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Regression results, derived from estimating eqoaiioare reported in Table 18. As
discussed in the methodology in detail, in choosbejween fixed effects and

random effects specifications, the Hausman testltrés also presented to test the
correlation between the effects and the regresdorboth cases, the chi-squares
indicate that the fixed effects model should bdepred®.

Table 18. Regression results

Panel A - Dependent Variable : CASR Coefficient
Constant 0.359 (10.008) ***
COSTCH -0.329 (-2.983)**

Size 0.269 (2.153)**
Risk 0.267 (1.315)
R2 0.527

Adjusted R 0.300

Time dummies Yes

F-statistics 2.326%**
Hausman test 8.843 **

Panel B - Dependent Variable : CASR Coefficient
Constant 0.336 (9.161) ***

PROFCH 0.115 (2.421)**
Size 0.251 (1.979)**
Risk 0.224 (0.952)

R 0.526
Adjusted B 0.299
Time dummies Yes
F-statistics 2.319 ***
Hausman test 8.771 *

Notes: *** ** gnd * Statistically significant athe 1, 5 and 10% levels, respectivebgtatistics are in
parentheses; CASR: cumulative annual stock retatouated from monthly returns; COSTCH:
percentage change in cost efficiency; PROFCH: péage change in profit efficiencySize
corresponds to the annual percentage change IrastatsRiskcorresponds to the annual percentage
change in total equity to total asset ratio. Thelet® are estimated with fixed effects panel regoess
(including bank and period fixed effects) with W&ig transformation to control for cross-section
heteroscedasticity (d.f.corrected).

8 A main assumption in random effects estimatiothésassumption that the random effects are not
correlated with the explanatory variables. For te&son, a Hausman test is employed to compare the
fixed and random effects estimates of coefficig®altagi, 2001). The Hausman test resulted in a
Chi-square statistic equal to 8.843 (with 3 degefseedom) for cost efficiency and 8.771 (with 3
degrees of freedom) for profit efficiency, whicledooth statistically significant at the 5% level.
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Panel A corresponds to the regression resultsdstr efficiency changes and Panel B
for profit efficiency changes. If improvements @ost and profit efficiency are
reflected in stock returns, a positive associatoexpected between these changes
and stock returns. The results indicate that pedfitiency changes have a positive
and statistically significant impact on stock retir However, the striking result is
that cost efficiency changes have a negative aatiststally significant impact on
stock returns. The positive impact of profit effioty on stock return could be
explained by the argument that rational sharehsldad potential investors are very
concerned about the profits as they provide arcatotin about the future dividend
payments and capital gafisBoard and Day, 1989). Also, the profit efficiency
naturally includes the revenue side of the profinction. If banks are more
profitable, this will be directly reflected in theture expectations of the banks’ stock
returns. On the other hand, this is not the casé¢hi® cost efficiency changes. Cost
efficiency scores, which offer an indication foetbapability of managers, will not
be reflected positively in the bank stock returfsis finding suggests that stocks of
cost efficient banks do not tend to outperform rtheefficient counterparts. Even
though both better profit management and bettet cm@nagement are directly
observed by the public and reflected in the stogkep, rational shareholders or
potential investors in transition countries do petceive the cost efficiency changes
positively. These results are not consistent with results of earlier studies (Sufian

and Majid, 2006; Liadaki and Gaganis, 2010).

9 Generally, not all investors tend to keep theircks in the long term and benefit from dividend
payments. However, these groups of investors véllinterested in the stream of expected future
dividend payments since stock price will reflece thresent value of future dividends. Therefore,
positive changes in the expectations about thedeind payments will be reflected positively in the
stock returns, providing the investors to earnigan sale (Board and Day, 1989).
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Among the explanatory variables to account forithpact of efficiency change on
the stock returns, only size of banks, which cqoesls to the annual percentage
change in total assets, is statistically significain5% for cost and profit efficiency

scores.

Moreover, the explanatory power of the profit chesmigand cost changes in the
variability of stock returns is approximately 30%d{usted R-squared is equal to

0.300 for profit changes, 0.299 for cost changes).

3.6. Summary and Conclusions

With the integration process of the EU, a spedi@ngion should be given to CEE
countries because of enough credit for their agmeants in creating market-oriented
banking systems from almost a scratch to a moddeatd in such a short time
period. Even though there have been considerabpadiies among their progress of
achievement, most of these countries have passedhtieshold point of other

developed western countries that have made thenofpidre free market system.

As mentioned above, they were rather successfuhé implementation of the
privatization process, competitive policies andutatpry framework. The results of
the privatization policies and large scale foreigarticipation in their banking
systems led to an increase in the competitivenésbese CEE countries banks.
Therefore, competition between banks, between baakd other financial
institutions, domestic and foreign banks elevates issue of cost and profit

efficiency to the top of bank management prioriti€ost and profit efficiency
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estimates of banks in transition economies are eeas important ways to create

economic soundness and survival.

Specifically, previous studies have concentratetheexamination of the cost and
profit efficiency estimates in transition countriddowever, the relation between
stock returns and publicly available informatiors heso attracted the attention of
researchers in accounting and finance. While thpnitya of the existing literature

focuses on earnings, some recent studies investithe impact of other firm

attributes such as accruals, revenue surprises eaodomic value added and
efficiency. Motivated by the limited research imking, this study investigates the
link between the cost and profit efficiency scooéshe banks along with their stock
price performance to determine whether the efficyescores are priced accordingly

in bank stocks. It aims to fill this void in the EEountries banking literature.

The study goes further, looking for empirical evide to support the hypothesis that
publicly available information are reflected in tiséock prices and also market
discipline hypothesis which implies that banks whahares are publicly traded
would be expected to be more efficient, other thihgld constant, to the extent that

stockholders of the firm can put forth disciplineeothe management.

To achieve the objectives of this study, stochastantier analysis is employed to
estimate the cost and profit efficiency scores ahks of 39 banks operated in 7
transition countries during 1995-2006, while takimgo account environmental
variables of countries. Then, annual efficiencyrndes are regressed on annual stock

returns to determine whether they have an explanpatowver on the stock returns.
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The results obtained from this study help clarifye tongoing debate of whether
publicly available information are included in tlséock prices in the transition

countries.

The empirical tests reveal interesting results. @stemates of cost efficiency scores,
based on common frontier with country specific emvinental variables, have been
obtained from stochastic translog cost functioejuding output levels, input prices
and country-specific environmental variables. Thsuits of cost efficiency scores
across countries reveal that efficiency levels dovary considerably, though some
variation is evident. Cost efficiency values rarigem 0.786 in Latvia to 0.850 in

Estonia. The results of the evolution of averagemedged cost efficiency scores for
each country over 1995-2006 period indicate thatgeneral, the cost efficiency

estimates of individual countries do not represemt uniform trend.

A comparison of average cost efficiency estimat#ess listed and non-listed banks
reveals that stock-exchange listed banks in Hungaagvia, Poland and Turkey
display superior cost efficiency compared with isted firms, implying that the
listed banks are more cost-efficient. This findimdnich is in accordance with other
studies (Berger and Mester, 1997; Casu and Molyn20@0), may be indicative of
the impact of the added regulatory pressure, inftiomal transparency (through
extra disclosure requirements) and market disemqimechanism faced by the listed
banks to operate more efficiently than non-listethks. Moreover, this result is
consistent with the market discipline hypothesisord/l specifically, listed banks
frequently have controlling shareholders who aril@ed by a combination of legal

and market techniques. Comparing the efficiencyrescmbtained from cost and
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profit estimates, it seems that banks are moreiefii in controlling costs than in

generating profits.

Unlike the cost efficiency scores, profit efficighscores vary greatly across
countries. Profit efficiency scores range from Q.48 Turkey to 0.652 in Slovenia.
The inter-temporal comparison of scores suggestpidit efficiency score of the
banks dramatically fell between 1995 and 2001, atisoous improvement is
observed during the period 2002-28)&hough not reaching the level of the year
1995. The evolution of profit efficiency in eachuery shows that there does not
seem to be an obvious trend in the profit efficieacores of each country over the
sample period. However, particularly, profit eféocy scores have shown an
increasing trend after the period 2002 in Croafiatonia, Poland and Slovenia
whereas the profit efficiency scores do not achignvebeginning level in 1995 for

Estonia and Slovenia.

The results of average profit efficiency comparsar listed and non-listed banks
indicate that listed banks in Estonia, Hungary,aRdland Turkey are more profit
efficient than non-listed banks in these four caest This result is consistent with
the comparison of the cost efficiency results arbsted and non-listed banks,
except Latvia. Particularly, it can be stated tmatre cost efficient listed banks are
also more profit efficient ones. On the other handhe case of Croatia, Latvia and
Slovenia, non-listed banks display superior prefiiciency scores than listed banks.
Turning to the relationship between efficiency ds and stock returns, the

regression results indicate that profit efficienchianges have a positive and

* There is no a continuous improvement or declinthéncost efficiency scores of the banks during
the period.
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statistically significant impact on stock returifowever, the striking result is that
cost efficiency changes have a negative and statiigt significant impact on stock
returns. The positive impact of profit efficiency stock return could be explained
by the argument that rational shareholders andhpatenvestors are very concerned
about the profits as they provide an indicationulibe future dividend payments
and capital gain$ (Board and Day, 1989). Cost efficiency scores,cwhiffer an

indication for the capability of managers, will nm# reflected positively in the bank
stock returns. This finding suggests that stocksost efficient banks do not tend to
outperform their inefficient counterparts. Evenoufgh both better profit

management and better cost management are di@asigrved by the public and
reflected in the stock prices, rational sharehaderpotential investors in transition

countries do not perceive the cost efficiency clearpsitively.

There are a number of potential explanations faseh findings. First of all,

shareholders are interested in both profits andscd$e dividends in the former
influence both the future dividend payments andsegbent movements in prices.
For the latter, higher cost efficiency will not teflected in better stock performance.
Even though it is expected that cost efficient [saskould be more profitable and
generate greater returns for their shareholders)isnstudy, it is found that the cost
efficient banks, despite of being more profitableey can not provide higher

shareholder returns.

*1 Generally, not all investors tend to keep theircks in the long term and benefit from dividend
payments. However, these groups of investors véllinterested in the stream of expected future
dividend payments since stock price will reflece thresent value of future dividends. Therefore,
positive changes in the expectations about thedeind payments will be reflected positively in the
stock returns, providing the investors to earnigahn sale (Board and Day, 1989).
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Secondly, it is likely that profit efficiency estates are indicators of the “quality of
earnings” and “persistency of earnings”, whereasitional profitability ratios are

not (loannidis et al., 2008). Additionally, cosfieiency estimates are indicators of
the “cost management”, which provide more advargageer accounting ratios.
Finally, efficiency estimates are able to providéormation which is not biased or

agency problems.

The results of this study have crucial implicatiorEhe investigation of the
determinants of the bank efficiency and their retahip with the stock
performances is vital in terms of understandingithiensic valuation of the banks’
stocks generally. Evaluating the performance ofkbaand thus, assessing their
efficiency in maximizing shareholder wealth havievance for computing the cost

of capital since more efficient banks are expetbe@ise capital at a lower cost.

The impact of banking efficiency on the bank stoetkirn has important implications
for regulators and policy makers since it is impottfor regulators, especially in
developing countries, to create an environment kwigichances the efficiency and
stability in the banking systems. Moreover, thisyides new insights for policy
makers due to the importance of the efficiency fiecing the shareholder wealth
maximization in banking. In this sense, policy makshould not only evaluate
banking policies through the financial stability tbalso should investigate the
policies that encourage banks to operate effigrantbrder to make effective capital
allocation decisions (Beck et al. (2000). Using tefficiency as a primary
determinant for the bank stock return can be moezipe and timely than the

traditional accounting ratios in assessing the ofkkank failure. As a consequence,
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the results of this part of the study have a nundbgaractical implications for event
studies to analyze banks, particularly to estimatebank cost of capital and
investment performance, as well as regulatoryatites to utilize market discipline

to evaluate bank efficiency.

This study has contributed to the existing literatby presenting a panel data
methodology and including some selected transitioantries. Unfortunately, the
availability of data restricted both the numberaodiservations and the number of
countries in the sample. For further research, ewene robust results could be
attained by expanding the sample period and camtith availability of a larger

dataset.
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CHAPTER 4
THE RELATIONSHIP BETWEEN ACCOUNTING AND MARKET

MEASURES OF RISK

4.1. Introduction

The impact of accounting data on the stock pricesampanies has received
considerable attention of academic and investmemincunities for many years. The
early empirical studies (Abdullah, 1993, 1995) gade that stock prices either do not
respond to the release of accounting data or tiraesvariables are more influential

on the stock price.

CEE countries have been operating organized sta@rkeats in the last twenty years
and went through a number of changes and develdgnrethe process of economic
development and during transition into EU. Onehef issues between risk and stock
market on which little research has been carrigdroGEE countries is the link. This
may be attributed to the absence of organized stuoalkets or to the difficulties in
obtaining the required data to test the theoreticatlels developed mainly in the
developed economies. The present study is condweitddthe main objective of
filling this gap via studying the relationship be®n accounting-based and market-
determined risk measures of commercial banks of G&tktries during the period of

1995-2006. In particular, this section determinles éxtent to which accounting
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variables explain the total and market risks (thiditbe defined later) in the banking

industry.

The motivation of this study is two-fold. Firstsearch on CEE countries™ banks is
important, as they stand as the predominant safréi@ance for businesses. Since
the alternative sources of funds are not well-dgyedl in these countries compared
to their developed counterparts, the impact ofdweimg on the financial statement of
banks may be greater than in countries with moweldeed financial markets, when
corporations are exposed to financial difficultid$us, using merely accounting
ratios may be problematic. Second, due to the itransprocess into a market
economy, the integration with the EU and its relatffects on the financial system,
this study highlights the need for a set of magad accounting risk measures that

are applicable across these countries.

The investigation of the link and degree of assamicbetween accounting-based and
market-determined risks in banking institutions etess special treatment because
the deteriorating position of the financial instituns and a number of recent bank
failures require renewed interest in investigatirgk and stock price volatility of
banks. Due to changes in the economic and regylatarvironment including
liberalization and globalization of financial mat&ethe uncertainty associated with
the investment in bank stocks have increased. Tandial regulatory authorities
have been trying to monitor financial institutionsre closely than before. A number
of risk-adjusted financial ratids have been used to reflect the riskiness of an

institution to guide the depositors and investartheir financial decisions. However,

%2 A large number of different ratios have been usetie literature. These ratios provide information
about banks’' overall position, including capitalegdacy, asset quality, management, earnings,
liquidity and market risk.
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because of the developments in the financial systednthe regulatory environment,
the accounting data is not solely sufficient fag tissessment of the condition of the
banking institutions. Thus, the shift has movedrfrine accounting risk measures to
market-determined risk measures for the purpogg@fiding adequate information

for depositors, investors and regulators to moriherriskiness of each bank.

Accounting and capital market risk measures casubstituted for each other if they
contain the same type of information and are exgued¢b recommend the same
decisions for the market participants. In caseifficdlty of accessing the data on
one risk measure due to the being costly or unavig the other alternative can be
employed for decision making process without egtst. However, if these two risk
measures are not associated with each other, tlieynravide different types of
information. Moreover, they will recommend confiig} results for the participants.
Using both, rather than either, of these two riskasures is essential as each

indicator incorporates new information.

The rest of this study is organized as follows.ti®ac4.2 discusses the risks in
providing financial services. Section 4.3 reviews existing literature. Section 4.4.
describes the data and the methodology is presantesgction 4.5. Section 4.6

presents the empirical results and section 4. uided concluding remarks.
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4.2. Risks in Providing Financial Services

Banks, which provide financial services to the neanparticipants due to the ability
of banks to provide market knowledge, transactificiency and funding capability
act as a principal in the transactions. They usé thalance sheets to facilitate these
transactions and to absorb the risks associatéditviince the banks are in the risk
business, they are exposed to many types of rigksk”, in this context, may be
defined as reductions in bank value due to the gésin the business environment.
The risks that a bank face can be judged by loo&ingccounting data such as asset
composition, quality, liquidity and capital adequaEinancial theory states that the
risk sensitivity of a bank can be judged by examunthe returns required by
financial markets. The financial characteristics #nks in many countries of
transition economies will be determined using baticounting-based and market-
based measures. In providing their financial s&sj banks expose to credit,

liquidity, interest rate and capital (leverageksis

Asset quality is particularly important for the tiansince it includes both the credit
and interest rate risk exposures. Credit risk aripessibility of default by a
borrower. It may arise from either an inabilityumwillingness to perform in the pre-
committed contracted manner. Therefore, the firdreowndition of the borrower as
well as the current value of the underlying collatés of considerable interest to the
bank (Santomero, 1995). Credit risk is estimatediH®y proportion of assets that
consist of loans or relative amount of past-duedoas well as loan losses. Credit

risk is higher if the bank has more loans relatwith the proportion of the total
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assets or high loan loss reserves over the gress.dhis high leverage can bring

insolvency and lead to write-offs.

Interest rate risk is concerned with the changabénasset and liability returns and
values due to the fluctuations in interest ratesgk fluctuations in interest rates can
cause great depreciation or appreciation in theieglof the assets or liabilities.
Interest rate risk is measured by the ratio ofregkesensitive assets to interest-
sensitive liabilities. If a bank has a ratio abdv@, the returns of the banks will
decrease with a decline in the interest rates, iaogkase with an increase in the
interest rates. Because of the difficulty of prédig the direction of the interest rates,
many banks suggest that if they have an interdésts@nsitivity ratio close to 1.0,
they can minimize interest rate risk. However, @ligh it is difficult for some banks
to achieve this ratio, this often can be reachdg ahthe cost of lower returns on

assets, such as short-term securities or varialdeloans.

Liquidity risk shows the relationship of a bankiguidity needs for meeting deposit
outflows and loan increases versus its actual ¢er@l sources of liquidity from
either selling an asset it holds or acquiring adddl liabilities. Liquidity risk can be
approximated by the proportion of the liquid sosrde the form of short-term
securities in the total assets. This relationshig beginning indicator of the liquidity
risk of most banks. However, investment in shamateecurities provides a sacrifice
for the greater profitability of long term secuedi for the liquidity of short-term
ones. The reverse would be the case if the long t®ecurities were increased.
Hence, if the bank holds more liquid assets overttial assets- a larger liquidity

ratio-, it indicates that the bank can meet thedader deposit outflows or loan
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increases. The bank will be less risky, but aless|profitable (Hempel and
Simonson, 1999). In order to protect against thaidiity risk, a bank can lengthen
the maturity of its liabilities or increase the ikeability of its asset portfolio,
therefore, giving itself the flexibility to take @@n to adverse developments in the
markets for its liabilities by selling its assekéowever, the efforts to reduce the
liquidity risk by lengthening the maturity of thebilities simultaneously affect the
bank’s exposure to interest rate risk given théadilty of the future direction of the
interest rates in developing countries, where tharket is so volatile. As a
consequence, the net effect of each adjustment vamalb bank risk can be

determined in detail.

Leverage (capital) risk, among other types of riskas special interest to the
regulators since the equity capital provides a iuslagainst the losses from
operations or defaults on assets and lowering lb@ney costs. The level of equity
capital relative to total assets measures how necagital banks should hold against
the losses. In order to minimize the capital risk banks are exposed to and to
avoid the insolvency, capital ratios are determibgdhe regulators in the markets. A
lower ratio of equity capital to total assets irages the probability that temporary
losses will reduce the banks capital below thelleeeded by the regulators from
closing the banks and also indicates a greater sexpoto the risk of failure, or
smaller cushion to absorb losses from operatiorgetaults on assets. Banks benefit
from a high equity capital to total assets ratioitadoes not need to fund equity.

However, higher equity ratio reduces returns taednalders on their equity.
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These accounting risk measures, which reflect #mstns of the banks about the
uses and sources of the funds, determine the ranarthe level of risk for bank’s
shareholders. The net effect of the bank’s deassas reflected by their accounting-
risk measures on the bank’s market risk- in termseturn a bank must earn to
compensate stockholders for bearing this risk cardétermined only by relating

them to market-determined risk measures estimabaal $tock price data.

4 .3. Literature Review

4.3.1. Theoretical Background

Standing as the primary means of reducing unceytainder which external users
act, accounting data appears to provide usefulrnmdtion for potential investors,
creditors and other users in making rational inwesit decisions under uncertainty.
It is, however, argued that accounting data shaldd provide information which

helps investors in assessing the market risks.

Portfolio theory specifies risk measures solelytarms of market variables (e.qg.,
stock price variable). However, as discussed byv@eat al., (1970), the risk

determination is not complete without taking exame variables (e.g., non-price
data) into account in evaluating security priced pnce changes. Even though price
levels as well as changes are the net ultimatesidecvariables regarding risk-return
tradeoff an investor faces during the holding perithe current system in terms of
decision-making criterion can not be assessed witknowledge of the interaction

between the accounting data and market price Vagab
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Relevant literature has begun in the late 19604 whe publications of Sharpe
(1964), Lintner (1965), and Mossin (1966). Theyeexted the theory of Markowitz
(1952, 1959) to a more simplified portfolio modedlled as “diagonal model” and
later on developed the famous a capital assetngrimiodel (CAPM). Markowitz

(1959) defined the riskiness of a portfolio in terof the variance of the portfolio’s
return. The variance of a portfolio’s return inchsdtwo terms. The first term is the
variances of the individual securities in the palitf, the second term is the paired
covariance of the each individual security with thast of securities on the portfolio.
As the number of securities increases in the pstfthe portfolio may benefit from

the diversification effect if the securities havegative or low covariance with other

securities in the portfolio.

One limitation of the Markowitz portfolio theory the huge amount of parameter
estimation required to evaluate the variance afréfqio’s return. Therefore, Sharpe
(1963) suggested “diagonal model”, which decomghbsereturn of the security into
two components; a systematic component, which ageflenovement of a single
security’s return with the average return of alhest securities in the market
(economy-wide impacts) and individualistic companesich reflects the residual
portion of the security’s return. Similar to Markibazv model, as the number of
securities increases, the second term goes totlzeyogh efficient diversification in
diagonal model. The only remaining component treat not be eliminated is the
systematic component. The variance of the portfaiibdiffer among the portfolios
with respect to the magnitude of the bé3a,systematic or unavoidable risk of the

security, measuring the security’s sensitivity tarket-wide factors.
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The earlier studies by Sharpe (1964), Lintner (J966d Mossin (1966) have then
extended the portfolio models to CAPM, determings equilibrium prices for all
securities in the market. CAPM asserts that theigtsea linear relationship between
return and risk of a security. This risk-relatediagon in returns is generally not of
interest to researchers concentrating on firm-$jgeaccounting information and its
relation to the firm-specific component of the &toeturn. Hence, the CAPM, along
with the efficient market hypothesis, was helpfol @stimating the firm-specific
return component. The securities with identicabbad® not necessarily result in the
same total risk. The difference in total risk isedio the differing levels of firm-

specific risk.

The market-determined risk measures refer to tagl| which is composed of two
risks; systematic and unsystematic risk. Variatiomsaaccounting data relate to a
stock’s total risk. Systematic risk, which is inm@mt for the rational investors
holding well diversified portfolios, is measured gt of stock. Unsystematic risk
relates to the residual error terms from the manketdef*. Accounting risk
measures, which convey information about the financial penfiance of firms, are
used to determine whether they are impounded in niaeket-determined risk
measures. If an association is observed betweeradbeunting risk measures and

market-determined risk measures, this supportgoiné hypothesis that accounting

%3 Beta measures the volatility of an asset’s ratenfrn in relation to the market rate of return.

> Statistical market model separates the totaliriskvo components. The expected rate of return on
an asset is a linear function of a market factanmon to all assets and of an independent factor
unique to the particular asset. The statistic regmng residual errors refers to the firm-spegifi,

not explained by the market factors.

% various accounting risk measures are used in iteeafure. See literature review for more
discussion.
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data reflect underlying events that determine tbldness of the securities and also

such events are also reflected in the market fisecurities.

In terms of security valuation, accounting datased to assess the “intrinsic value”
of the securities for the purpose of discoveringelwalued” or “undervalued”

securities (Graham et al.,, 1962). The notion dicieht market hypothesis (as
mentioned above) supports the hypothesis that isgquices are unbiased estimates
of the intrinsic value and the market reacts siemdbusly to the new information
(Fama, 1965, Fischer et al., 1967, Ball and Brol@§8). Without the possession of

private information, the search for “overvalued”“ondervalued” securities would
not be an optimal decision strategy. In efficierdrket hypothesis, the accounting-
based data plays a crucial role in the decisionHnggirocess of the investors since it
assists the investors in estimating the riskindsth® securities. Accordingly, they
can select the optimal portfolio which maximizeithutility at a certain risk
tolerance. In some cases where the accounting-bdatd can be employed to

produce superior risk forecasts, the decision-ntpkimocess of the individual

investors can be improved.

4.3.2 Empirical Literature Review

A significant amount of literature has focused be tarket measures of risk and
accounting information in examining the risk asgesst of the banking institutions.
The pioneering work in the commercial banks wasiedrout by Pettway (1976),
who studied the relation between market measuresrisif and accounting

information by considering the impact of the bankapital position and other

128



accounting variables on market beta and the piceiegs ratio¥. Using a sample
of 38 large US banks and holding companies ovemptred 1971-1974, he found
that bank equity was a significant determinant dfaak’s price to earnings ratio in

year 1972 and 1974 and of a bank’s market bet@74.1

Likewise, Jahankhani and Lynge (1980) analyzed tkkationship between
accounting measures of risk and market measureskaf drawn from a sample of
95 commercial banks and bank holding companies .B. dver the period 1972-
1976. When market beta was used as the dependeableathe dividend payout
ratio, the loan-to-deposits ratio and the coeffitief variation of deposits were
found to be statistically significant. The accouagtvariables in this model explained
26% of the variability in systematic risk. Usingtabrisk (standard deviation of
returns) as the dependent variable, all the acomyrtariables, with the exception of
loan-to-deposit ratio were found to be statisticaignificant and they explained

43% of the variability in the total risk.

Rosenberg and Perry (1981) examined 124 large bhhBks between the period
March 1969-June 1977. Systematic and residual ngkse used as dependent
variables and a number of accounting variables vesmployed as independent

variables. The results indicated that when systemragk (beta) was used as the

**Even though capital asset pricing model is basezhep anteobservations, he used primariéy
postdata. Market beta, as a dependent variable imtigel, was derived from the past weekly prices.
Breen and Lerner (1972) found that historical begstimations would provide good predictions of
company betas if the financial policies of the camps are consistent over time. Other accounting
variables used in the model are return variablaseelative variable (price-expected earning®jat
risk variables (total capital / risk assets) andhiegy stability measure.

" While systematic and total risks were used as etatktermined risk measures, seven accounting
variables such as dividend payout, leverage, aeffi of variation of deposits, coefficient of
variation of earnings per share, loan to deposib,réoan loss experience and liquidity ratio wesed

as proxies for accounting risk.
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dependent variable, size, equity capitalizationjdéind yield and the asset-to-long
term-liability ratios were statistically significanOn the other hand, earnings
variability and leverage in the capital structurergvfound to be the simple predictors

of residual risk.

Lee and Brewer (1985) employed cross-section ame-tieries methodologies to
examine the relation between accounting and makiktrmined risk measures for a
sample of 44 banks and bank holding companies ejlyadata over the period 1979-
1982. The volatile liability ratit, leverage and dividend payout ratio were found to
be statistically significant variables in explaigithe systematic riSk and had the
expected signs. When residual risk was introducgéo the model as a dependent
variable, most estimated coefficients had the etgokesigns and most of the variables

were found to be statistically significant.

Karels et al. (1989) investigated the relationsbgiween market-determined risk
measures and an accounting risk measure proxiedeb\zapital adequacy ratio’ by
using a sample of 24 U.S. banks’ quarter data theeperiod 1977-1984. They found
a negative relation between the capital adequatdy aad systematic risk for each
guarter, supporting the view that higher capitatcqdhcy ratio provides a greater
buffer against default risk and thus, implying lesk. They found a negative but

statistically significant relation between the ¢apiadequacy ratio and total risk

%8 Volatile liability ratio compares a bank’s levef short term investment securities to volatile
liabilities. Volatile liabilities are defined asatt-term borrowed funds plus jumbo deposits. Thisor
also gives an indication of the extent to whicht"hmoney is being used to fund the riskiest aseéts
the bank.

*\Within each quarter, for each bank, systematic visls estimated using market model based on
daily return data for each bank and the S&P 50@&xnd
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measure. However, the signs of the relation betwesital adequacy ratio and

unsystematic risk for each year were mixed.

Building upon the earlier work of Jahankhani anahdge (1980), Mansur, Zangeneh
and Zitz (1993) examined the effectiveness of foman ratios of banks in
reproducing the market-determined measures offoisk sample 59 U.S commercial
banks over the period January 1986-September 19@@eral accounting variables
such as stockholders’ equity to total depositsltmans to total deposit, net income
to total asset, total loans to total assets, total loss reserve to total loan, cash and
due from banks to total asset and coefficient ofati@n of deposits were used as
independent variables, whereas total risk and syatie risk were used as dependent
variable§®. They reported that only the loan-loss-reseredotal-loans ratio and the

codficient of variation of deposits were found to betistigally significant

determinants in explaining the systematic risk. Aoting variables in this model
explained 35% of variability in systematic risk. @ver, using total risk as the
dependent variable, only the liquidity ratio wasirid statistically significant and it
explained 24% of the variability in total risk. Qa#, these studies revealed that

accounting and capital market risk measures arefsigntly related for US banks.

Elyasiani and Mansur (2005) examined a sample ofl&2anese banks over the
period 1986-1996. They analyzed the link betwearoaating variables and market
measures of risk cross-sectionally by employing O&8d ridge regression

techniques. Moreover, to estimate the market, ésteand exchange rate risk of

®For each bank, accounting ratios were computedgusirarterly data. The market-determined risk
measures, systematic risk and total risk were tatled over the same time period using daily returns
data.
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Japanese banking institutions, a multi-factor GARQ@kbdel was employed.
Empirical findings of this study illustrated thatcaunting variables contained some
explanatory power in describing banks' market amdifin exchange risk. Based on
the market beta model, assets-held-in-trading agalirdy-accounts, cash and due
from banks, provisions for credit loss, deposits coltomers, and non-interest
expense were all found to be significant. Theseabes also presented the expected
signs. Furthermore, non-interest income, and foregigchange denominated assets
had an impact on the exchange rate risk. The cqieaneous association of market
beta and accounting variables was found to be we#akeJapanese banking
institutions compared to their U.S counterpartss Worthwhile to note that Japanese
banking institutions engage in a broader set aliéiets including investment and
mortgage banking and ownership of stocks in comi@lefcms. As a result, the
riskiness of these institutions tends to show #esssitivity to bank-related corporate

decision variables in the short run.

Agusman et al. (2008) investigated the relatiorwbeth accounting and capital
market risk measures for 46 listed Asian Banks dher period 1998-2003. By
employing a panel data analysis including a corfsolcountry-specific factors, the
empirical results of this study indicated that #t@ndard deviation of the return-on-
assets and loan-loss-reserves-to-gross-loans gnédficantly related to total risk.
Furthermore, gross-loans-to-total-assets and lossHleserves-to-gross-loans are
significantly related to unsystematic risk. Notveithnding significant differences
across Asian countries in terms of banking acésiticapital adequacy requirements,
and deposit insurance protection, these researstrergly suggest that firm-specific

risk is more important than systematic risk in tisgllected Asian countries.
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4.4. Data

The accounting data — including balance sheet memwhie statements of banks — was
drawn from BankScope database, which covers dalandpag t010,227 banks
world-wide. The BankScope data are supplementeld thi¢ data and information
from annual reports of the banks. Daily closingcesi of each bank were obtained
from stock exchanges of each country in the sampkzounting variables from the
balance sheet and income statements are annuaguehcy whereas stock return
data are daily. The data set consists of end ofstiagk prices in local currencies.
The local currencies are converted into U.S. dollaily market indices for each
country were extracted from Datastream. The datsewadjusted for reporting

errors, inconsistencies, missing values and extraahges.

The sample set includes information for an unbadnof 191 observations on 39
commercial banks operating in seven CEE counttlest, are already members of
EU or are in the candidate status over the perimh 1995 to 2006. The selection of
countries is based on the data availability of batdck price data. The countries
included in the sample are Croatia (14), EstonjaHi&ngary (2), Latvia (2), Poland

(9), Slovenia (1) and Turkey (9).

4.4.1. Variables

Accounting risk measures employed in the study @ssiple explanatory variables

are equity to total assets ratio, gross loans t@l tssets ratio, loan loss reserve to

gross loans ratio, liquid assets to total assdis. rdable 19 presents the variables

employed in this study along with their use in poeg studies.
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Table 19: Descriptions of independent variables andheir use in previous

studies
Independent Variables Description References
EQTA Equity to total assets ratio Pettway (1976); Jahank
and Lynge (1980); Brewer and
Lee (1986) and Karels et al.
(1989)
GLTA Gross loans to total assets ratio  Brewer and Le@8g) and
Mansur et al. (1993)
LLRGL Loan loss reserve to gross loanMansur et al. (1993) and
ratio Hassan (1993)
LQATA Liquid assets to total assetdahankhani and Lynge (1980)
ratio and Mansur et al. (1993)

Equity to total asset ratio, which is an importaspect of bank characteristics, is
used as a proxy for leverage risk. This ratio messuhe extent to which bank
shareholders finance total assets. An intuitiveuaagnt is that lower ratio of equity
to total assets provide a less buffer against dtedaa therefore implies more market
risk. This means that banks are most likely torgo bankruptcy when it is in trouble
and facing default. Theoretically, therefore, aateg correlation would be expected

between the equity to total asset ratio and vanmasket risk measures.

Gross loans to total assets ratio measures batldilig and credit risk for a bank. A
high gross loan to total assets ratio could pouttpossible liquidity problem for a
bank in the case of large unexpected deposit vathdis or in a tight credit market
environment. Subsequently, since the loans areidenesl as the most risk assets
held by the bank, an increase in the loan to takt ratio will increase the bank’s
credit risk. Therefore, theoretically, this ratexpected to be positively related to

market risk measures.
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Loan loss reseryéto gross loans ratio, one of the common bank fipecilicators,

is used to measure the credit risk of a bank. Sineex antelevel of loan portfolio
risk is not easily accessible, the allowance foanloloss reserve reveals the
management’s estimate of exposure to credit riskigher loan loss reserve ratio
indicates that a higher degree of loss is expentethe loan portfolio. Hence, a
positive relationship between the ratio of loarslosserve to total loans and various

measures of market risk is hypothesized.

Liquid assets to total assets ratio, which meastimegpercentage of total assets that
are invested in the liquid assets, is used asy gy the liquidity risk of a bank. A
higher ratio of liquid assets to total assets otflehe greater ability of the bank to
absorb a cash outflow in the short run and theeefl@creases the illiquidity risk. In
this context, this ratio is expected to have a tiegampact on various market risk

measures.

Capital market risk measures, which are employedhian model as dependent
variables, include systematic risk, unsystemask and total risk. ~As mentioned
earlier, according to Markowitz (1959) theory, thiskiness of a portfolio is

determined in terms of the variance of its retum$(R ). Sharpe (1964) extended
the work of Markowitz and developed thearket modelMore specifically, based on

this model, the return of a security is expressefbbdows:

R, =a, +BR, *+& %)

®1 | oan loss reserve is a contra-asset account kectehe amount that a bank sets aside to cover
estimated losses in the loan portfolio.
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where R, is the rate of return on securityon dayt, a;is the intercept,g is the
market beta coefficient of security R_,is the rate of return on market index for
each country on day and e,is the disturbance term, which is assumed to be

normally distributed with zero mean and variance @f(e). Market beta

coefficients are estimated by using ordinary leagtare (OLS) technique and were
corrected for autocorrelation wherever appropriade.high beta reflects the
expectations of the investors about a bank whasengare more volatile compared

to return on market portfolio.

Following the portfolio theory developed by Markozv{1959) and market model by

Sharpe (1964), the total risk of security, (R, cin be represented as

o’ (R)=p40*(R,)+0" (&) (10)
where the first term,8°0? (R, ,)is called assystematic riskof the ith security,
which measures the sensitivity of a security to rireeket events, the second term,
o%(e)is called theunsystematic riskwhich can be reduced to zero through

diversification, is the residual errors from therke model. Even though the only
relevant risk of security for a risk-averse inves®the systematic risk, two banks
with the same beta do not necessarily result irséimee total risk due to the differing
levels of unsystematic risk. In this study, thetsysatic risk is measured by the beta
of banks’ stock returns and unsystematic risk mmated as the annualized standard
deviation of residual errors form the market maaiadl total risk is computed as the

annualized standard deviation of the banks’ dddglsreturns.
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4.5. Empirical Model

This study uses a panel data methodology. It hasynamlvantages over othe
methodologies. Panel data methodology controlsnidividual heterogeneity, gives
more informative data, provides more variabilitgss collinearity among the
variables, more degrees of freedom and more eftgi€Klevmarken, 1989; Hsiao,
1986 and Baltagi, 2003). Furthermore, Baltagi @hd Hsiao (1986) indicate that
panel data methodology specifies the time varyglgtion between dependent and

independent variables.

There are several types of panel data models imguzbnstant coefficients modél
fixed effects model and random effects model. Te¢emheine the choice of the
appropriate methodology, several specificationstese employed. The likelihood
ratio (LR) test is used to determine whether tikedieffects model outperforms the
pooled OLS. The appropriateness of the random tsfi@odel relative to the pooled
OLS is examined with the Breusche-Pagan Lagrangdtifler (LM) test.
Hausman’s test is conducted to compare the fixéectwsf model with the random
effects model. In all the specifications, pooled ls rejected at conventional
significance levels. In a majority of specificatiothe Hausman test urges the use of

fixed effects estimation.

%2 The constant coefficient model with residual hoewjty and normality can be estimated by using
pooled Ordinary Least Square (OLS) regression madakth refers to constant intercepts and slopes
across time and regions. More specifically, these assumed to be unobserved individual
heterogeneity. Since the independence and homa#@etjaassumptions of the error terms in the
pooled OLS are not usual in the panel data appicstit will not be so realistic to expect thabpex
OLS be adequate for such models (Davidson and Maoki, 1993).
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In the light of previous literature and in the smi the earlier work of Jahankhani
and Lynge (1980), Mansur et al. (1993) and Agusrataral. (2008), this study
empirically tests the relations between accountiagos and capital market risk
measures by using the following specification:

CPMRM,, =a + BEQTA, + B,GLTA, + SLLRGL, + S,LQATA, + & (11)

where CPMRM,, represents total return risk, systematic risk wsystematic risk
respectively of bank at timet in country s, EQTAdenotes equity to total assets

ratio, GLTAdenotes gross loans to total assets ralibRGLdenotes loan loss

reserves to gross loans ratibQATAdenotes liquid assets to total assets ratio.
represents the overall constant in the model, vaserg’'s represents slope
parameters and, are the error terms far1,2, ....N cross-sectional units (banks)

observed for dates periotisl,2,....T

4.6. Empirical Results

Table 20 represents descriptive statistics of tlagket-determined and accounting-
based risk measures. The data in general are hgielyed except systematic risk
measure and gross-loan to total assets ratio. IBgsiterisk measure has the highest
standard deviation. The results of which estim&ie telationship between each
market-determined risk measure and the accountsgéd risk measures are shown

in Table 21.
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Table 20. Descriptive statistics of the market-baskand accounting-based risk measures

Variables Mean Median Standard Deviation Minimum Maximum Skewness
Total return risk 0.073 0.034 0.165 0.011 1.737 7.034
Systematic risk 0.371 0.588 3.641 -0.018 0.103 -2.354

Non-systematic risk 0.105 0.027 0.647 0.000 8.793 12.840
EQTA 0.113 0.103 0.053 0.028 0.435 1.873
GLTA 0.527 0.534 0.125 0.222 0.853 -0.068
LLRGL 0.050 0.038 0.050 0.000 0.258 1.227

LIQATA 0.386 0.381 0.127 0.077 0.693 0.048

This table presents the descriptive statistichefraw variables. This study uses annual obsenstibcapital market listed commercial banks irodrdries in Central and
Eastern European over the period 1995-2006. Tetain risk is the annualized standard deviatiothefbank’s daily stock returns. Systematic risk is

the beta of the bank’s stock returns Non-systemsticis the annualized standard deviation of nesliérrors from the market model. EQTA is the rati@quity to total
assets; GLTA is the ratio of gross loans to tosakts; LLRGL is the ratio of loan loss reservegrass loans; LIQATA is the ratio of liquid asseiddtal assets. There are
191 observations.
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Table 21. Estimated coefficients from regressing mket-based risk measures on accounting risk measuseyears 1995-2006

Dependent Variables Panel A Panel B Panel C

Total return risk Systematic risk Non-systematic risk
. . Fixed Fixed Fixed Effects
I ndependent Variables Expected Sign Pooled OLS  Effects Pooled OLS | Effects Pooled OLS Moddl
Model Model
Constant —0.284 -0.413 7.185** 5.381*** -0.494 -0.208
(-1.388) (-1.488) (1.969) (4.212) (-0.596) (-0.312)
EQTA Negative 0.079 -0.460* 0.325 10.161 1.919** -2.033
(0.355) (-1.902) (0.081) (1.188) (2.107) (-0.712)
GLTA Positive 0.380* 0.636** -8.071** S7.127%* 0.617 0.920
(1.694) (2.208) (-2.018) (-3.279) (0.679) (1.364)
LLRGL Positive 0.865*** 0.115 1.202 0.717 0.621 0.125
(3.425) (0.905) (0.267) (0.230) (0.606) (0.292)
LIQATA Negative 0.272 0.511* -6.380 -5.810** 0.069 0.136
(1.204) (1.704) (-1.584) (-2.996) (0.075) (0.511)
R? 0.10 0.43 0.03 0.28 0.04 0.31
F statistics 1.378 - 1.212 - 1.879 -
N 191 191 191 191 191 191
Specification Tests: - - -
F-test (pooled OLS vs. Fixed 2.048 1.020 1191
Effects Model

Hausman Test (Fixed Effects
Model vs. Random Effects 7 628* 7 715+ 8.989*
Model ' ' '

Total return risk is the annualized standard dexiadf the bank’s daily stock returns. Systemask s the beta of the bank’s stock returns Nortesysatic risk is the
annualized standard deviation of residual errarsmfthe market model. EQTA is the ratio of equitydtal assets; GLTA is the ratio of gross loantotal assets; LLRGL is
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the ratio of loan loss reserves to gross loansAIQ s the ratio of liquid assets to total assdtsere are 191 observations. ***, ** and * statistiiy significant at the 1. 5
and 10% levels respectivelystatistics are in parentheses. The estimated niiadielv represents the relationship between acaoyiatnd capital market risk measures;
CPMRM,, =a + B EQTA, +B,GLTA, + B,LLRGL, + B,LQATA, +¢&,

Where CPMRM refers to the total return risk. systematic rigkl @on-

systematic riskB,. B,. B;. [, refer to the accounting risk measure coefficients.
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The significant F-test indicates that the fixedeets model outperforms the pooled
OLS. Additionally, the Hausman test resulted inha-§juare statistic equal to 7.628
(with 4 degrees of freedom) for total risk and B.{With 4 degrees of freedom) for

systematic risk, and 8.989 (with 4 degrees of foeedfor unsystematic risk which

are both statistically significant at the 10% levitherefore, Hausman test indicates
that the fixed effects model is more superior te thndom effects model for these
three equations. The presence of heteroskedastioilyautocorrelation is removed

using appropriate tesfs

Panel A in Table 21 presents the results of thetiogiship between total risk and the
selected accounting-based ratios, including edoitiptal asset ratio (EQTA), gross
loans to total assets ratio (GLTA), loan loss reséo gross loans ratio (LLRGL) and
liquid assets to total assets ratio (LIQATA). Tirweetl effects specification indicates
that when total return risk is used as the depenhamable, the equity to total assets
ratio, gross loans to total assets ratio and ligsskts to total assets ratio are found to
be statistically significant. However, loan lossewe to gross loan ratio is not
statistically significant determinant in explainitige total return risk of the banks.
The equity to total assets ratio and gross loarettd assets ratio have the expected
signs, whereas the sign of the coefficients oflitped assets to total assets does not
conform the hypothesized relationship. The equtyotal assets ratio, which is also
a measure of capital adequacy ratio, indicateshtbat much total asset values may

decline before the position of the bank’'s deposit@nd other creditors is

®3 Since the data are pooled, heteroskedascitiy atmt@uelation may influence the results of OLS.
For the panel data analysis, as the presence efds&edasticity and autocorrelation will be serious
failures, the coefficients are not consistentlyirmated. Hence, a likelihood ratio test and the
Wooldridge test identified the heteroskedasticitg autocorrelation, respectively.
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jeopardizeff. Hence, an increase in the equity to total assés will result in a
decrease in the bank’s return risk that the shddeh® will be exposed to since the
shareholders know that the bank to hold more e@g#anst the default.

The gross loans to total assets ratio is usedrasasure of the credit risk, which is
defined as the risk that the interest, or pringipalboth, on securities and loans will
not be paid as promised. If the bank has more |aandll be exposed to more credit
risk. Therefore, this results in an increase in tha&rket risk of the banks as the
shareholders perceive the higher loan level asky position. These two accounting
based risk measures are used as the explanataaplearin explaining the total

return risk.

The liquid assets to total assets ratio is a prmeasure for the liquidity risk of a
bank. Liquidity risk shows the relationship of ank® liquidity needs for meeting
deposit outflows and loan increases versus itsabctupotential sources of liquidity
from either selling an asset it holds or acquiradglitional liabilities (Hempel and
Simonson, 1999). Thus, a large liquidity ratio fobank indicates a less risky bank.
However, even though the sign is expected to bathey the coefficients of the
liquidity to total assets ratio turns out to beipwes, indicating that an increase in the
liquidity ratio results in an increase in the bamdk. The sign of this ratio is not
consistent with the results of similar studies ieariout in the most developed stock
markets those of Jahankhani and Lynge (1980) andsiaet al. (1993). This
difference can be explained by the argument thatetiolders perceive the increase
in the liquid assets (such as short term instrumantl securities) of a bank as a risky

position since the stock markets and, of course, ittstruments in those stock

% A bank with 10 percent equity to total assetsratiuld withstand greater declines in asset values
than a bank with 5 percent equity to total ass#is.r
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markets of transition countries are not well-depelb. The reliance on these is not so

high by the shareholders.

Panel B in Table 21 presents the relationship batwibe systematic risk and the
accounting-based ratios. The F-test indicatesthigatixed effects model outperforms
the pooled OLS and the Hausman test determineshibdixed effects model is more
superior to random effects moffel The coefficients of the fixed effects model
pertaining to the dependent variable of systenradic with the exception of equity
to total assets ratio and gross loans to totatssato, carried signs which had been
hypothesized in Table 19. However, only the cogdfits associated with gross loans
to total assets ratio and liquid assets to totsétasratio are statistically significant at
10% and 5% levels, respectively. Equity to totaleds ratio and loan loss reserves to
gross loans ratio are not statistically significant explaining the variation in
systematic risk. When the systematic risk is usedha dependent variable in this
study, only the coefficients of the equity to todsets ratio turned out to be
statistically insignificant. This indicates thateevthough equity to total assets ratio
has an explanatory power in explaining the vamatiototal return risk, it does not
explain the variability in the systematic risk. Busingly, the sign of the coefficient
of the gross loans to total assets ratio turnedtoute the negative which is the
opposite of what has been hypothesized in Tablevh®&n the systematic risk is used
as the dependent variable. This means that anaserna ratio of loans to total assets
will result in a decrease in the systematic riskhaf banks. The reason behind this is

that the higher level of loans does not produder@at for the systematic risk. In the

% The F-test resulted in a statistic equal to 2.84&atistically significant at 1% level, which eejs
the null hypothesis, which states that the pareatih dre not poolable. The Hausman test resulted in
Chi-square statistic equal to 7.715 (with 4 degdseedom), which is statistically significant thie
10% level.
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case of systematic risk used as the dependentbigridie ratio of liquid assets to
total assets ratio exhibit expected negative @tatiip, which has been hypothesized

above.

The final panel, Panel C in Table 21, indicates tbsults of the relationships
between the unsystematic risk and the selecteduating-based financial ratios.
Both the results of the F-Test and the Hausmansigggest that the fixed effects
model is more superior to the Pooled OLS and thedam effects mod&
Surprisingly, when unsystematic risk is used asdiygendent variable, none of the
coefficients are statistically significant, implginthat they do not have any
explanatory power in explaining the variabilityunsystematic risk. However, all of
the coefficients, with the exception of the liqaglsets to total assets ratio, have the

expected sign, which has been hypothesized irathle above.

These findings suggest that total return risk aysdesnatic risk are perceived more
by the shareholders in these countries than umegsie risk. The accounting
variables are more important in explaining systéenand total retrun risk than
unsystematic risk. When total risk or systemat& is the dependent variable, some
of the coefficients have an explanatory power iplaxing the variation in these
risks. However, it is noteworthy that none of tleeficients are able to explain the
variability in unsystematic (firm-specific) risk.h€se are not consistent with the
results of similar studies carried out in develgpaountries’ stock markets those of
Agusman et al. (2008). In the study of Agusmanale{2008), unsystematic risk is

found to be more important in the Asian countrieasnt systematic risk, consistent

% The F-test is statistically significant at 1% aheé Hausman test resulted in a Chi-square statistic
equal to 8.989s (with 4 degrees of freedom), wisdtatistically significant at the 10% level.
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with the results of Claessens et al. (2000) wholyriipe fact that most Asian listed
firms are controlled by a single shareholder. Thmuld also suggest this major
shareholder can substantially impact the behavithebank and may be concerned
with bank-specific (unsystematic risk) than systemask (country-risk). However,
this study reveals the fact that many of the tt&rsicountries are affected by the
systematic risk rather than unsystematic risk. ppaosed to the Asian listed banks,
the banks in CEE countries are not controlled ley tiajor shareholders. The key
reforms implemented at the transition process delvestructuring, rehabilitation
and privatization of the state-owned banks to ereammpetitive pressure and
increase the efficiency of the sector. Throughdhminations of the restrictions on
foreign entry, the number of banks also dramaiicaitreased (Tang et al. 2000).
Foreign banks, which dominate the banking sectomost CEE countries, were
considered to produce positive externalities to ghetor as a whole by providing
know-how and expertise. Allowing the entry of fageibanks also enhanced the
competition and efficiency of the banking sectothmstrong competitive pressure.
Therefore, the foreign banks and also internationadstors became more concerned
with the banking sector in each transition count®n the other hand, systematic risk
measure, which is country-specific or market rigk,more pronounced in the
transition countri€¥. Instead of individual bank risk management, geheapital
market conditions in these countries become mogortant. The country-specific
characteristics such as different regulatory emirents, capital adequacy
requirements and also market sophistication aresnohomogenous across these

transition countries even though the EU has treegrovide uniformity through the

®7 Even though the finance literature mostly investég the important role of the systematic risk
(beta), some researchers, such as Goyal and Skntg-(2003), state that unsystematic risk (firm-
specific risk) is much more important.
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financial and economic adaptation. Economic factohenges in the interest rate

levels, inflation, as well as political factorseeto the systematic risk factors.

Specifically, the ratio of loan loss reserves tosgrloans produced a statistically
significant relationship with the systematic riskthe study of Mansur et al. (1993)
and statistically significant relationship with tegstematic risk and total risk in the
study of Agusman et al. (2008). However, the ratidoan loss reserves to gross
loans in this study did not have a statisticallyngficant relationship with the total

risk, systematic risk and unsystematic risk.

As a comparison, the pooled OLS results indicatt ghoss loans to total assets ratio
and loans loss reserves to gross loans ratio havymositive and significant

relationship with total return risk. However, whegstematic risk is used as the
dependent variable, only gross loans to total agatib shows the significant but the
opposite sign, which has been hypothesized in #idetabove. In the case of
unsystematic risk, only the equity to total asgeitso produces a significant but

positive relationship, which is the opposite of whas been expected.

In terms of the explanatory power, the use of pala¢h methodology produce$ R
values for the total return risk, systematic risid ainsystematic risk. Accounting-
based risk measures explain 43% of the variabihitytotal return risk; 28% of
variability in systematic risk and 31% of the vaildy in unsystematic risk. The
results are comparable to Agusman et al. (2008) wdeothe similar techniques in
the Asian banks and report ahd® 63% for total return risk, 45% for systematiskri

and 60% for unsystematic risk models. The reasoproflucing lower Rvalues
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compared to the results of Agusman et al. (2008) beadue to the lower number of

observations.

4.7. Summary and Conclusions

Knowledge of the impact of financial decisions abie uses and sources of funds
on the bank risk is an important issue to the memet of the bank trying to
maximize the wealth of the bank shareholders. Dess special importance, little
recent literature focuses on this issue. The ntgjofithe studies has concentrated on
developed markets, particularly the U.S. and Japain ignores the developing
countrie§®. This study aims to fill this gap in the literatuby providing further
insight into the relationship between accounting ararket-determined risk measure
by focusing on the transition countries, which hdiféerent economic and financial
backgrounds from other developing countries. Timevsilevelopment of the stock
markets in transition countries relative to thealeped countries and the difficulties
in obtaining the required data to test the thecaétinodels, which are developed and
examined mainly in developed economies, caused tbesntries not to be studied
well. Specifically, this study scrutinizes the tedaship between accounting and
market-based risk measures and whether the filatde@sions determined by the
managers as reflected by the accounting risk measian affect market risk in terms
of return a bank must earn to compensate stockilfte bearing this risk by
concentrating on the following primary objectives:

a) For the assessment of the condition of the bankisgitutions, identify the

accounting-based risk measures that are refleotéldei balance sheet of the

% Agusman et al. (2008) was the first study who stigated this issue on the emerging countries.
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banks as a result of the financial decisions, agteérchine which accounting
variable explains which type of risk,

b) Since accounting-based data is not solely sufficien the assessment,
specify market-based risk measures for the purpdsgroviding adequate
information,

c) Determine the extent to which accounting varialeeglain total, systematic
or unsystematic risk, which is calculated by udimg stock price data of the
banks traded in the transition economies’ stockketar

The results obtained from this study help clarifg bngoing debate about the impact

of the accounting data on the stock prices.

To achieve the aforementioned objectives, an unbeth 191 observations of 39
commercial banks operating in seven CEE countities,are already members of EU
or are in the candidate status over the period ft886 to 2006 have been used. The
accounting-based risk measures, which are chos@rregpect to their proxy for the
risk exposure, are the ratio of equity to totaletéssthe ratio of gross loans to total
assets, the ratio of loan loss reserves to grasssland the ratio of liquid assets to
total assets. In addition to accounting-based m&asures, market-determined risk
measures are divided into three, namely total sgktematic risk and unsystematic

risk.

Panel data methodology, which controls for indiadbneterogeneity and reduces the

problems associated with multicollinearity and restion bias, is used to investigate

the relationship between these two risk measurbs. Hausman test indicates that
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fixed-effects model is more superior to the randeifiects model. Empirical tests

reveal some interesting results.

The fixed effects specification indicates that whetal return risk is used as the
dependent variable, the equity to total assets,rgtbss loans to total assets ratio and
liquid assets to total assets ratio are found testhéstically significant. However,
loan loss reserve to gross loan ratio is not sieaity significant determinant in
explaining the total return risk of the banks. Hugiity to total assets ratio and gross
loans to total assets ratio have the expected,sigmereas the sign of the coefficients
of the liquid assets to total assets does not contbe hypothesized relationship. As
a consequence, the equity to total assets ratiqgeoss loans to total assets ratio are
used as the explanatory variables in explainingtdie return risk. An increase in
the equity to total asset ratios will result inecckase in the bank’s return risk that
the shareholders will be exposed to since the Bbéders know that the bank to hold
more equity against the default. If the gross Idanstal assets ratio, used as a proxy
for credit risk, increases, this will result in emcrease in the market risk of the banks

as the shareholders perceive the higher loan &svalrisky position.

However, for the liquid assets to total asset®yatven though the sign is expected to
be negative, the coefficients of the liquidity total assets ratio turns out to be
positive, indicating that an increase in the ligtyidatio results in an increase in the
bank risk. The sign of this ratio is not consistesith the results of similar studies
carried out in the most developed stock marketsehof Jahankhani and Lynge
(1980) and Mansur et al. (1993). This difference ba explained by the argument

that shareholders perceive the increase in thddligsets (such as short term
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instruments and securities) of a bank as a rislgjtipa since the stock markets and,
of course, the instruments in those stock marketsansition countries are not well-

developed. The reliance on these is not so higinéghareholders.

When systematic risk is used as the dependentbl@yiall the accounting variables,
with the exception of equity to total assets raiml gross loans to total assets ratio,
carried expected signs. However, only the coeflitsessociated with gross loans to
total assets ratio and liquid assets to total agseio are statistically significant at
10% and 5% levels, respectively. Equity to totaleds ratio and loan loss reserves to
gross loans ratio are not statistically significant explaining the variation in
systematic risk. This indicates that even thoughitggo total assets ratio has an
explanatory power in explaining the variation itataeturn risk, it does not explain

the variability in the systematic risk.

When the unsystematic risk is used as the dependamnable, none of the
coefficients are statistically significant, implginthat they do not have any
explanatory power in explaining the variabilityunsystematic risk. However, all of
the coefficients, with the exception of the liqasglsets to total assets ratio, have the

expected sign, which has been hypothesized above.

These findings suggest that total return risk aystiesnatic risk are more important in
these countries than unsystematic risk. When tasél or systematic risk is the
dependent variable, some of the coefficients havexalanatory power in explaining
the variation in these risks. However, it is noteiwy that none of the coefficients

are able to explain the variability in unsystemdtien-specific risk). These are not
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consistent with the results of similar studies iearrout in developing countries’
stock markets those of Agusman et al. (2008). $hidy reveals the fact that many
of the transition countries are affected by thdesysitic risk rather than unsystematic
risk. The banks in CEECs are not controlled by hegor shareholders. The key
reforms implemented at the transition process delvestructuring, rehabilitation
and privatization of the state-owned banks to ereammpetitive pressure and
increase the efficiency of the sector. The forelganks and also international
investors became more concerned with the bankicipise each transition country.
On the other hand, systematic risk measure, wisicountry-specific or market risk,
is more pronounced in the transition counfilesnstead of individual bank risk
management, general capital market conditions @sehcountries become more
important. The country-specific characteristics hsuas different regulatory
environments, capital adequacy requirements arwratgket sophistication are not
so homogenous across these transition countries #éneigh the EU has tried to
provide uniformity through the financial and economdaptation. Economic factors,
changes in the interest rate levels, inflationwad as political factors refer to the

systematic risk factors.

Similar to previous studies, the accounting ragaplain a substantial portion of
capital market risk. Surprisingly, the results apbust, although some differences
exist across transition countries in banking atésj capital adequacy requirements

and the depth of the stock markets.

% Even though the finance literature mostly investég the important role of the systematic risk
(beta), some researchers, such as Goyal and Skntg-(2003), state that unsystematic risk (firm-
specific risk) is much more important.

152



The results of this study also include vital imptions for depositors, investors and
regulators who monitor the riskiness of the bank&counting and capital market
risk measures can be substituted for each oth#rel contain the same type of
information and are expected to recommend the sdewgsions for the market
participants. In case of difficulty of accessing thata on one risk measure due to the
being costly or unavailable, the other alternatoa be employed for decision
making process without extra cost. However, ifsthéwo risk measures are not
associated with each other, they will provide ddfg types of information.
Moreover, they will recommend conflicting results the participants. Using both,
rather than either, of these two risk measures sserdial as each indicator

incorporates new information.

This study has attempted to provide deeper insigbtthe effect of the accounting-
based risk measures on the market-determined rislasunes of banks and
contributed to the existing literature by presemta panel data methodology and
including some selected transition countries. Unifoately, the availability of data
restricted both the number of observations andhtmeber of countries in the sample.
For further research, even more robust resultsdcbel attained by expanding the

sample period and countries with availability dadeger dataset.
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APPENDIX A: Charts and Plots of the Efficiency Scores and the égpective
Return Series

Figure 3
Evolution of cost efficiency (All banks)
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Figure 5

Average cost efficiency
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Figure 6

Average cost efficiency score of listed banks over time
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Figure 7

Average profit efficiency scores of listed banks (1995-2006)
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Figure 8

Average profit efficiency scores of listed banks @r time
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Figure 9

Average stock return
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