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Data Mining Applications in Social Lending and Anchorage Planning

Milad MALEKIPIRBAZARI

Abstract

In today’s data-driven world, various industries resort to data mining on a regular basis
for competitive advantage and sustained growth. In this thesis, we consider employment
of data mining techniques in two application domains: social lending and anchorage

planning.

With the advance of electronic commerce and social platforms, social lending (also known
as peer-to-peer lending) has emerged as a viable platform where lenders and borrowers
can do business without the help of institutional intermediaries such as banks. Social
lending has gained significant momentum recently, with some platforms reaching multi-
billion dollar loan circulation in a short amount of time. On the other hand, sustainability
and possible widespread adoption of such platforms depend heavily on reliable risk at-
tribution to individual borrowers. For this purpose, we propose a random forest (RF)
based classification method for predicting borrower status. Our results on data from the
popular social lending platform Lending Club (LC) indicate the RF-based method out-

performs the FICO credit scores as well as LC grades in identification of good borrowers.

The second data mining application domain we consider pertains to maritime trans-
portation. In particular, we first provide a comprehensive statistical analysis on a new
anchorage data set gathered for nine recent consecutive years in Istanbul anchorages.
We introduce a data mining framework with the aim of identifying a good estimate for
anchorage duration for a given vessel. Our goal is to develop an understanding of key
factors relevant to vessel anchorage and devise an effective methodology for predicting
anchorage duration, which is critical for efficient anchorage planning. In addition, along
with a temporal analysis of vessel type traffic, we forecast vessel type traffic for the next
three years using the statistical ARIMA model. Our results suggest an overall decrease
in berthing vessels, yet a pronounced increase in LPG barges. This finding is rather
significant as this type of vessel is more prone to accidents and any such accident would

pose a great danger to the Strait.

Keywords: Data mining, social lending, anchorage planning, random forests, decision
tree, ARIMA model



Sosyal Kredilendirme ve Demirleme Planlamasinda Veri Madenciligi

Uygulamalari

Milad MALEKIPIRBAZARI
Oz

Gliniimiiztin veri odakl diinyasinda cegitli endiistriler rekabet tistiinligi saglamak ve
devamli gelisim icin diizenli bir sekilde veri madenciligine bagvurmaktadir. Bu tezde, iki
uygulama alaninda veri madenciligi tekniklerinin kullanilmas: ele alinmaktadir: sosyal

kredilendirme ve demirleme planlama.

Elektronik ticaret ve sosyal platformlarin geligmesi ile sosyal kredilendirme, kredi veren-
lerin ve kredi kullanicilarinin bankalar gibi kurumsal aracilarin yardimi olmadan is yapa-
bildigi gercekei bir platform olarak ortaya ¢ikmigtir. Sosyal kredilendirme kisa siirede mil-
varlarca dolarlik kredi sirkiilasyonu saglayan bazi platformlarla birlikte son zamanlarda
ciddi bir ivme kazanmigtir. Ote yandan, bu tiir platformlarin siirdiiriilebilirligi ve yaygm
bir gekilde kullanilmasi bireysel kredi kullanicilarinin riskinin dogru tahmin edilmesine
baghdir. Bu amagla, kredi kullanicilarinin risk durumunu tahmin etmek icin rasgele or-
manlar (RO) tabanh bir simiflandirma yontemi éneriyoruz. Popiiler sosyal kredilendirme
platformu Lending Club (LC) verileri {izerindeki galigmalarimiz, RO tabanh yontemin
iyi kredi kullanicilarinin tanimlanmasinda LC sonuclarimin yani sira FICO kredi puan-

larindan da daha saglikli tahmin verdigini gostermektedir.

Tkinci veri madenciligi uygulama, alam olarak deniz tagimacihg: ele alimmaktadir. Ozel-
likle, istanbul’da son dokuz yilda toplanan demirleme bilgilerini iceren yeni bir veri seti
iizerine kapsamli bir analiz sunulmaktadir. Belirli bir gemi i¢in demirleme siiresinin tah-
min edilebilmesi amaciyla bir veri madenciligi yapisi saglanmaktadir. Amacimiz gemi
demirlemesi ile ilgili énemli faktoérlerden bir anlam gikarmak ve verimli demirleme plan-
lamasi i¢in 6nemli olan demirleme siiresi tahmini i¢in etkili bir yontem geligtirmektir.
Buna ek olarak, gemi tipi trafigi zamansal analizi ile birlikte istatistiksel ARIMA modeli
kullanilarak oniimiizdeki ti¢ yil i¢in gemi tipi trafigi tahmin edilmigtir. Sonuclarimiz,
gemi demirleme sayisinda genel bir diigiig, fakat LPG tagiyicilarinda belirgin bir artig
oldugunu gostermektedir. Bu sonuclar oldukca énemlidir ¢iinkii bu tiir gemiler kazalara

daha yatkindir ve herhangi bir kaza aninda Bogaz i¢in biiyiik tehlike tegkil etmektedir.

Anahtar Sozciikler: Veri madenciligi, sosyal kredilendirme, demirleme planlama, rast-

gele ormanlar, karar agaci, ARIMA modeli
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Chapter 1

Introduction

1.1 Overview

Data mining can briefly be defined as extracting meaning from data. In today’s data-
driven world, various industries employ data mining techniques on a regular basis for
their mission-critical processes in order to gain competitive advantage and help business

grow. Below is a partial list of areas where data mining is widely used:

Financial data analysis

Retail industry

Electronic commerce

e Telecommunications

Biological data analysis

Logistics and supply chain management

There is a wide variety of textbooks on data mining and machine learning that can be
recommended for readers new to the field. Presented below is a short review of four such

popular textbooks ordered by their level of technicality.

e Data Mining: Practical Machine Learning Tools and Techniques (Witten
and Frank [1]): This book contains a thorough review of introductory machine

1



Chapter 1. Introduction 2

learning concepts along with practical guidelines on utilization of popular machine
learning tools and techniques in real-world data mining situations. The book dis-
cusses a number of basic data mining topics including preparing inputs, interpreting

outputs, evaluating results, and algorithms.

e Introduction to Data Mining (Tan et al. [2]): This book presents fundamen-
tal data mining concepts and algorithms where each topic is organized into two
chapters: basic concepts that provide necessary background for understanding the

topic followed by more advanced concepts and algorithms.

e Introduction to Machine Learning (Alpaydin [3]): This book presents a com-
prehensive review of the subject; covering a broad range of topics not typically
included in introductory machine learning texts. Subjects include Bayesian de-
cision theory; parametric, semi-parametric, and non-parametric methods; multi-
variate analysis; hidden Markov models; reinforcement learning; kernel machines;

graphical models; Bayesian estimation; and statistical testing.

e Pattern Recognition and Machine Learning (Bishop [4]): This is one of the
prominent books on pattern recognition including a Bayesian viewpoint. With a
fairly technical presentation, the book discusses approximate inference algorithms
that allow fast approximate answers in situations where exact answers are not

feasible. The book also presents in detail graphical models in machine learning.

The next three chapters of this thesis present applications of data mining in two par-
ticular application areas: social lending and anchorage planning. These chapters are
independent from each other and therefore their literature reviews and recaps are incor-

porated within themselves.

1.2 Organization of the Thesis

The rest of this thesis is organized as follows:

Chapter 2 presents applications of data mining in social lending. With the advance
of electronic commerce and social platforms, social lending (also known as peer-to-peer

lending) has emerged as a viable platform where lenders and borrowers can do business
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without the help of institutional intermediaries such as banks. Social lending has gained
significant momentum recently, with some platforms reaching multi-billion dollar loan
circulation in a short amount of time. On the other hand, sustainability and possible
widespread adoption of such platforms depend heavily on reliable risk attribution to
individual borrowers. For this purpose, we propose a random forest (RF) based classi-
fication method for predicting borrower status. Our results on data from the popular
social lending platform Lending Club (LC) indicate the RF-based method outperforms

the FICO credit scores as well as LC grades in identification of good borrowers.

Chapter 3 provides a comprehensive statistical analysis on a new anchorage data set
gathered between 2006 and 2014 in Istanbul anchorages. In this chapter, we introduce
a data mining framework with the aim of identifying a good estimate for anchorage
duration for a given vessel. Our goal is to develop an understanding of key factors
relevant to vessel anchorage and devise an effective methodology for predicting anchorage

duration, which is critical for efficient anchorage planning,.

Chapter 4 presents a temporal analysis of vessel type traffic between 2006 and 2014 in
Istanbul anchorages using the statistical ARIMA model. Our results suggest an overall
decrease of berthing vessels, yet a pronounced increase in LPG barges. This finding is
rather significant as this type of vessel is more prone to accidents and any such accident

would pose a great danger to the Strait.

Chapter 5 presents our detailed summary and conclusions for the previous three chapters

and proposes several directions for future research.



Chapter 2

Risk Assessment in Social Lending

via Random Forests

2.1 Introduction

Social lending, also known as peer-to-peer (P2P) lending, is emerging as an alternative to
banks where individual members lend and borrow money using an online trading platform
without the help of official financial intermediaries such as banks. The attractive feature
of doing business on a peered platform is the higher potential of mutual profitability.
Borrowers can obtain loans at lower interest rates and lenders can loan money at better
rates than what they can get from a bank. In particular, via social lending, lenders
can find a multitude of potential borrowers and choose among them the ones they wish
to lend. Since the ultimate savers are predominantly consumers, and consumers are
the individuals who are actually lending in the social lending model, there is no need to
increase the liquidity of the loans by securitizing them. Since social lending is powered by
the Internet, it would not take much effort to connect small communities such as towns,

religious, or ethnic groups for the purpose of intra-community lending and borrowing,.

The popular social lending platforms currently in use today are the U.S.-based Prosper!

and Lending Club Corp.?, UK-based Zopa Ltd.?, and Germany-based Smava GmbH?*.

"http: / /www.prosper.com
Zhttp:/ /www.lendingclub.com
3http://www.zopa.com
“http://www.smava.de
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All of these social platforms rely on the credit scores provided by a cooperating credit
reporting agency; Experian, TransUnion LLC, Equifax Inc., and Schufa Holding AG re-
spectively. The popularity of these platforms is growing as recently indicated by Lending
Club (LC) which has reached 6.2 billion USD in total loans by January 2015 and trans-
formed into a 8.5 billion USD publicly-traded company, becoming the world’s largest

social lending platform [5].

Our standpoint in this work, which is consistent with other studies in this context, is that
even though social lenders can base their investment strategy on the traditional financial
credit scores provided by external agencies, available data suggest that social lending
tends to have different dynamics when compared to traditional lending. For instance,
the distribution of lenders’ bids on social loan listings when indexed by time follows a
power law [6], an indication of a herding behavior. Assume that lenders and loan listings
are denoted by nodes and an edge between them denotes that the lender is interested in
the corresponding listing. Since the distribution of bids indicates a bias towards highly
connected nodes, this in reality means that once a loan listing has a hundred or more
lenders bid on it, then that specific listing is more likely to attract more and more lenders.
This in turn makes the corresponding listing more likely to get funded in the end due to

high lender interest.

A comprehensive analysis of LC loan data by Emekter et al. [7] reveals two key findings:

1. There exists a selection bias in the sense that high-income borrowers with the
highest FICO credit scores® do not borrow from LC. In particular, top one third of

the consumers with respect to FICO scores do not create any loan listings on LC.

2. Higher interest rates charged on the higher risk borrowers are not worth the risk.
Specifically, higher rates charged for the borrowers with low LC’s own credit grade

are not high enough to overcome the greater default risk that the lenders take.

The above two findings imply that, from a profitability point of view, identifying the
“good borrowers", i.e., those who will pay back their loan in full within due time, is
of great importance for investors participating in social lending. Profitability of social

investors, on the other hand, is a critical component in continued interest in social lending

SFICO, a publicly traded corporation, produces scoring models that are most commonly used and
distributed by TransUnion, Equifax, and Experian.
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as well as overall sustainability of the social lending market. In this regard, subsequent
to a risk and return efficiency analysis, Emekter et al. [7] suggest that “the lenders would
be better off to lend only to the safest borrowers with the highest LC grades". Despite
this suggestion, we show in this work that even borrowers with the highest FICO scores
or LC grades are not necessarily good borrowers, which in turn indicate that traditional
financial score metrics are not well-equipped to capture the non-conventional dynamics

prevalent in social lending.

In order to improve identification of good borrowers within the context of social lending,
this chapter proposes and presents comparisons of different machine learning methods
including random forests (RFs), support vector machines (SVM), logistic regression (LR),
and k-nearest neighbor (k-NN) classifiers. Our computational results on LC data between
January 2012 and September 2014 for a total loan amount of about one billion USD
indicate that random forests outperform the other classification methods and stand as
a scalable and powerful approach for predicting borrower status. In fact, an empirical
comparison reveals that RFs significantly outperform both FICO scores and LC grades

in identification of the best borrowers in terms of low default probability.

The rest of this manuscript is organized as follows: Section 2.2 provides a brief literature
review on social lending. In Section 2.3, we introduce basics of social lending, describe
the financial features used in prediction, and provide an exploratory data analysis. Sec-
tion 2.4 presents the classifiers and Section 2.5 provides a comprehensive experimental

comparison. Our summary and conclusions are presented in Section 2.6.

2.2 Related Work

An application of machine learning principles in social lending is the use of Gaussian
mixture models on the Prosper data set containing loan transactions between November
2005 and December 2008 [8]. An interesting finding therein is that if an individual with a
high-risk FICO score belongs to a trusted social community, then this individual’s social
membership can still help secure a loan. Thus, even though a high-risk credit score usu-
ally means lack of access to traditional bank-mediated financial markets, a positive social

feature can outweigh a highly negative financial feature in socially mediated markets.
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Complex behavioral dynamics further complicate the social lending process. For exam-
ple, the simple auction mechanism used in some social lending platforms can lead to
unpredictable payments for the borrower. An incentive compatible mechanism might
be more suitable to eliminate this inefficiency where lenders report their true interest
rate and do not change their rate dynamically [9]. Otherwise, such inefficiencies enable
users with adversarial interests to use the lending platform as an arbitrage opportunity:

borrow at 10% and then loan at 20% [10].

The notion of groups was introduced into social lending with Prosper. Users of this
platform can form groups around an affinity that all members share such as a certain
topical interest, geographic location, a peer group, or simply around the reasons to
borrow. Groups have leaders that act as mediators of loan activity. This mediation can
be in the form of pre-evaluating group members, endorsing potential borrowers, inverting
and diffusing the risk of a particular group member default among all group members,
or encouraging all members to proactively screen new members and apply peer pressure.
Empirical studies show that when a group leader in a lending platform mediates the group
actively, the risk factor drops considerably. In addition, if a group leader recommends a
loan listing put together by one of the group members, this endorsement increases the

chance of the loan being issued and also decreases the final interest rate [11].

There exist several studies proposing a set of guidelines in order to make purely ra-
tional investment decisions in social lending. In one such study on Prosper loan data
that includes loan transactions between November 2005 and March 2007, irrespective
of the financial credit rating categories®, three simple rules help decrease the risk of a

default [12]. These investment rules are as follows:

1. Invest only in borrowers without any delinquent accounts.

2. Invest only in borrowers that satisfy Rule 1 and that have a debt-to-income (DTTI)
ratio less than 20%.

3. Invest in borrowers that satisfy Rule 2 and that have no credit inquiry reports

during the last 6 months.

SProsper grades its individual platform users into credit grade buckets in the increasing risk order as
AA, A B, C, D, E, and HR (high-risk) depending purely on credit scores assigned by Experian.
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In studies conducted on social communities, herding (denser clustering following a power
law regime) effects usually prevail [13-15]. Empirical studies show that the tendency
of an individual to join a given community is effected by the number of friends in this
community and the inter-connectedness of this individual’s friends within the community.
Such behavioral bias also exist in investment decisions of lenders at Prosper. The loan
data between 2006 and 2008 show that previous lender decisions effected subsequent
lender decisions and lender decisions were not made purely rationally [16]. For the
interested reader, there exist other real-world networks (such as airports and power grid
transmission lines) and other social networks (such as DBLP and LiveJournal) that also

exhibit a herding behavior [17, 18].

The closest study to ours is the work of Emekter et al. [7] where the authors analyze
LC data between May 2007 and June 2012 and present a logistic regression (LR) model
for predicting default probability of a borrower. Their model includes FICO scores as
well as LC grades in default prediction. In contrast, our study uses all the available
financial features other than the FICO scores and LC grades in order to assess the
relevance and prediction power of these two metrics in social lending. Nonetheless, we
show in Section 2.4 that one can get much better prediction accuracy using random
forests compared to LR even with the exact same features used in building this LR

model.

2.3 Overview and Data Analysis

2.3.1 Social Lending Overview

The LC social lending platform works as follows:

e Eligible borrowers with respect to LC’s selection criteria create a loan listing.

e LC determines an interest rate for the loan based on the borrower’s LC credit

grade.

e Lenders have access to borrowers’ financial information such as FICO score, LC
grade, debt to income ratio, home ownership status, and number of delinquent

accounts for their evaluation of potential borrowers. A loan listing includes other
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details such as the reason to borrow and relevant demographic information for

lenders to review.

e Lenders assume the risk of defaults. Thus, a common lending strategy is to spread
out a certain amount of money across a large number of borrowers, thereby reducing

the probability of a loss.

e For a loan to be granted, the borrower needs to find enough lenders to cover the

entire loan amount.

e A loan listing either expires without enough interest or it gets fully funded before

the expiration date.

e LC collects a certain service fee from lenders for any payments they receive from

the borrowers.

2.3.2 Explanatory Data Analysis

The data set used in our study was retrieved from LC website LendingClub.com for the
period between January 2012 and September 2014. The data contain approximately 350K
borrower records with all the credit information normally used by credit agencies to assign
FICO scores. Since many of these records are loans that have not been issued or reached
maturity yet, and thus do not contain information about the empirical creditworthiness
of the borrowers, we filtered the data to only include loans with a status of fully-paid or
defaulted. There were about 68K such loans, which correspond to a total loan amount

of about one billion USD.

A critical first step in any machine learning application is selection of features’ with good
predictive power of the response variable. LC data contain a total of 35 financial and
other borrower-specific features for each loan record. Upon a careful analysis, we selected
23 of these features to be used in predictive modeling. Next, we generated a total of 15
features to be used in our models subsequent to certain data manipulations such as taking
ratios of the original attributes, using logarithms to compress exponentially-distributed
data, converting dates to time lengths, and eliminating outliers. Data pre-processing and

manipulation tasks were conducted using the open-source statistical software R whereas

"In this manuscript, the terms feature, attribute, and predictor are used synonymously.
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the machine learning tasks were carried out with the open-source machine learning soft-

ware WEKA. Features used in our predictive models are described below.

¢ Loan Status (Response Variable): Binary variable indicating whether the bor-
rower defaulted on the loan or fully paid off the loan. For convenience, the defaulted

loans shall be referred to as “bad" and fully paid ones as “good" loans.

e Annual Income: The annual income information provided by the borrower during

registration. Data manipulation: the natural logarithm function.

e Credit Age: Date of the earliest credit line opened by borrower, converted to

months. Data manipulation: the natural logarithm function.

e Delinquencies: The number of delinquencies in the last two years for the bor-
rower. Data manipulation: right-censor > 2. That is, values greater than 2 were

set to 2.

e Employment Length: Employment length in years. Possible values are integers
between 0 and 10 with 0 meaning less than one year and 10 meaning ten or more

years.

¢ Home Ownership: The home ownership status information provided by the bor-

rower during registration. The possible values are: Rent, Own, and Mortgage.

e Inquiries: The number of credit inquiries in the last six months on the borrower.

Data manipulation: right-censor > 3.
e Loan Amount: Dollar amount of the loan. This amount cannot exceed $35,000.

e Loan Purpose: A category provided by the borrower for the loan request. Possible
values are: Debt Consolidation, Home Improvement, Credit Card, Moving, Small
Business, Car, Major Purchase, Vacation, Medical, Renewable Energy, House,

Wedding, and Other.
e Open Accounts: The number of open credit lines on the borrower’s credit file.

e Total Accounts: The total number of credit lines currently on the borrower’s

credit file.

e Term: The number of monthly payments on the loan. Values can be either 36

Months or 60 Months.
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FIGURE 2.1: Pie charts of Delinquencies, Employment, Length, Home Ownership,
Inquiries, Loan Purpose, Term and Loan Status.

Pie charts of some of the features above are shown in Figure 2.1 whereas histograms and
box plots of the other attributes are displayed in Figure 2.2. Next, we describe the fea-
tures that are simple ratios of other features. These ratios represent a meta-normalization
of certain borrower characteristics that otherwise would not be easily captured. These

ratio features are explained below and displayed in Figure 2.3.

e DTI (Debt to Income Ratio): Ratio of the borrower’s total monthly debt

payments to the borrower’s monthly income.
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FIGURE 2.2: Histograms and box plots of (log) Annual Income, Loan Amount, (log)
Credit Age, Open Accounts, and Total Accounts.

e Income to Payment Ratio: Ratio of the loan’s monthly payments to monthly in-
come. Data manipulation: the natural logarithm function. This is a non-standard
financial feature that we introduce in this chapter. The idea behind this feature is
that a monthly payment of $500 may be inconsequential for someone who makes
$10,000 per month, but it would be a life-changer for someone who makes $1,000
per month. Considered separately, it might be difficult for a machine learning

algorithm to capture the essence of this attribute.

e Revolving Utilization Rate: The amount of credit the borrower is using relative
to all available revolving credit (i.e., credits that do not have a fixed number of

payments such as credit cards).

¢ Revolving to Income Ratio: Ratio of revolving credit balance to the borrower’s
monthly income. Data manipulation: the natural logarithm function. This is

another non-standard financial feature that we introduce in this chapter.
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((a)) DTI ((B)) Income to Payment Ratio

((c)) Revolving Utilization ((n)) Revolving to Income
Rate Ratio

FIGURE 2.3: Histograms and box plots of DTI, Income to Payment Ratio, Revolving
Utilization Rate, and Revolving to Income Ratio.

Two additional attributes that are present in the LC data are FICO scores and LC grades,
which are described below. Our primary purpose in this chapter is to assess relevance
and prediction power of these two attributes regarding borrower risk attribution and

therefore they are excluded from our predictive models.

e FICO Score: FICO scores are the standard credit scores that are used in major-
ity of the lending decisions in the US. They are calculated from various financial
attributes derived from the borrowers’ credit records. In the LC data, FICO scores
are reported as two numbers in the form of FICO low and FICO high. We average
these two numbers and call it the FICO score. Histograms and box plots of the

FICO scores are shown in Figure 2.4(a).

e LC Grade: LC assigns a grade from A to G to each loan using a proprietary
algorithm based on the loan characteristics and risk assessment of the borrower.
These seven grades are further divided into 5 levels resulting in loan grades of Al
through G5 with A1l corresponding to the safest loan and G5 corresponding to the
most risky loan. LC assigns interest rates to each loan ranging from 7% to 25%
such that the interest rate monotonically increases as the loan grade decreases.

For convenience, we converted these grades to numbers between 1 and 35 where
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35 corresponds to Al (highest grade) and 1 corresponds to G5 (lowest grade).
Histograms and box plots of the LC grades are depicted in Figure 2.4(b).
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((a)) FICO Score ((B)) LC Grade

Fi1GURE 2.4: Histograms and box plots of FICO scores and LC grades.

2.3.3 Statistical Significance of Features

Out of the 15 features we consider, 12 of them are numeric. These attributes were
standardized to have zero mean and unit standard deviation before any model building
process. The remaining 3 attributes are nominal: Home Ownership (3 levels), Loan
Purpose (13 levels), and Term (2 levels). Prior to building the first three machine
learning models; namely, k-NN, LR, and SVM; the nominal attributes were binarized,
in which case we were left with a total of 12 + 3 + 13 + 2 = 30 numeric attributes. On

the other hand, in the case of RFs, the nominal attributes were untouched.

For a better understanding of the data and the attributes, we computed Information
Gain and correlation for numeric and binarized nominal attributes with respect to the
Loan Status. These two statistics are displayed in Table 2.1 for the top 15 attributes.
The two statistics result in similar rankings with LC grade being the highest followed by
Income to Payment Ratio, Annual Income, FICO score, and DTI. Nonetheless, even the
LC grade, which solely determines the interest rate for a particular loan, has a correlation
less than 0.02 and an Information Gain less than 0.03. We observe in general that, when
considered separately, the available attributes are quite weakly correlated with the Loan

Status.
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TABLE 2.1: Information Gain and correlation with respect to Loan Status.

Rank Attribute Information Gain Correlation
1 LC Grade 0.0294 0.198
2 Income to Payment Ratio 0.0191 0.143
3 Annual Income 0.0126 0.126
4 FICO Score 0.0124 0.125
5 DTI 0.0102 -0.119
6 Revolving Line Utilized 0.0092 -0.111
7 Term 0.0074 -0.104
8 Revolving to Income Ratio 0.0071 0.079
9 Total Accounts 0.0042 0.073
10 Home Ownership: Mortgage 0.0041 0.075
11 Home Ownership: Rent 0.0037 -0.072
12 Loan Amount 0.0026 -0.044
13 Loan Purpose: Small Business 0.0019 -0.054
14 Inquiries 0.0018 0.002
15 Credit Age 0.0017 0.044

2.4 Methodology

2.4.1 The Mathematical Model

In line with the notation in James et al. [19], we model the borrower status prediction
problem as follows: Let the binary response variable be denoted by Y such that
—1, if Bad Borrower

Y =
+1, if Good Borrower.

Our mathematical model is given as
Y =f(X)+e

where X = (X7,..., X)) is the feature vector, p is the number of features, and ¢ is the
irreducible error term in the model that captures measurement errors and other noise in
the data. Note that even though the function f is assumed to exist, it is almost never

known in practice. In addition, even if f is known, there would still be prediction errors



Chapter 2. Risk Assessment in Social Lending via Random Forests 16

due to the fact at each X = x, there is a distribution of possible Y values in general.

Thus, the function f is defined as
J(x) = B(Y|X = x)

where the right-hand-side (RHS) is the expected value of Y for a particular realization
x of the feature vector X. Rather than assuming a binary value, f(x) specifies the

probability of a borrower being a good borrower, which can be expressed as
/X)) =EY|X=x)=Pr(Y =1X=x) (2.1)

An important property of f(x) is that it is the function that minimizes E[(Y —g(X))?|X =

x| over all functions g at all points X = x. That is,

f(z) = argmin E[(Y — 9(X))?*IX = x]

Our goal in this chapter is to find a good estimate of f(x), which we denote by f(x).
For any f(x), it holds that

E[(Y - fX)*X =x] = [f(x) = fx)]* + Var(e)

where the first RHS term denotes the reducible error and the second RHS term denotes
the irreducible error that is inherent in Y. Thus, the learning problem at hand is to
find a good estimate f*(x) that minimizes the reducible error, i.e., [f(x — f(x)]2. We

consider a total of four different classifiers for this task, which are described below.

2.4.2 k-Nearest Neighbors (k-NN)

The algorithm of k-Nearest Neighbors (k-NN) is a very simple, yet popular and powerful
non-parametric method widely used in classification. The inputs to the algorithm are
the k nearest training instances to the test instance with respect to a certain distance
function, typically with a small k& between 1 and 10. The classification is based on a
majority vote of these k nearest neighbors. It might sometimes be helpful to weight
the neighbors’ contributions such that the closer neighbors have more effect on the final

decision that the farther ones [20]. In our setting, the estimate fk_NN(X) of k-NN can
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be expressed as

fr_nn(x) := Majority (Y |X € Np(x))

where Majority denotes the majority vote function and N} denotes the k closest neigh-
bors of x with respect to the Euclidean distance in the p—dimensional space. In our

implementation, we take k = 1 for simplicity and convenience.

2.4.3 Logistic Regression (LR)

A (simple) linear regression estimator fi, is defined as a linear combination of the indi-

vidual attributes in the form
. p
fux) = Bimi = p'x (xo = 1)
i=0

where the estimates Bl of B; are computed via a least-squares fit for ¢ = 0, ..., p using the
observations in the training data. A more appropriate technique for binary classification

is the logistic regression estimator below:

B

fur() =175

In LR, the estimates §; are calculated using the maximum likelihood method [21, 22]. A
useful property of LR is that it guarantees an output value between 0 and 1 that can be

interpreted as class-conditional probabilities in classification problems.

2.4.4 Support Vector Machines (SVM)

For a data set with a binary response variable, Support Vector Machines separate the
data into two regions (one for each class) in the p—dimensional feature space via a
hyperplane with the maximum margin width between instances of the two classes [23].
This process is illustrated in Figure 2.5 for two different cases in two-dimensional space.
Maximizing the margin width decreases the complexity of the model and the overall
risk of errors. When the data is not separable by a hyperplane, which is usually the
case in practice, a soft margin is used. In this situation, a positive slack is added to

the instances on the wrong side of the margin. This slack increases proportional to how
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far the corresponding instance is from the margin. The goal is to minimize the sum of
these slacks while maximizing the width of the margin. A regularization parameter C
governs the relative cost of each objective in the optimization process, which is taken as
1.0 in our implementation. The SVM optimization problem can be stated as a quadratic

programming problem in the dual form as

n n
H}f}X( Z=Z1 o+ % l,rZ=:1 yiyrouen K (2, ﬂﬁr))
subject to the constraints 0 < oy < C for training instances { = 1 ton and, >, ; yjoy =0
where «; is the Lagrange multiplier associated with the instance [. In this chapter,
we employ the quadratic polynomial kernel K(z;,z,) = (1 + ml.mr)z. We chose SVMs
as a candidate classifier as they haven been used successfully in similar applications

before [24-26].

((a)) Small margin ((B)) Large margin

FIGURE 2.5: Separating hyperplanes with small and large margins in SVM.

2.4.5 Random Forests (RF)

Decision tree learning is a popular classification method that grows a tree-based struc-
ture with class-conditional probabilities at the end of the tree branches. The decision
tree starts with a root node and gradually builds sub-trees with internal nodes that are
connected by emanating branches and ends with terminal nodes called leaves. Each in-
ternal node corresponds to a test of a feature (e.g., a borrower owns a house or otherwise)
and branches represent a binary partition of the test attribute. The process of building
a decision tree is a divide-and-conquer approach in the sense that the root node corre-

sponds to the entire training data and each node split corresponds to a partitioning of the
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available data at that node based on the test condition for the associated feature. There
are two critical issues in decision tree learning: (1) how to choose the split attribute at
each internal node and (2) how many levels to have at each tree branch, i.e., when to
stop splitting. Within the context of random forests, which are collections of decision
trees, splitting is done with respect to Gini Indez, which is described below, and number

of levels in each tree branch is controlled by an algorithm parameter d [27].

The Gini Index at an internal tree node is calculated as follows: For a candidate (nominal)
split attribute X;, denote possible levels as Lq,...,L;. Gini Index for this attribute is

calculated as

J J
G(X;) =) Pr(X;=L;)1-Pr(X; =L;)) =1-Y_ Pr(X; = L;)*.
j=1 Jj=1
Once Gini Indices are computed for each candidate split attribute, the split is done on

the attribute that has the highest Gini Index.

Decision tree classifiers have several attractive properties: they are easy to interpret, they
can handle both numerical and nominal data, and they are easy to build. Nonetheless,
decision trees are not always competitive with other classification techniques. Thus, in
order to improve the accuracy of trees, one sometimes need to employ ensemble methods
such as boosting (iterative learning from misclassified instances) and bagging (building
multiple trees and combining the results). Random Forests (RFs), which can be seen as
an enhanced bagging technique, is a powerful method for constructing a forest of random
decision trees. RFs de-correlate the decision trees in the forest via randomization of split
attributes that leads to an improvement over traditionally bagged trees and reduces the
variance when averaged over the trees [27]. RFs also build multiple decision trees on
bootstrapped training samples. However, while building these trees, the candidate split
attributes in each tree are chosen by a random selection of m attributes from the full set
of p attributes, as illustrated in Figure 2.6. The split is allowed to use only one of these
m attributes and a fresh selection of m attributes is made at each split. In each tree,
splitting is continued until the tree reaches a depth of d. In our implementation of RFs,
we chose a forest size of 80 with m = 5 and d = 25. Fine-tuning of these parameters is

described in Section 2.4.8.
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FI1GURE 2.6: Demonstration of the Random Forest methodology.

2.4.6 Cost Sensitive Analysis

Since accepting a bad borrower carries much greater risk than rejecting a good borrower,
we use a weighted cost matrix in our models to increase the cost of misclassification as-
sociated with bad borrowers. As suggested in Schebesch and Stecking [28], we performed
all our experiments in this chapter with a 5-to-1 cost ratio such that misclassification of
a bad borrower (as a good borrower) is 5 times more costly than misclassification of a
good borrower (as a bad borrower). For this purpose, we used the CostSensitive Classifier

meta-function within WEKA.

2.4.7 Model Evaluation and Assessment

For evaluation of the candidate classifiers, we employed the popular 5-fold cross-validation
(CV) that has been shown to provide a good trade-off between model over-fitting and
under-fitting in general [29]. Thus, the data set of 68K loans was first partitioned into
five equally-sized slices. For each one of the 5 CV folds, one slice was set aside for testing
and the remaining 4 slices were used for training the classifiers. This process is illustrated
in Figure 2.7. CV specifically enables us to test the performance of a model on every

instance in the available data set without having used it in the training phase.
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FIGURE 2.7: Demonstration of 5-fold cross validation.

Regarding performance assessment of the classifiers, we took an average over the 5 folds
in CV of the following 7 performance metrics: (1) overall classification accuracy rate on
the test slice in the fold, (2) the usual area under the Receiving Operating Characteristic
(ROC) curve (AUC) for the good class in the test slice, (3) root mean square error
(RMSE), (4)-(7) the confusion matrix: true positive (TP) and false positive (FP) rates

for the good and bad classes respectively in the test slice.

2.4.8 RF Parameter Fine-Tuning

This section investigates the effects of forest size, the number of split features m, and the
maximum tree depth d on the performance of RFs in our problem so that we can identify
the optimal values for these parameters. For simplicity and convenience, this fine-tuning
process was conducted in two steps: (1) determining the optimal forest size and, (2)
determining the optimal m and d values. First, by using the “auto" option in WEKA for
m and d, we constructed forests with sizes ranging from 1 to 500 trees in increments of
10 trees. The comparison results are shown in Figure 2.8 where we observe that building
trees beyond 80 did not result in considerable additional performance, yet increased the
run time considerably. Thus, we settled on a forest size of 80 as a reasonable trade-off

between execution time and classification performance.
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FiGure 2.8: RF performance with respect to the forest size. Run times shown corre-
spond to the total time for the 5-fold CV process for each size.

The suggested value for the number of split features m is [log, (p)] [27], which in our case
corresponds to 5. In order to identify a good value for m, we considered m = 5,10, 20
and for each m value, we experimented with d values ranging from 1 to 40. For each
m, d combination considered, we used a forest size of 80. Experimental results shown in
Figure 2.9 indicate that (1) 5 split features does indeed exhibit the best performance and
(2) accuracy rates and AUCs practically flatten out after a tree depth of 25 regardless
of the m value. Thus, in our implementation, we settled on a tree size of 80 with m =5

and d = 25.
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F1GURE 2.9: RF performance with respect to number of split features and maximum
depth.

2.5 Experimental Results

2.5.1 Comparison of the Classifiers

This section presents comparisons of the classifiers on the LC data as evaluated via 5-fold
CV. The results are shown in Table 2.2 and Figure 2.10 respectively. Overall, we observe

that RFs have the highest accuracy rate at 78.0% and the highest AUC at 0.71 with the
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lowest RMSE at 0.42. Whereas k-NN has the second highest accuracy rate at 70.1%, LR
has the second highest AUC at 0.68. Based on these results, we declare RFs to be the

best overall classifier compared to the other three alternatives.

TABLE 2.2: Performance comparison of the classifiers. AUC denotes area under the
ROC curve for the good class, RMSE the root mean square error, TP true positive,
and FP false positive respectively.

Rank Classifier Accuracy AUC RMSE TP Rate FP Rate

Good Bad Good Bad

1 Random Forest 78.0% 0.71 0.42 0.88 0.31 0.69 0.13
2 Nearest Neighbor 70.1% 0.53 0.55 0.82 0.25 0.74  0.18
3 Support Vector Machine 63.3% 0.62 0.68 0.47 0.78 0.22 0.53
4 Logistic Regression 54.5% 0.68 0.51 0.49 0.77  0.23 0.51
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FIGURE 2.10: Comparison of ROC curves for different classifiers.

2.5.2 Comparison Against FICO Scores and LC Grades

We now compare the performance of RFs against FICO scores and LC grades. Our
methodology in this comparison is to compute thresholds for all three metrics that result
in identical acceptance rates and then compare the ratio of the number of defaults to
the number of loans corresponding to that acceptance rate. For instance, if we were
to accept only borrowers with a FICO score above 750, we would be accepting about

8% of borrowers. This specific subset of accepted borrowers has a default rate of 8.2%.
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Then, we can perform a threshold sweep over the RF scores to find the threshold that
corresponds to exactly 8% acceptance rate. The RF classifier has only 3.1% of the
borrowers defaulting in this subset. In this way, we can declare RF scores to be superior

to FICO scores at predicting creditworthiness in the top 8% acceptance rate.

Comparison results for acceptance rates ranging from 0.1% to 20% for all three metrics
are shown in Figure 2.11. Within the 3% acceptance rate, we see that RFs do not
misclassify any bad borrowers as good borrowers. In particular, we observe that up to
the 10% acceptance rate, RFs outperform the other two metrics in identification of good
borrowers. However, this superior performance of RFs for the top 10% of the borrowers
comes at the cost of misclassifying good borrowers (as bad borrowers) outside of this
acceptance rate. Specifically, beyond the 10% acceptance mark, even though RFs are

still superior to FICO scores, LC grades show better performance.

Comparison of Creditworthiness Metrics
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FiGure 2.11: Comparison of creditworthiness metrics in terms of error rate vs. bor-
rower acceptance rate.

2.5.3 Comparison Against Existing Methods

This section compares our RF methodology against the current state-of-the-art in LC
loan status prediction in the literature, which is the logistic regression model in Emekter

et al. [7]. This model advocates utilization of only four attributes: FICO score, LC score,
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DTI, and Revolving Utilization Rate. As before, we trained the 4-feature LR with a 5-
to-1 cost ratio for fairness. Table 2.3 shows that all-attribute RF (except FICO scores
and LC grades) significantly outperforms the 4-feature LR of Emekter et al. [7] with an
accuracy of 78.0% vs. 51.0%. In particular, the 4-feature LR’s misclassification of bad

borrowers (as good) is 56% whereas this ratio is only 13% for all-feature RF.

We also considered the question if one would be better served by using RFs with the
above 4 features as opposed to LR. This comparison is also given in Table 2.3. It can be
seen that 4-feature RF achieves an overall accuracy of 69.8% compared to 51.0% accuracy
of 4-feature LR. In addition, the 4-feature RF’s misclassification rate for bad borrowers
is 20% compared to 56% rate of the 4-feature LR. Thus, we conclude that even with
the same 4 features considered in Emekter et al. [7], RFs exhibit superior performance

compared to LR.

TABLE 2.3: Comparison of RF and LR with the features FICO score, LC grade, DTI,
and Revolving Utilization Rate against RF with all the feature (except FICO scores
and LC grades). The first row is taken directly from Table 2.2.

Classifier Accuracy AUC RMSE TP Rate FP Rate
Good Bad Good Bad

(All-Feature) Random Forest 78.0% 0.71 0.42 088 031 0.69 0.13
(4-Feature) Random Forest 69.8% 0.61 0.45 079 032 0.68 0.20
(4-Feature) Logistic Regression 51.0% 0.65 0.52 045 076 0.24 0.56

2.6 Chapter Recap

In order to compute the risk score of an individual, financial features such as past financial
history, existence of delinquent accounts, debt to income ratio (DTT) and various other
financial features are used. In this chapter, we present an RF-based methodology for
identification of good borrowers in social lending using the world’s largest social lending
platform LendingClub.com’s publicly available historical records. We introduce non-
standard financial features in order to increase reliability of the computed risk scores,
and we propose and present a comparison of the machine learning methods RF, SVM,
LR, and k-NN for identifying good borrowers in social lending. Our computational results
indicate that RFs outperform the other classifiers as well as the FICO scores and LC

grades in predicting good customers.



Chapter 3

A Statistical Analysis of Istanbul
Strait Anchorage Traffic Between
2006 and 2014

3.1 Introduction

The Strait of Istanbul is the only sea route between Mediterranean, Aegean and the
Black Seas and it is one of the busiest waterways in the world. The Strait divides the
City of Istanbul into European and Asian parts and makes the city a significant logistics
node in the entire region [30]. Commercial vessels have the legal right to pass freely
through the two straits of the Marmara Sea, namely, Istanbul and Dardanelles Straits,
and drop anchor at their north and south sides during peacetime [31]. However, lack
of alternative routes and the bottleneck shape of these two straits, along with global
shipping development and limited anchorage capacity of Turkish anchorages, result in
heavy traffic and occasional accidents. These complications for commercial ships in these
straits necessitate consistent and advanced traffic control and anchorage management.
And the fact that we don’t have any data of the vessels’ departures make it even harder
to manage the anchorages. Therefore, a comprehensive analysis of traffic flow of vessels
and clarifying the patterns of anchorages seems necessary. The results would create a
better understanding of traffic and anchorage behavior with the aim of developing and

shifting the policies into an optimized state. In this regard, and to fill this critical void,

27
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implementing machine learning and data mining frameworks on recorded data regarding
all the vessels anchored in the Turkish anchorages, one can provide a useful description

of the variables effecting a vessel’s anchorage.

In 1970s, the field of Marine traffic engineering was introduced by Toyoda and Fuji,
with the aim of improving marine traffic regulations and better performance in naviga-
tion facilities which was followed by a number of academicians for several years [33-41].
Although after the 1990s relevant studies reduced significantly, recently optimizing an-
chorage utilization and anchorage planning especially during peak periods has been the
center of focus and debate. In this regard, Bijwaard and Knapp [42] by exploiting dura-
tion analysis and generating ship life cycles aimed to improve assessments of ship lives
with the purpose of reducing the possibility of incidents. The capacity of multiple an-
chorages was evaluated by Huang et al. [43] using a simulation-based model, and some
methods regarding improvement of space utilization were proposed accordingly. In 2013,
concerning optimal navigation of ships while obstacles are in the way, a graph theoretical
resolution was presented and applied on an ice navigation case study [44]. And Silveira
et al. [45] analyzed the risk of collision near the ports of Portugal by developing an al-
gorithm using the available data. Moreover, there are some researches focusing on the
improvement of marine traffic management specifically in Istanbul Strait using several
strategies like offering a mathematical formulation of the current scheduling [46], propos-
ing a specific navigation safety support model [47], suggesting Local Traffic Separation
Schemes (LTSS) [48], evaluating the performance of an online Precise Point Positioning
(PPP) service for positioning in Halic Bay [49], and using generic fuzzy analytic hier-
archy methods for risk evaluation in Istanbul Strait [50]. However, in order to have an
effective and optimal strategy for anchorage planning and achieving the best maritime
traffic model, knowing the patterns of anchorage main factors for different category of
vessels is a dominant factor. An aspect which all these investigations lack mostly because

of insufficient data and restricted utilization of data mining approaches.

Although no investigation has yet been published concentrating on the analysis of Istan-
bul Strait anchorages as well as anchorage duration, there are few researches executed
machine learning and data mining algorithms in order to analyze the traffic data and
extract the information required to manage the marine traffic flow. Among these, two
different classification techniques were applied on a data of ship arrivals at a port for

a period of one week in order to predict their future locations [51]. Using clustering
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and statistics, a data mining platform was presented in order to have a proper predic-
tion of marine traffic flow Tang and Shao [52]. Tsou [53] employed association rule
discovery method for the data gathered for the sea area of Keelung Harbor regarding
navigation conditions. And a clustering algorithm along with three neighborhood models

were employed in order to detect vessel traffic areas in the Shanghai Strait Oo et al. [54].

This manuscript is mainly concerned with providing useful information regarding vessel
anchorage behaviors especially in Istanbul Strait Anchorages. This investigation is based
on available data consisted of several anchorage related attributes. Applying statistical
analysis on this data, which mainly consists of anchorage reason, type, length, flags
and date of anchorage recorded for the last nine years (from 2006 to 2014), we describe
and illustrate the behavior and relations of these variables. Afterwards, an association
analysis discussed relation between zone and reason of anchorage in Istanbul Strait An-
chorages. Finally, by applying two famous data mining approaches, linear regression and
decision trees, we investigate the predictability of gross tonnage and anchorage duration

separately.

3.2 Statistical Analysis

In order to have a good management and planning, one should have a general under-
standing of the historical data. In this regard, we preform a comprehensive statistical
analysis for each attribute as well as all possible relations between them. The following

section describes the nature and structure of the ship anchorage data in Istanbul Strait.

3.2.1 Resource Data

The available data recorded by Turkish Directorate General of Coastal Safety (DGCS)
includes historical records of 13 attributes related to the anchorage of vessels from 2006
to 2014 in the anchorages of Istanbul. There are 443339 observations in the data set with
both categorical data such as ship type, flag and anchorage reason, as well as numeric

attributes such as anchorage duration, length and gross tonnage of ships.
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3.2.2 Structure of the Data

As mentioned, the data contains information related to ships anchored in a specific
anchorage of Istanbul Strait. In order to have a better understanding of this data, some
details of these variables are reported in Table 3.1, and discussed in more detail in this

section.

TABLE 3.1: Description of the parameters.

Attribute Type Number of possible values/ Range
Reason Nominal 5
Zone Nominal 3
Year Ordinal 9
Month Ordinal 12
Ship Type Nominal 73
Flag Nominal 126
Arrival Country Nominal 165
Departure Country  Nominal 200
Arrival Port Nominal 1778
Departure Port Nominal 1397
Length (m) Numeric 14.9 - 328.56
Gross Tonnage Numeric 40 - 129325
Duration (h) Numeric 0.2 - 2651.88

3.2.2.1 Reason, Zone, Month and Year of Anchorage

Different types of vessels anchor in Istanbul anchorages for different reasons, such as
waiting for instructions from owners or authorities (planning), bunkering and supply, port
operations, and rough weather conditions. These anchorages are divided into three major
areas according to their geographical position: Southern (locally known as Ahirkapi or
Guney), Northern (Kuzey) and Eastern (Kartal). In Tables 3.2 and 3.3, and Figure 3.1,
detailed information about classes and frequencies of four attributes of reason, zone,
month and year recorded through nine consecutive years, from 2006 to 2014, is given.
From Table 3.2, it can be inferred that more than 90% of anchorages were because of
planning and supply, and Table 3.3 shows the ratio of anchorages in the zones of Southern,
Eastern and Northern are approximately 35:1:14. Moreover, the number of anchorages
were slightly decreasing through these years (Figure 3.1(a)), which may relates to the
economic and policy changes of Turkey and other countries like Russia. According to
the chart of anchorage month (Figure 3.1(b)), there is no significant drop in any month,

which states no different policies for different times of a year.
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TABLE 3.2: Anchorage distribution by anchorage reason

Reason of Anchorage Number of Anchorages Percent Duration Amount (h) Percent
Planning 258432 58.29 3493539.688 57.76
Port 13181 2.97 167780.32 2.77
Supply 156176 35.23 1856045.70 30.69
Weather 10919 2.46 350497.785 5.80
Other 4631 1.04 180220.61 2.98
Total 443339 100.00  6048084.10 100.00
TABLE 3.3: Anchorage distribution by anchorage zone
Zone of Anchorage Number of Anchorages Percent Duration Amount (h) Percent
Eastern 7790 1.76 124328.471 2.06
Northern 120937 27.28 1621102.650 26.80
Southern 314612 70.96 4302652.98 71.14
Total 443339 100.00 6048084.10 100.00
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FiGure 3.2: Pie charts of ship type and flag according to the frequency of their
categories.

3.2.2.2 Ship Type and Flag

Commercial vessels due to their purpose and size have various categories, which in this
region, general cargo, bulk carrier, tanker, chemical tanker, container ship and LPG
barge are the most common ship types. Moreover, each vessel is distinguished with a
flag, demonstrating its country of registration, and the vessels are required to follow the
rules of its flag state. According to our data base for the last nine years, the flags of
Turkey, Russia, Malta and Panama constituted more than fifty percent of the flag states
of the whole anchored vessels. In Figure 3.2, more information is displayed about these
two variables, and the ratio of their categories those with more than one percentage

frequency is illustrated.

3.2.2.3 Departure and Arrival Port and Country

The other important information recorded in our data base is the specific port and
country a vessel departed from and planned to arrive at, which considering the unique
location of the Strait of Istanbul, could reveal a considerable portion of sea transportation
in the region. As demonstrated in Figure 3.3, most transports are associated with the

countries of Turkey, Ukraine, Russia and Romania.
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3.2.2.4 Length and Gross Tonnage

Cargo vessel size is mainly associated with two features of ship length and tonnage. The
former is the distance between the first and the last part of a vessel, and the latter
refers to the cargo volume of a ship, mostly expressed as Gross Tonnage (GT) which is
a linear function of the tonnage. These measures are generally used to evaluate the cost
of shipping and berth as well as the safety requirements. So, based on our data, and
considering the importance of these two attributes, a detailed statistics regarding ship
length and gross tonnage is reported in Figure 3.4. According to this figure, although

the ranges are large, their common values seems restricted.

3.2.2.5 Anchorage Duration

As discussed before, the time a vessel intends to stay in an anchorage is a critical param-
eter for planning and scheduling the anchorage specifics. Fortunately, we have access to
this valuable measure through our data base and information about anchorage duration
of a total number of about 444 thousand cases is demonstrated in Figure 3.5. Based
on this data, commercial vessels anchor in the anchorages of Istanbul Strait with the

average duration of around half a day.
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3.2.3 Group Comparisons

It wouldn’t be realistic to assume that there is no connection and dependency between
the mentioned parameters concerning ship anchorage. In this regard, using cluster and
line plots in this section and association analysis in section 3.3, we aim to analyze and

investigate possible relations between different attributesin more detail.

Asillustrated in Figure 3.6, some noticeable patterns between parameters of reason, zone,
year and month of anchorage exist. According to the chart of 3.6(a), the constant decrease
of anchorages exists in both Northern and Southern zones, while most anchorages in the
zone of Eastern occurred in 2010 and 2011, and the service reduced afterwards. Moreover,
our data do not contain information about anchorages in Eastern anchorage zone in
2014. Due to the chart of 3.6(b), Northern zone is mostly associated with anchorage
reason of planning, while Southern zone experience all types of anchorages with different
reasons. From the plot of 3.6(c), it can be inferred that, as expected, the anchorages as

a consequence of rough weather condition were significantly less from April to August.

Furthermore, there are some associations between departure and arrival countries and
zone of anchorage; Data suggests that most anchorages in Northern zone were for vessels
departed from some Eastern European countries like Russia, Ukraine and Romania, and

almost all anchorages in Northern zone were related to vessels departed from Turkey.

In anchorage planning, vessel size as well as ship type are the dominant parameters in
the optimal utilization of berth locations. In this regard, Figure 3.7 depicts boxplot of
vessel length for different ship types, where clearly there is a connection between Length

and type of a vessel.

We display the relation between vessel length, and reason and zone of anchorages in
Figure 3.8. While the anchorage reason of rough weather condition is related to the
vessels with shorter lengths, larger vessels anchored mostly because of supplying. Also,
Eastern zone has been operating since 2009 in order to decrease the heavy traffic in
Southern zone, and it seems Eastern zone has been considered for anchorage of short
ships; That’s probably the reason of higher length mean in Southern zone after 2008

compared with Northern zone.

We perform same analysis on gross tonnage of vessels, however obtaining same trends

as ship length made it unnecessary to present them. Similar results for length and gross
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tonnage necessitates more investigation regarding the possible relation between these two
representatives of vessel size. In this regard, linear regression analysis is performed to

clarify their association.

Mean anchorage duration of vessels regarding the attributes of reason, zone and year
is shown in Figure 3.9. Although reasons of planning, port and supply have a close
and stable duration mean through the time, the anchorages because of rough weather
condition and other causes have irregular trends. Actually, the variations of duration
mean for rough weather condition can be explained by atmosphere changes through
these nine years, however irregular alterations of other causes cannot be clarified, due
to the fact that the exact reasons weren’t recorded specifically. Unlike Southern zone,
Northern and Eastern zones do not have a constant rate of mean duration, which along
with the unknown causes of anchorages can make the duration prediction even more

complex.

3.3 Association Analysis

Association analysis is one method for generating helpful knowledge and mining variables
associations for better understanding of data features as well as constructing predictive
models for regular incidents. The other well-known term of this investigation is Market
Basket Analysis, as it originally was developed to analyze behavior of customers in
markets in order to discover the products customers purchase at the same time, and

develop better sale strategies accordingly.

In this chapter, we perform association analysis of reason and zone of ship anchorage
to discover the relationship between the cause of berth and the region they anchor.
Thorough this, an improved ship navigation system and traffic management can be
reached. Each class of these two variables is called an itemset, where the expression
of X — Y implies the association rule between them. The relative frequency of X and
Y together is their support (counts of transactions containing X and Y over the total
counts of transactions), and certainty measure of the acquired rule is termed confidence
(counts of transactions containing X and Y over the counts of transactions containing

X). As both terms of support and confidence should be high enough in order to have
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representative rules with high accuracy, usually a minimum threshold would be assigned

for them to disqualify unimportant rules.

3.4 Prediction of Anchorage Duration

Data mining is the process of extracting valuable information from a set of data. This
computational process contains discovering previously unknown patterns from large amount
of data using mathematical, statistical and computer science procedures, and transform-
ing it into a comprehensible structure. Besides using a specific data mining software like
R, Weka and Rapid Miner, there are numerous data mining techniques, each of which

has their own advantages and disadvantages and should be selected according to the
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nature of parameters and constraints exist in the data set. The most regular techniques
are artificial neural networks, decision trees, Naive Bayes and Nearest-neighbor. Each of

these methods analyzes the set with a different tactic.

As mentioned before, one of our goals here is to provide an approach for estimating the
duration of ship anchorage by presenting the factors responsible for the variation of this
factor. This section briefly reviews the concepts and techniques of machine learning and

data mining used in this chapter in order to analyze the data.

3.4.1 Data Transformation

In order to have a nominal structure of the overall data, we transform three numeric
parameters of length, gross tonnage and duration into several bins using proper dis-
cretization methods. For our independent attributes of length and gross tonnage, we
perform discretization with equal entropy which resulted in 20 and 17 classes respec-
tively. Our response variable, anchorage duration, was divided into five intervals with

equal frequency, presented in Table 3.4.

TABLE 3.4: Discretized duration with five intervals.

Representation Description Range (h)
VS Very Short Duration 0-35
S Short Duration 3.5-7.0
M Medium Duration 7.0 -11.5
L Long Duration 11.5 - 18.5
VL Very Long Duration 18.5 - 00

3.4.1.1 Dimension Reduction

Having large number of attributes in the data set not only will take too much time and
hard drive memory, but also it might reduce the accuracy of our prediction and make
it difficult for us to interpret the model. In this regard, in the current section, finding
the most important and effective parameters and removing the rest from the evaluation

without sacrificing any important information is described and justified.

Various attribute ranking and attribute selection methods have been proposed in the
data mining literature, with the aim of discarding unrelated or redundant parameters

from a given data set, like Information Gain, Gain Ratio, symmetrical uncertainty, one-R
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and Chi-square test. So as to investigate the effect of each attribute on anchorage time,
in this chapter, we perform attribute evaluator of Information Gain for feature evaluation

and attribute ranking.

In order to identify redundancy of some attributes, chi-square test was executed on each
pair of nominal variables, as well as correlation test for numeric ones. Applying these
approaches, those pairs with high correlation and very little p-values are considered as
attributes with high association, one of which can be removed from our training set

without losing any valuable information.

3.4.2 Prediction Models

As discussed earlier, numerous data mining approaches are available to generate a suit-
able model for an existing data set. In this chapter, according to the nature of the data,
i.e. categorical parameters and large amount of observations, we select three famous
classifiers of Decision Tree, Nearest Neighbor and Naive Bayes, and after finding the
best model for each method, we compared their performances accordingly. The following

sections contain brief explanation of each of these machine learning techniques.

3.4.2.1 Decision Tree

Decision tree learning is one of the common and visual techniques of data mining which
employs the predictive model of decision tree by mapping an item’s observations to
decisions about objective value of the item. A decision tree is a tree where each interior
node is labeled with an input parameter, and the exiting lines from the node are marked
with possible classes of the other features, leading to several leaves representing a class

label of the objective variable.

Decision tree classifier has several advantages compared to other machine learning ap-
proaches; it is easy to comprehend and interpret, capable of handling both numerical and
categorical data, able of performing proper classification for large datasets in reasonable
time, and requires little data preprocessing. However, having too many leaves might
generate complex trees with lower accuracy, termed overfitting. Therefore, in order to

avoid this problem, some mechanisms known as pruning are employed to get rid of those
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problematic leaves, which decrease the complexity of the ultimate classifier as well as

improve the predictive accuracy.

3.4.2.2 Nearest Neighbour

The approach of k-Nearest Neighbors (k-NN) is a non-parametric technique for classifi-
cation and regression applications. The k-NN algorithm receives the k nearest training
instances in the space and give the result based on a majority vote of these k neighbors.
Typically, k is small and mostly between 1 and 10, also it may be helpful to consider
some weights for the neighbors’ contributions such that the closer neighbors have more

impact on the final decision.

3.4.2.3 Naive Bayes

In data mining, Naive Bayes classifier is one of the probabilistic classifiers in regard
to employing Bayes’ theorem with the assumption of strong independency between the
variables. In other words, it considers the significance of a specific feature being isolated
from the occurrence or absence of any other attribute, regarding the class variable. In
spite of this oversimplified assumption, this classifier operates reasonably well in many

complex cases, and it simply requires a small training data for the classification.

3.4.3 Performance Criteria for Model Evaluation

Model evaluation is an essential step in the procedure of developing the final model.
Using this performance evaluation, we can compare the possible established models, and
find the best one with highest accuracy, as well as assessing the acceptability of a finalized
model. There are several approaches for the evaluation, such as finding re-substitution
error, and Hold-out method. In the former, the assessment is performing on the training
data used for the model generation, and the latter is using a test set different from the

training set, in order to evaluate the performance of the model.
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3.5 Results and Discussion

This section utilizes the approaches defined previously, and consists the results of linear
regression, association analysis, and evaluation of different methods for duration predic-

tion.

3.5.1 Regression analysis Results

Similar results for length (L) and gross tonnage (GT) can be explained by Figure 3.10,
where scatter plot of these two variables are illustrated, and as expected, these two
representatives of ship size have a considerable association with each other. Also consid-
ering a two degree polynomial regression, which is displayed in the figure with red line,
we achieved an equation with the accuracy of 87.58% to demonstrate their association

(Equation 3.1)
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F1GURE 3.10: Scatter plot of gross tonnage versus ship length

log(GT) = 4.83 + 0.0345 x L — 0.000039 x L*> (R* = 0.8758) (3.1)
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3.5.2 Association Analysis Results

Regarding the figure illustrating the relation between reason and zone (Figure 3.6), we
can infer their strong association with each other; most anchoring in Northern and East-
ern zone is because of Planning, and anchoring in Southern zone includes mostly Planning
and Supply. To quantify these observations, we perform an Apriori association analysis
(minsup threshold: 0.25 or minconf threshold: 0.75) on these two attributes, and the

best rules found are reported in Table 3.5.

TABLE 3.5: Association rules for variables of reason and zone.

Association Rule Support  Confidence

1 {Port} — {Southern} 0.03 1

2 {Supply} — {Southern} 0.34 0.98
3 {Northern} — {Planning} 0.27 0.97
4  {Weather} — {Southern} 0.02 0.91
5  {Eastern} — {Planning} 0.01 0.75
6 {Planning} — {Southern} 0.30 0.52
7 {Southern} — {Supply} 0.34 0.49
8 {Planning} — {Northern} 0.27 0.46
9 {Southern} — {Planning} 0.30 0.43

3.5.3 Classification Results

3.5.3.1 Data Preprocessing Results

With the aim of comparing the dependency of anchorage duration with other attributes,
we employed the evaluator of Information Gain, and the result of its attribute ranking is
presented in Table 3.6. From this Table, we can infer that the parameter of reason has
a very strong relation with the duration of anchorage over other attributes, which even
alone can be considered as the sole estimator of duration extent. Furthermore, attributes
of flag and ship type are among the lowest values revealing their small association with

our dependent variable, which suggests removing them from our training set.

With the aim of reducing the number of attributes, association inspection is performed
through correlation test and Chi-square analysis. The former resulted in high correlation
of 0.931 for two attributes of length and gross tonnage, and the latter revealed that
reason and zone have p-value less than 0.005, expressing their high association. These
results were expected according to the results of linear regression and association analysis

explained in previous sections. According to the higher Information Gain measure of
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TABLE 3.6: Attributes ranked by Information Gain

Rank Attribute Information Gain
1 Reason 0.153
2 Zone 0.039
3 Arrival Port 0.031
4 Departure Port 0.031
5 Month 0.015
6 Arrival Country 0.012
7 Departure Country 0.011
8 Gross Tonnage 0.008
9 Year 0.008

10 Length 0.008
11 Flag 0.008
12 Ship Type 0.003

gross tonnage than length, we keep gross tonnage as a better representative of these two
categories. Knowing the importance of reason parameter in the prediction, excluding the

attribute of zone from our training set seems reasonable as well.

Moreover, having attributes with large number of classes, like departure and arrival
ports in our data, might make the final model less effective and less accurate. The
typical solution is to combine their classes and generate higher level grouping. In fact,
in this case, there exists two other parameters with higher grouping named departure
and arrival countries, therefore these two can be a good representation for departure and

arrival ports.

Consequently, these analyses lead to six important features, presented in Table 3.7.

TABLE 3.7: Variables determined as significant.

Rank Variable Explanation
1 Reason Cause of anchorage
2 Month Month the ship anchored
3 Arrival Country Country the vessel arrived at
4 Departure Country Country the vessel departed from
5 Gross Tonnage Representation of cargo volume and ship size
6 Year Year the ship anchored

3.5.3.2 Evaluation of predictive models

We evaluate the effect of pruning in Decision Tree and number of neighbors in Nearest
Neighbor using two accuracy evaluators, namely re-substitution and hold-out method.
Afterwards, in order to have a better insight of our method performances, we compare

the prediction accuracy of these three classifiers accordingly.
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Re-substitution and Hold-out accuracies of Decision Tree classifier is compared with two
other methods of Nearest Neighbor, and Naive Bayes displayed in Table 3.8. It can be in-
ferred by increasing the number of neighbors in k-NN, re-substitution accuracy decreases
because the nearer points have more similar classes, however Hold-out accuracy improves
effectively, which can be the result of reducing the effect of noises in the classification
procedure. According to these results, for re-substitution method pruning the data will
decrease the accuracy excessively, and the reason is missing some data because of the
pruning. However, concerning the Hold-out method pruning increases the accuracy due
to error reduction behavior of pruning procedure. And more importantly, it is shown
that among these five, Decision Tree has the best performance, and is recommended as

the best classifier for both approaches.

TABLE 3.8: Prediction accuracies

Method Re-substitution accuracy Hold-out method accuracy
Nearest Neighbor (IB1) 0.525 0.274
Nearest Neighbor (IB5) 0.475 0.350
Naive Bayes 0.345 0.353
Decision Tree (unprunned) 0.750 0.310
Decision Tree (prunned) 0.480 0.380

3.6 Chapter Recap

In this chapter, we present a comprehensive statistical analysis of a new data set on
Istanbul Strait Anchorages. We provide descriptive statistics on attributes including flag,
arrival and departure country, length and tonnage of the vessel as well as zone, reason,
month, and year of the anchorage. Next we explore statistical relationship between
these attributes. Using linear regression, we find high correlation of length and gross
tonnage of vessels, and through an association analysis we show a meaningful relation
between reason and zone of anchorage. Regarding the prediction of anchorage duration,
we compare different classifiers and we infer that decision tree is the best method. We
also show that ‘“reason of anchorage” is the dominant attribute among the whole variables

for duration prediction of vessels in these anchorages.



Chapter 4

A Temporal Analysis of Vessel Type
Traffic in Istanbul Strait Anchorages

4.1 Introduction

Business and transportation in today’s world are going through repeated improvement
and reorganization requiring dynamic management and planning. The fact that more
than 90% of the world’s trade is seaborne underlines the importance of sea transporta-
tion management in general. On the other hand, the Istanbul Strait, one of the busiest
waterways in the world and the only sea route between the Mediterranean, Aegean, and
the Black Sea, is a logistic node in the region that necessitates constant attention [30].
In this regard, previous studies concentrated on the improvement of marine traffic man-
agement in the Istanbul Strait via a number of methodologies including the following:
proposing a mathematical formulation for maritime scheduling [46], suggesting a partic-
ular navigation safety support model [47], offering local traffic separation schemes [48],
performance evaluation of the service of an online precise point positioning (PPP) system
with the aim of positioning in Halic Bay [49], and applying the method of generic fuzzy
analytic hierarchy for evaluating maritime risks [50]. On the other hand, a maritime

accident analysis in the Southern Anchorage Area can be found in Aydogdu et al. [55].

Tens of thousands of vessels pass through the Istanbul Strait every year and a large
portion of them berth in the Strait’s anchorage areas for a period of time for various

reasons such as bunkering and supply, port operation, lay-up, waiting for Strait passage,
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and waiting due to bad weather conditions (in this work, berthing and anchoring are
used interchangeably). Turkish Maritime Authorities do not allow the vessels to anchor
arbitrarily as there exist different zones for different types of vessels. For instance, Fig-
ure 4.1 shows the specific zones for different types of vessels in the Southern Anchorage
Area where vessels are shown as squares. This zoning separates the vessels with danger-
ous cargo, long stays, and harbor approach categories from each other, mainly because
each type require different management and strait passage planning. Therefore, a good
estimate of future vessel type traffic is a key parameter for managing the anchorage areas
in an effective manner. In this regard, original research contributions of this manuscript
are as follows: (1) We present a statistical analysis of vessel types in the most recent
eight years (between 2006 and 2013) using a new historical dataset not available in the
literature before. (2) We provide an application of the statistical forecasting methodol-
ogy of Autoregressive Integrated Moving Average (ARIMA) [56] to predict vessel type
traffic over the next three years in the Strait anchorages. We remark a similar forecasting
methodology was performed on monthly converted traffic data for ports in Korea with
the aim of estimating future traffic volume by using arrival vessel data per tonnage [57].
Our goal in this exercise is to assess whether a change in anchorage area zones is neces-
sary in the near future for better anchorage zoning as well as more efficient marine traffic

management in the Istanbul Strait.

FIGURE 4.1: Anchorage zones for different vessel types in the Southern Anchorage
Area
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4.2 Methodology

The historical data that was made available to us by the Turkish Directorate General
of Coastal Safety contains historical information on a number of attributes associated
with each vessel anchored in the Istanbul Strait anchorage areas from 2006 to 2013
with close to half million vessel records. Using the commercial Minitab Software, we
performed a temporal analysis of this data, including the frequency of different vessel

types, association of vessel types and length, and a time series analysis of vessel types.

We use the powerful ARIMA model and the popular open-source statistical programming
language R to predict the number of vessels for each vessel type anchoring in Istanbul
berth regions for the upcoming three years. The ARIMA model is specified as ARIMA
(p, d, q) where parameters of p, d, and ¢ are non-negative integers referring the order
of autoregressive, non-seasonal differences, and lagged forecast errors respectively. For
a given time series, we employ the classic AICc (Akaike Information Criterion with
Correction for Finite Values) metric to determine the optimal values of the p, d, q
parameters (all else equal, the model with the smallest AICc value is chosen). We use
the auto.arima function in R for this optimization task. AICc is a measure based on
the likelihood function allowing us to compare the relative performance of competing
statistical models for a given dataset. We also report the BIC (Bayesian Information

Criterion) metric for each forecast.

4.3 Results and Discussion

4.3.1 Results of Statistical Analysis

In the Istanbul Strait, there are three anchorage areas: Southern (locally known as
Ahirkapi or Guney), Northern (Kuzey) and Eastern (Kartal). The vessel types we con-

sidered and their dangerous cargo status are as follows:

1. General Cargo (non-dangerous)
2. Bulk Carrier (non-dangerous)

3. Container Ship (non-dangerous)
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4. (Product and Crude Qil) Tanker (dangerous)
5. Chemical Tanker (dangerous)

6. LPG Barge (dangerous)

Other vessel types respectively constitute less than 1% of the anchorage traffic and there-
fore they are not considered in further detail. Table 4.1 shows the combined distribution
of vessel types across 2006 and 2013 and Figure 4.2 demonstrates a yearly combined
percentage breakdown of the same data. It can be inferred from this figure the total
number of anchored vessels was moderately decreasing throughout these years, which
could be related to the global financial crisis in 2008 as well as policy and/or economic

changes in Turkey and other countries using the Strait for maritime transportation.

TABLE 4.1: Number of vessels anchored across different types

Vessel Type Year
2006 2007 2008 2009 2010 2011 2012 2013
General Cargo 40272 43424 41159 36871 37246 35701 33008 29764
Bulk Carrier 4113 3660 3666 3693 3496 3483 3968 3519
Tanker 4846 4859 4206 3189 3345 3294 2887 2621
Chemical Tanker 3337 3283 3158 3234 2758 2607 2686 2255
Container Vessel 1044 1056 1049 650 854 860 681 667
LPG Barge 675 627 592 623 766 832 1055 1232

16

14

Percent
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FIGURE 4.2: Percentage of vessels anchored in the Istanbul Strait

Figure 4.3 shows vessel type ratios with more than 1% frequency. We observe that vessels

classified as general cargo constitute almost three quarters of the anchorage traffic.
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FI1GURE 4.3: Pie chart of vessel type traffic breakdown between 2006 and 2013

In anchorage planning, besides vessel type, the size of the vessels play an important
role, as it is the dominant parameter in the optimal utilization of berth locations [58].
In this regard, Figure 4.4 depicts 95% vessel length confidence interval (CI) plots for
different vessel types. These intervals, which were calculated by their respective standard
deviations, indicates vessel lengths and vessel types are in a good association with each
other, which not only implies the importance of vessel type analysis, but also justifies

zoning practices in the anchorage areas.

A yearly breakdown of relative traffic for each vessel type is shown in Figure 4.5. The
figure suggests there is a somewhat steady decrease in general cargo vessels and tanker
ships in general. Yet, bulk carrier traffic seems to be relatively stable. On the other
hand, LPG barge type vessels show a steady and relatively significant increase in these

eight consecutive years.

4.3.2 Times Series Forecast

Subsequent to a performance comparison against several competing forecasting models,
the ARIMA model was chosen in order to forecast vessel type traffic in the three an-
chorage areas over the next three years. Table 4.2 presents the yearly forecasts for each

vessel type along with optimal model parameters, AICc, and BIC metrics in addition
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to 80% and 95% prediction intervals. Graphical illustrations of these predictions are
displayed in Figure 4.6. A visual inspection of this figure suggests that except bulk car-
riers that do not have a clear trend, other forecasts appear to be reasonable. The three
anchorage areas require different planning and management strategies as they differ by
environmental and physical characteristics of their respective geographical locations. For
this reason, individual area forecasts were performed and their illustrations are displayed
in Figure 4.7 and Figure 4.8 for Southern and Northern Areas respectively. Our traffic
analysis revealed when compared against the Southern and Northern Areas, the East-
ern Area has much smaller traffic with no clear trends. Therefore, we do not report

individual traffic forecasts for the Eastern Anchorage Area.
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FIGURE 4.6: Three-year forecasts for vessel traffic in the three Strait anchorage areas
combined

4.4 Chapter Recap

In this chapter, we present a temporal analysis of vessel type traffic inside the anchorage
areas in the Istanbul Strait employing a new historical data set for the years between
2006 and 2013. This analysis consists of exploring the frequency of different vessel
types, association of vessel types and length, and a time series analysis of vessel types.
Furthermore, we forecast the number of vessels for each vessel type anchoring in Istanbul
berth regions for the upcoming three years using the statistical ARIMA model. Our goal
with this exercise is to provide a short-term outlook for assisting appropriate strategic

decisions regarding anchorage area planning and management in the Istanbul Strait. Our
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FIGURE 4.7: Three-year forecasts for vessel traffic in the Southern Anchorage Area

results suggest an overall decrease of berthing vessels, yet a pronounced increase in LPG

barges.
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Chapter 5

Summary, Conclusions, and

Directions for Future Research

This thesis considers deployment of data mining techniques in two application domains:
social lending and anchorage planning. In this chapter, we provide summary and conclu-
sions of our work on a chapter-by-chapter basis, which is followed by several directions

for future research.

5.1 Summary and Conclusions

Chapter 2 presents a random forest (RF) based methodology for identification of good
borrowers in social lending using data from the world’s largest social lending platform.
We introduce non-standard financial features in order to increase reliability of the com-
puted risk scores, and we propose and present a comparison of the machine learning
methods RF, SVM, LR, and k-NN for identifying good borrowers in social lending. Our
computational results indicate that RFs outperform the other classifiers as well as the
FICO scores and LC grades in predicting good customers. A limitation of our approach
is that while RFs are quite powerful in predicting good borrower status, this comes at
the cost of misclassifying some of the good borrowers as bad who are not the best (i.e.,
those not on top when ranked based on RF scores). In particular, RFs are superior in
identifying best of the best borrowers, but they exhibit a decrease in relative perfor-

mance beyond the 10% acceptance rate mark. Nonetheless, as mentioned earlier, it has

58



Chapter 5. Summary and Conclusions 59

been shown that high risk borrowers are not worth the higher returns in general from a
risk/ expected return trade-off point of view. Consequently, RFs stand as a more logical
choice for potential LC lenders for making investment decisions. In particular, a lender
can simply choose a borrower, say, in the top 3% of the population with respect to RF
scores, and be confident that even though the returns might not be as high, there is

practically no risk of a default.

Chapter 3 presents a comprehensive analysis on a new data set provided by Turkish
Directorate General of Coastal Safety regarding Istanbul Strait anchorages for the years
between 2006 and 2013. This analysis covers presenting frequency and histograms of
several attributes including flag, arrival and departure country, length and tonnage of
the vessel as well as zone, reason, month and year of the anchorage. And statistical
relationship between these variables is explored accordingly. Employing linear regression
technique, this analysis indicates high correlation of length and gross tonnage of ves-
sels, and through an association analysis, we comprehend a meaningful relation between
reason and zone of anchorage (p-value < 0.005). Regarding the prediction of anchorage
duration, we compared different classifiers, and we infer that decision tree is the best
method in order to estimate the duration, where using important attributes, classifi-
cation accuracy of 75 percent and just by using key variables hold-out accuracy of 38

percent is achieved.

Chapter 4 presents a temporal analysis of vessel type traffic inside the anchorage areas in
the Istanbul Strait using the historical data set for the years between 2006 and 2013. This
analysis includes exploring the frequency of different vessel types, association of vessel
types and length, and a time series analysis of vessel types. In addition, we forecast
the number of vessels for each vessel type anchoring in Istanbul berth regions for the
upcoming three years using the statistical ARIMA model. Our goal with this exercise
is to provide a short-term outlook for assisting appropriate strategic decisions regarding
anchorage area planning and management in the Istanbul Strait. Our results suggest an
overall decrease of berthing vessels, yet a pronounced increase in LPG barges. Maritime
accident statistics indicate collision and contact type accidents tend to be higher for
vessels smaller than 10,000 gross tons [55]. On the other hand, most LPG barges are in
this small vessel category. In addition, LPG is considered to be a very dangerous cargo.

Thus, our finding that a sharp increase in the number of LPG barges is expected over the
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next several years implies a need for revising current anchorage zoning and management

practices.

5.2 Directions for Future Research

We now discuss several directions for future research.

In chapter 2, we do not consider any adjustments to interest rates for a trade-off analysis
between default risk and higher returns. Hypothetically, should LC allow for the loan
interest rates to be determined in a free market via an auctioning mechanism, lenders
would likely be less hard-pressed to loan only to best of the best borrowers as the much
higher rates might outweigh relatively high default risks. We believe there is a consid-
erable amount of room in analysis of dynamic interest rates in the LC platform and
optimal balancing of risk and return trade-offs based on lenders’ risk preferences, which

constitute a rather important direction for future research.

There exist a vast amount of data on borrower characteristics on social networks such
as Facebook and Twitter. We believe that there is a significant potential in mining of
social media data for more accurate borrower risk attribution and thereby integration of

social media into social lending.

One other direction for future research in Chapter 2 is further fine-tuning of the SVM
parameters (including trying different kernel functions) for loan status prediction. This
fine-tuning process is a rather time-consuming task as it requires a careful search in
multi-dimensional parameter space. In our implementation, we conducted only a limited
amount of experiments for SVM fine-tuning. It is plausible that a carefully tuned SVM

can show similar performance to RFs for classification.

Our results suggest the increase in LPG barges is likely to be offset by a decrease in
both tanker types (chemical and product/crude oil), which are the three types of vessels
required to anchor in designated Dangerous Cargo (DC) Zones inside the anchorages.
Therefore, it is not immediately clear whether an urgent change in DC zoning is required.
However, given an overall decrease in non-DC vessel types (i.e., general cargo, bulk
carrier, and container ships), it appears an enlargement of current anchorage areas is

probably not necessary at this point as any potential increase in DC zones might perhaps
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be achieved by shrinking non-DC zones. That being the case, future trends in the Istanbul
Strait anchorages need to be investigated in conjunction with global and regional trade,
as well as general trends in maritime transportation. Thus, we would like to raise caution
that our analysis in this study should merely be seen as a very first step in such a future

trends assessment.

We also believe even more comprehensive studies need to be conducted on how current
anchorage planning strategies need to be modified as a response to these future trends
in order to provide more efficient, more effective, and safer vessel traffic services in the

Strait anchorages.
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