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ABSTRACT 
 
 

The objective of this study is to investigate  true ARIMA models based on 

Aksu, Eckstein, Greene and Ronen (Aksu at. al, 1996) to forecast future values of the financial 

ratios of the firms which are listed in Istanbul Stock Exchange.  Box-Jenkins (1976) Process of 

identification, estimation and diagnostic checking for the purpose of building  ARIMA models for 

a set of selected financial ratios is used as the method. The identification tools include sample 

autocorrelation function (SACF) and sample partial autocorrelation function (SPACF). The 

patterns observed in SACF and SPACF are compared to the known patterns of theoretical ACFs 

and PACFs typically associated with different ARMA (p,q) (P,Q) models for making appropriate 

choices for p,q,P,Q (for identifying the underlying ARMA model).  

 

The study uses the series of a total of 12 ratios and of 15 sectors. A total of 24 ARIMA 

models are tested with the series, beginning with ARIMA (1,0,0) to ARIMA (2,2,2) and are 

compared according to 8 crieterias; R – squared, adjusted R-squared,  Squared Error Of Regression 

(SER), Sum Squared Residual (SSR), Durbin-Watson Stat (DW), Akaike Info Criterian (AIC), 

Schwarz Criterian (SIC) and F statistic. The models, which give the best results for most of the 

criterias, are selected. When there is equality for criterias; the t values, and ACF and PACF of 

models are evaluated. After selecting the models, in the second stage, the forecasted values of 

these ratios are compared with the realized values. And lastly, it is explained whether the 

selected ones are sufficient or not to make true forecasts; and if not how the problems with the 

models can be fixed. 
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                                                ÖZET 

 
 

Bu çalışmanın amacı; İMKB’de bulunan şirketlere ait finansal rasyoların gelecek 

değerlerinin tahmininde kullanılacak ARIMA modellerin bulunmasıdır. Bu amaç için Aksu, 

Eckstein, Greene ve Ronen’in çalışması (1996) referans noktası olarak alınmıştır. Çalışmada; Box-

Jenkins (1976) methodu kullanılarak, seçilen bir finansal rasyo seti için uygun ARIMA modelleri 

belirlenmeye çalışılmıştır. Modeller belirlenirken, finansal rasyo serilerinin SACF ve SPACF’ları 

incelenmiş ve serilerin hareketleri teorik ACF ve PACF modellerinin hareketleriyle 

karşılaştırılarak, uygun ARMA (p,q) (P,Q) modelleri elde edilmeye çalışılmıştır. 

 

Çalışmada toplam 12 rasyo ve 15 sektöre ait seriler incelenmiştir. ARIMA (1,0,0)’dan 

ARIMA (2,2,2)’ye kadar toplam 24 ARIMA modeli, sektörel bazdaki firmaların finansal 

rasyolarının ortalamaları alınarak elde edilen bu seriler üzerinde denenmiş ve denenen bu modeller 

8 kritere göre karşılaştırılmıştır. Bu kriterler; R – squared, adjusted R-squared,  Squared Error Of 

Regression, Sum Squared Residual, Durbin-Watson Stat, Akaike Info Criterian, Schwarz Criterian 

and F statistic olarak belirlenmiştir. Kriterlere göre en iyi sonuçları veren model seçilmiş, kriterler 

arasında eşitlik olduğunda modellerin t değerlerine, ACF ve PACF’lere bakılmıştır. Modeller 

seçildikten sonra rasyoların modelleme için kullanılan en son döneminden sonraki dönemin 

değerleriyle karşılaştırma yapılmıştır. Son olarak, seçilen modellerin doğru tahminleme 

yapabilmek için yeterli olup olmadığı, eğer yeterli değilse de modellerdeki problemlerin nasıl 

düzeltilebileceği açıklanmıştır. 
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        Chapter 1 

Introduction 
 

 In this paper, it is tried to find true forecasting models of a group of financial ratios of the 

firms which have stocks traded in İstanbul Stock Exchange, in the light of the study Aksu at al 

(1996). In my knowledge such a work with financial ratios for Turkish companies has not been 

done until this time. Since this study is the reference point, it is thought to be useful to give some 

details about it. But before that study, the studies about financial ratios with using time series in the 

literature are summarized briefly to see which studies were done previously about financial ratios 

and how they approached to this topic. 

1.1 Studies Relating to Financial Ratios 
 

Studies about financial ratios previously are affected mainly about the topic that whether 

these ratios are effective measures of bankruptcy. The detection of company operating and 

financial difficulties is a subject which has been particularly susceptible to financial ratio analysis. 

Studies imply that a definite potential of ratios as predictors of bankruptcy. In general, ratios 

measuring profitability, liquidity, and solvency prevailed as the most significant indicators. But the 

most important question is which ratios are most important in detecting bankruptcy potential, what 

weighs should be attached to those selected ratios, and how should the weights be objectively 

established.  

 

In this respect, Edward I.Altman (1968)1 attempted in his study to assess the quality of ratio 

analysis as an analytical technique. The prediction of corporate bankruptcy was used as an 

illustrative case. Specifically a set of financial and economic ratios were investigated in a 

bankruptcy prediction context wherein a multiple discriminant statistical methodology was 

employed. 

 

 In Altman’s study (1968), a MDA is chosen as the appropriate statistical technique, which is 

used to classify an observation into one of several priori groupings dependent upon the 

observation’s individual characteristics. The primary advantage of MDA in dealing with 

classification problems is the potential of analyzing the entire variable profile of the object 

simultaneously rather than sequentially examining its individual characteristics. 

 
 

1 Financial Ratios, Discriminant Analysis and The Prediction Of Corporate Bankruptcy  
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In the end of the study he states as a result that it was seen on a strictly univariate level, all of 

the ratios indicate higher values for the non-bankrupt firms. Also the discriminant coefficients of 

equation display positive signs, which is what one would expect. Therefore the greater a firm’s 

bankruptcy potential, the lower its discriminant score. 

 

Based on the results, in the study it is suggested that the bankruptcy prediction model is an 

accurate forecaster of failure up to 2 years prior to bankruptcy and that the accruacy diminishes 

substantially as the lead time increases. The two most important conclusions of this trend analysis 

are (1) that all of the observed ratios show a deteriorating trend as bankruptcy approached, and (2) 

the most serious change in the majority of these ratios occured between the second and third years 

prior to bankruptcy.  

 
 In a similar topic; Robert O Edmister (1972)2 tried to test the usefulness of financial ratio 

analysis for predicting small business failure. According to him, Altman, Beaver and Blum 

advanced emprical research of financial analysis by applying sophisticated statistical techniques to 

financial data of firms that became bankrupt or otherwise failed, and firms that appeared 

successful. He mentioned that their research has indicated analysis of selected ratios as useful for 

predicting failure of medium and large asset size firms. However these and previous studies have 

largely ignored small businesses because of the difficulty of obtanining data. 

  
Edmister (1972) puts several hypothesis about small firm failure prediction using financial 

ratios. The first hypothesis of his study is that a ratios’s level is a predictor of small business 

failure. For example; a firm is belived less likely to fall if its current ratio is 3/1 rather than 1/1. 

This hypothesis represents the use of ratios in their crudest form; no adjustment is made for 

variations between industries nor are the ratios compared with one another. It is based upon the 

theory that there are standards which transcend industry boundaries and are applicable to all firms. 

 

The second hypothesis is that the 3 year trend of each ratio is a predictor of small business 

failure. Previous emprical studies considering trends have found that trends of some ratios lead to 

business failure. Practitioners report that businesses which are “going in the wrong direction” are 

viewed with greater caution than those whose trends are improving. Trend is defined as 3 

consecutive years in which the ratio moves in the same direction. Fro ex: if the ratios for the last 3 

years were 2/1, 3/1 and 4/1 a trend is defined; but if the ratios were 2/1, 4/1, 3/1, a trend is not 

considered to exist.  
 

2 An Emprical Test Of Financial Ratio Analysis For Small Business Failure Prediction  
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The third hypothesis is that the 3 year average of a ratio is a predictor of small business 

failure. Averaging is expected to smooth the ratios and to result in a more representative figure 

than that calculated from only the most recent statement. Averages are calculated for the RMA 

relative and SBA relative ratios to provide an index of the relative firm-to-industry position over 3 

years.  

 

The fourth hypothesis is that the combination of the industry relative trend and the industry 

relative level for each ratio is a predictor of small business failure. This hypothesis has not been 

presented in previous emprical research but is an explicit representation of the conditional nature 

of ratios long recognized by ratio analysts.  

 

He concluded that to qualify his conclusions with the provisions at least 3 consecutive 

financial statements should be available for analysis of a small business. 

 

In an another study about financial ratios, Edward B. Deakin (1976)3 makes some critics 

about Beaver and Edmister and states that applications of advanced statistical techniques to the 

traditional financial ratio analysis of companies has raised some questions concerning the 

usefulness of these ratios for persons external to the firm which are mentioned in the studies of 

Altman (1968), Beaver (1968), (1967), Deakin (1972), Manak and Heufner (1972), Horrigan 

(1967) O’Connor (1973). According to Deakin (1976) O’Connor’s findings are of particular 

interest since he found that financial ratios provided little or no assistance in the determination of 

future rate of return rankings. 

 

According to Deakin (1976), the usefulness of studies that classify firms on the basis of 

accounting ratios can be enhanced considerably if the classification model can be used to make 

probability estimates about group membership for a particular firm. Such probability assessments 

are necessary inputs to expectation models. However the assignment of probabilities of group 

membership is still a rather inaccurate procedure. 

 

Deakin mentions that the analysis of the raw data for 1973 showed that ten of the eleven 

financial accounting ratios were distributed in a manner that was significantly different from a 

normal distribution. As a result of this analysis it would appear that assumptions of normailty for 

 
3 Distributions Of Financial Accouting Ratios: Some Emprical Evidence  
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financial accounting ratios would not be tenable except in the case of the Total Debt / Total Assets 

ratio. Even for this ratio the assumption would not hold for the most recent data observations. 

Thus, if probability statements are to be made that are dependent upon the nature of the underlying 

distribution, such statements either must be based on distribution free statistics or must provide an 

indication of the nature of the underlying distribution of financial ratios. 

 

 In his study of quarterly earnings, Paul A. Griffin (1977)4 used the same method of Box 

and Jenkins (1970) as Aksu at al (1996) in his analysis for the identification of the ARIMA time 

series models. The models are applied to the quarterly earnings available for common stockholders 

series for a sample of 94 large firms listed in NYSE. The analysis suggest that there are 2 

components to the quarterly earnings process: (1) a 4 period seasonal component (2) an adjacent 

quarter component which describes the seasonally adjusted series. Of several candidate models for 

this dual characterization that are examined, either a stationary first order AR or a nonstationary 

first order MA process adequately describes the sample. Consequently he states that it is evident 

that the quarterly earnings process is not a Martingale (submartingale or supermartingale) and  

apart from the effects of seasonality successive changes in quarterly earnings are not independent. 

 
The results in his study are based on cross section analyses of the ACF and PACF of the 

quarterly earnings series. The estimated ACF is used to identify the suitable differencing required 

to produce stationarity in the original series. For a homogeneous stationary process, the ACF will 

display a tendency to decay for moderate and large lags. Moreover, since each stationary process 

has both unique ACF and PACF, the estimated ACF and PACF form a basis from which to infer a 

tentative process.  

 

 Griffin (1977) states that the aim of  his study is to determine model adequacy in terms of 

agreement with the assumption that the estimated residuals constitute independent, identically 

distributed random variables with mean equal to zero and constant variance. In addition, 

stationarity conditions are required for an AR process of finite order, and for a MA process, the 

parameters must meet conditions to ensure invertibility. In the end he explains that the results of 

his study clearly indicate the quarterly earnings process cannot be adequately described as a 

random walk or a Martingale and that successive changes in quarterly earnings are independent. 

 

 
4 The Time Series of Behavior O Quarterly Earnings: Preliminary Evidence 
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1.2 Time Series Properties, Adjustment Processes and Forecasting Of Financial Ratios; 

A study of Aksu at al (1996) 

Some past studies about financial ratios are given in the previous section. Briefly in the 

earlier times it is discussed whether financial ratios can be used to forecast the bankruptcy of large 

and small firms. Later Deakin (1976) states some doubts about the usefulness of these ratios for 

persons external to the firm and adds that there are other factors those should be taken into 

account; such as group membership for a particular firm. Lastly Griffin (1977) mentions the 

seasonality effect in quarterly earnings series and says that these process can not be described as a 

random walk or a Martingale. 

 

 In the study of Aksu at al (1996); researchers investigated the time series properties and 

adjustment processes of a group of financial ratios for the purpose of finding accruate forecasting 

models. They sought methods to identify and disentangle the permanent and transitory components 

of income in an effort to improve forecasting accuracy and hence equity pricing. To achieve this, 

ARIMA models, which removed a portion of transitory error from past earnings changes, were 

used. It is believed that an adequate representation of the time series of financial ratios can be 

obtained with ARIMA models because some of the components of financial ratios are expected to 

be generated by autoregressive processes. Barring extraordinary events, the assets and equity in 

period t+1 would be highly correlated with the assets and equity in period t. This is the result of the 

fact that while calculating financial ratios mostly balance sheet stock variables, which are a 

historical summation of accounting entries, and measurement errors are simply the sum of random 

shocks over history. So this means the ratios can be modeled by a moving average stochastic 

processes, wherein a “filter” has been applied to smooth the shocks. 

 

Since there are facts that some components of the processes of financial ratios are 

autoregressive and others are moving average, the processes will be an autoregressive moving 

average. So the ARIMA models are used to model these financial ratios. 

 

The ratios selected represent profitability, liquidity, cash position, turnover and capital 

structure. Also two deflated earnings ratios (ROE and ROA) are investigated in the study. 

Disaggregating data in different ways was employed to improve forecast accruacy of these ratios.  

 

         For the study, the researchers used the Box-Jenkins (1976) method of identification, 

estimation and diagnostic checking of ARIMA models in the time series analysis and the method 
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of instrumental variables for the partial adjustment models.  A seasonal ARIMA model takes the 

form: 

 
Φp(B) ΦP (Bs) ( 1 – B) d (1-Bs) D yt = C + θq (B) θQ (Bs) at  
 

 where  yt  is the observed time series; B is the backshift operator such that B j yt = y t-j, Φp (B) 

and θq (B) are nonseasonal polynomials in B; ΦP (Bs) and θQ (Bs) are seasonal polynomials in B, 

where s is the seasonal period; a, is a sequence of independent, Gaussian variates distributed 

normal with mean 0 and variance 02; and C is a constant. The model is order (p,d,q) (P,D,Q) 

where p and P denote the order of the nonseasonal and seasonal autoregressive polynomials, 

respectively; q and Q denote the order of the nonseasonal and seasonal moving average 

polynomials, respectively; and d and D are the degrees of successive and seasonal differencing, 

respectively, required to achieve stationarity. To ensure the properties of stationarity and 

invertibility, all zeros of the seasonal and nonseasonal autoregressive and moving average 

polynomials are required to lie outside the unit circle. 

1.3 The Point Of View In This Study 
 

In the light of above studies the  objective of this study is to find true forecasting models for 

financial ratios through using Box Jenkins (1976) Procedure5. The data set is the financial ratios of 

firms in Istanbul Stock Exchange. For the period of 1996 – 2005 the quarterly data of 156 firms in 

15 sectors are used. For each ratio, sector averages for each quarter are found and time series with 

40 values, for each ratio, are obtained. Next, using E-Views program, 24 ARIMA models are 

tested with these series and they are evaluated according to 8 criterias to get a true forecasting 

model. For example for Current Ratio; after selecting the best ARIMA model with R-squared 

criteria, this model is placed to Table 1 (page 26) as ARIMA (2,2,2). The table is filled for all 

sectors and for all criterians like this. When there is more than one model which is good for some 

criterias and the other for other criterias, I took the model which give best results for most of the 

criterias or which give the better result for some criterias such as R-squared. 

 

Next, a second table is filled in the same way for liquidity ratio. A total of 12 tables are 

evaluated and filled like this and the summary of models for all ratios and all sectors is given in 

Table 13 (page 32). After deciding the models, they are used to forecast next period values (page 

34, Table 14). And then the forecasted values are compared with the real ones (page 36).  

 
5 A brief description of Box-Jenkins Method is given in page 20 
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The models selected through this way in this study are also decided with the diagnostic 

checking of the ACF and PACF of the financial ratio series. The stationarity of the series are 

checked and if they are not stationary, the differencing method is used until a stationary series is 

achieved. And it is after achieving a stationary series, a suitable ARIMA model is tried to find. 

 

According to the results of this study, the models are found to be weak to make healthy 

estimates, although in some sectors there are little differences of forecasted values with the real 

values. There may be many reasons for this result but the most important one is thought to be the 

seasonality effect. Since the ratios are quarterly, they are correlated with the values 4 terms past 

and later. So the seasonality effect should be removed to get better results. This  effect can be 

removed by using a seasonal ARIMA model ARMA (p,q) (P,Q)6 as done in the study of Aksu at 

all (1996).  

 

In the study while obtaining sector averages, the simple average of ratios are taken into 

account. But although the firms are all listed in İstanbul Stock Exchange, they are different in size 

and their effect is different to their sector. So a weighted average of firms may be a better way to 

get the sector average financial ratios. It will be more helpful for better forecasts. And lastly 

because the firm number in ISE is restricted, the models for the study might be selected with not 

enough data set and so some insufficient models might be selected. For later studies, increasing 

number of firms in data set will fix such deficiencies. 

 

This is the general outline of this study and the organization of the paper is as follows: In 

section 2, a brief information about time series analysis is given; in section 3, the detailed 

information about the study and methodology used in the paper, is given; in section 4; the 

application of ARIMA models to the series is given and the results are placed and in section 5; the 

conclusion is given.   

 

 

 

 

 

 

 
6 The p,q are the nonseasonal and P,Q are the seasonal values to identify the underlying ARMA model. 
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Chapter 2 

Time Series Analysis7

2.1  General Information 

 
Statistical techniques for analysing time series range from relatively straightforward 

descriptive methods to sophisticated inferiential techniques. Descriptive methods should generally 

be tried before attempting more complicated procedures, because they can be vital in “cleaning” 

the data, and then getting a “feel” for them, before trying to generate ideas as regards a suitable 

model. 

 

         It may be expected as a beginning to deal with summary statistics such as sample mean, 

standard deviation etc. But time series analysis is different. If a time series contains trend, 

seasonality or some other systematic component, the usual summary statistics can be seriously 

misleading and should not be calculated.  

 

         Traditional methods of time-series analysis are mainly concerned with decomposing the 

variation in a series into components representing trend, seasonal variation and other cyclic 

changes. Any remaining variation is attributed to “irregular” fluctuations. 

 

         The first and most important step in any time series analysis is to plot the observations 

against time. This graph, called a time plot, will show up important features of the series such as 

trend, seasonality, outliers and discontinuities. 

 

Plotting the data may suggest that it is sensible to consider transforming them, for example, 

by taking logarithms or square roots. This is made to stabilize the variance (in particular the 

standard deviation is directly proportional to the mean), to make the seasonal effect additive (to 

transform the data so as to make the seasonal effect constant from year to year) and to make the 

data normally distributed. 

 

The simplest type of trend is the familiar “linear trend + noise”, for which the observation at 

time t is a random variable Xt given by;  

Xt = α + βt + εt  
 

7 This part is prepared by using the writers’ own class notes,  Tyran Michael’s  “Handbook of Business and 
Financial Ratios” and Chris Chatfield’s “The Analysis of Time Series: An Introduction” 6.th edition 
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where  α , β are constants and εt  denotes a random error term with zero mean. It is sometimes 

prefered to describe the slope β as the trend, so that trend is the change in the mean level per unit 

time.  

 

The analysis of a time series that exhibit trend depends on whether one wants to (1) measure 

the trend and / or (2) remove the trend in order to analyze local fluctuations. It also depends on 

whether  the data exhibit seasonality. With seasonal data it is a good idea to start by calculating 

successive yearly averages, as these will provide a simple description of the underlying trend. 

There are more than one approaches to describe a trend such as curve fitting, filtering and 

differencing. I will use here the differencing method, which is particularly useful for removing a 

trend and is simply to difference a given time series until it becomes stationary8. This method is an 

integral part of the so-called Box-Jenkins procedure. For non seasonal data, first order differencing 

is usually sufficient to attain apparent stationarity. Here a new series (y2,…,yn) is formed from the 

original observed series say (X1,…,Xn)  by                yt = xt – xt-1 = ∆xt  for t = 2,3,…,n.  

 

Occasionaly second order differencing is required using the operator ∆2, where;  

 

∆2 xt = ∆ xt – ∆ xt-1 = xt – 2xt - 1 + xt – 2

 

First differencing is widely used and often works well. For example, Franses and Kleibergen 

(1996) show that better out-of-sample forecasts are usually obtained with economic data by using 

first differences rather than fitting a deterninistic trend. 

  

An important guide to the properties of a time series is provided by a series of quantities 

called the sample autocorrelation coefficients. They measure the correlation between observations 

at different distances apart and provide useful descriptive information.  

 

The formula to calculate autocorrelation coefficient is: 

 

R1  = (Σt=1, N-1 (xt - x*) (xt+1 - x* )) / Σt=1, N (xt - x*)2 

 

and in a similar way we can find the correlation between observations that are k steps apart; 

 
8 Stationarity: Broadly speaking a time series is said to be stationary if there is no systematic change in mean (no 

trend), if there is no systematic change in variance and if strictly periodic variations have been removed. 



 

 10

Rk  = (Σt=1, N-k (xt - x*) (xt+k - x* )) / Σt=1, N (xt - x*)2 

 

And the autocovariance coefficients (ck) is calculated by the formula; 

 

Ck = 1 / N (Σt=1, N-k  (xt – x*) (xt+k – x*)). This is the autocovariance coefficient at lag k. 

 

So Rk = Ck / C0  for k = 1,2,…, M where M < N 

 

If a time series contains a trend, then the values of Rk  will not come down to zero except for 

very large values of the lag. This is because an observation on the one side of the overall mean 

tends to be followed by a large number of further observations on the same side of the mean 

because of the trend. In fact the sample ACF (Rk) is only meaningful for data from a stationary 

time series model and so any trend should be removed before calculating (Rk).  

 

Outliers:  If a time series contains one or more outliers, the correlogram may be seriously 

affected and it may be advisable to adjust outliers in some way before starting the formal analysis.  

        2.2 Stochastic Processes and Their Properties 
 
        Most physical processes in the real world involve a random element in their structure and a 

stochastic process can be described as `a statistical phenomenon that evolves in time according to 

probabilistic laws.  Mathematically, a stochastic process may be defined as a collection of random 

variables that are ordered in time and defined at a set of time points, which may be continuous or 

discrete. 

  

         Many models for stochastic processes are expressed by means of an algebric formula relating 

the random variable at time t to past values of the process, together with values of an unobservable 

“error” process. A simpler way is to give the moments of the process, particularly the first and the 

second moments that are called the mean and autocovariance function (ACF).  

         Mean: µ = E (x(t))  

         Variance: ξ2 = Var (x(t)) 

Autocovariance : The variance function alone is not enough to specify the second moments 

of a sequence of random variables. Auto covariance function is defined as:            ACF γ (t1, t2) = 

E ((X(t1) - µ(t1)) (X (t2) - µ(t2))9  

                                                 
9 The variance function is a special case of the ACF when t1 = t2.
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Fitting Time Series Models In The Time Domain 

Having plotted the correlogram we can check for randomness by plotting approximate 95% 

confidence limits at ± 2 / √ N. Observed values of Rk which fall outside these limits are 

“significantly” different from zero at the 5% level. However when interpreting a correlogram, it 

must be remembered that the overall probability of getting at least one coefficient outside these 

limits, given that the data really are random, increases with the number of coefficients plotted. A 

single coefficient just outside the null 95% confidence limits may be ignored, but 2 or 3 values 

well outside the “null” limits will be taken to indicate non-randomness. A single “significant” 

coefficient at a lag which has some physical interpretation, such as lag 1 or a lag corresponding to 

seasonal variation, will also provide plausible evidence of non-randomness.  

 

The correlogram is helpful in trying to identify a suitable class of models for a given time 

series and in particular for selecting the most appropriate type of ARIMA models. A correlogram, 

where the values of Rk do not come down to zero reasonably quickly, indicates non – stationarity 

and so the series needs to be differenced. For stationary series, the correlogram is compared with 

the theoretical ACFs of different ARMA processes in order to choose the one which seems to be 

the “best” representation. For example the ACF of an MA(q) process is easy to recognize as it 

“cuts off” at lag q. But while selecting models, I also take care the statistical values of each model 

such as R-square, AIC, SIC and Durbin-Watson. 

 

Estimating The Mean 

It is already noted that the sample mean is a potentially misleading summary statistic unless 

all systematic components have been removed. Thus the sample mean should only be considered 

as a summary statistic for data thought to have come from a stationary process. 

 

Fitting the AR process 

Having estimated the ACF of a given time series, we should have some idea as to which 

stochastic process will provide a suitable model. If an AR process is thought to be appropriate, 

there are two related questions: 

 

1- What is the order of the process? 

2- How can we estimate the parameters of the process? 
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Residual Analysis 

When a model has been fitted to a time series, it is advisable to check that the model really 

does provide an adequate description of the data. As with most statistical models, this is usually 

done by looking at the residuals; 

 

Residual = observation – fitted value 

 

For a univariate time series model, the fitted value is the one step ahead forecast so that the 

residual is the one step ahead forecast error. For ex: for the AR(1) model,  

 

Xt = α Xt-1 + Zt    

 

where α is estimated by least squares, the fitted value at time t is α* Xt-1  so that the residual 

corresponding to the observed value,  Xt, is  

 

Zt* = Xt – α Xt-1 

 

If we have a “good” model, then we expect the residuals to be “random” and “close to zero” 

and model validation usually consists of plotting residuals in various ways to see whether this is 

the case. With time series models we have the added feature that the residuals are ordered in time 

and it is natural to treat them as a time series. 

 

Two obvious steps are to plot the residuals as a time plot, and to calculate the correlogram of 

the residuals. The time plot will reveal any outliers and any obvious autocorrelation or cyclic 

effects. The correlogram of the residuals will enable autocorrelation effects to be examined more 

closely. Let Rz,k denote the autocorrelation coefficient at lag k of the residuals (Zt). If we could fit 

the true model with the correct model parameter values, than the true errors (Zt) form a purely 

random process and their correlogram is such that each autocorrelation coefficient is 

approximately normally distributed., with mean 0 and variance  1/ N, for reasonably large values 

of N. If we fit the wrong form of model, then the distribution of residual autocorrelations will be 

quite different, and we hope to get some “significant” values so that the wrong model is rejected. 1 

/ √ N supplies an upper bound for the standard error of the residual autocorrelations, so that values, 

which lie outside the range ±2√ N are significantly different from zero at the 5% level and give 

evidence that the wrong form of model has been fitted. 
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Finding a suitable model for a given time series depends on various considerations, including 

the properties of the series as assessed by a visual examination of the data, the number of 

observations available, the context and the way the model is to be used. 

2.3 Forecasting 
 

Let’s we have an observed time series x1, x2, x3,…,xn. Then the basic problem is to estimate 

future values such as xn+h where the integer h is called the lead time or forecasting horizon.  

 

Forecasts are conditional statements about the future based on specific assumptions. Thus 

forecasts are not sacred and the analyst should always be prepared to modify them as necessary in 

the light of any external information.  

 

There are two types of forecasts (except the subjuctive one which is based on own 

experience) which are univariate and multivariate. 

 

Univariate: Forecasts of a given variable are based on a model fitted only to present and past 

observations of a given time series, so that xn+h depends only on the values of xn, xn-1 xn-2,… possibly 

augmented by a simple function of time, such as a global linear trend. this would mean, for 

example, that univariate forecasts of the future sales of a given product would be based entirely on 

past sales, and would not take account of other economic factors.  

 

Exponential Smoothing: Given a non-seasonal time series, say x1, x2, …,xn with no 

systematic trend, it is natural to forecast xn+1 by means of a weighted sum of the past observations: 

 

xn+1 = C0Xn + C1Xn-1 + C2Xn-2 +… 

 

where the (Ci) are weights. It seems sensible to give more weight to recent observations and 

less weight to observations further in the past. An intuitively appealing set of weights are 

geometric weights, which decrease by a constant ratio for every unit increase in the lag. So Ci = α 

(1 - α)i       i = 0, 1, 2, … 

  

where α is constant such that 0 < α < 1. So the equation becomes 

 

xn+1 = α Xn + α (1 - α) Xn-1 + α (1 - α)2 Xn-2 +… 
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This procedure is called simple exponential smoothing. The adjective “exponential” arises 

from the fact that the geometric weights lie on an exponential curve. 

 

Although intuitively appealing, it is natural to ask when SES is a “good” method to use. It 

can be shown that SES is optimal if the underlying model for the time series is given by 

Xt = µ + α Σ Zj + Zt  

 

where (Zt) denotes a purely random process. This infinite order MA process is non-

stationary, but the first differences (Xt+1 - Xt) form a stationary first order MA process. Thus Xt  is 

an ARIMA process of order (0,1,1).  

 

The value of the smoothing constant α depends on the properties of the given time series. 

Values between 0.1 and 0.3 are commonly used and produce a forecast that depends on a large 

number of past observations. 

 

Multivariate: Forecasts of a given variable depend at least partly on values of one or more 

additional series, called predictor or explanatory variables. For example, sales forecasts may 

depend on stocks and / or on economic indices.  

 

Box – Jenkins Procedure 

In order to identify an appropriate ARIMA model, the first step in the Box – Jenkins 

procedure is to difference the data until they are stationary. This is achieved by examining the 

correlograms of various differenced series until one is found that comes down to zero “fairly 

quickly” and from which any seasonal cyclic effect has been largely removed, although there could 

still be some spikes at the seasonal lags s, 2s and so on, where s is the number of observations per 

year. For non seasonal data, first order differencing is usually sufficient to attain stationarity. For 

three monthly data, the operator ∆4  is often used if the seasonal effect is additive, while the 

operator ∆2
4  may be used if the seasonal effect is multiplicative.  

 

For non seasonal data, an ARMA model can be fitted to (Wt). If the data are seasonal than an 

ARIMA model may be fitted. For both seasonal and non seasonal data the adequacy of the fitted 

model should be checked by what Box and Jenkins call “diagnostic checking”. This essentially 

consists of examining the residuals from the fitted model to see whether there is any evidence of 
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non-randomness. The correlogram of the residuals is calculated and we can then see how many 

coefficients are significantly different from zero and whether any further terms are indicated for 

the ARIMA model. If the fitted model appears to be inadequate, then alternative ARIMA models 

may be tried until a satisfactory one is found.  

 

When a satisfactory model is found, forecasts may readily be computed. Given data up to 

time N, these forecasts will involve the observations and the fitted residuals up to and including 

time N. The minimum mean square error forecast of Xn+h at time N is the conditional expectation 

of Xn+h at time N, namely X*N (h) = E (Xn+h /  Xn, Xn-1,…). In evaluating this conditional 

expectation, we use the fact that the “best” forecast of all future Z is simply zero (or more formally 

that the conditional expectation of Zn+h, given data up to time N, is zero for all h>0). Box et al 

(1994) describe three general approaches to computing forecasts.  

 

(1) Using the model equation directly 

Point forecasts are usually computed most easily directly from the ARIMA model equation, 

which Box et al. (1994) call the difference equation form. Assuming that the model equation is 

known exactly, then X*N (h) is obtained from the model equation by replacing; 

(i) future values of Z by zero  

(ii) future values of X by their conditional expectation 

(iii) present and past values of X and Z by their observed values 

 

(2) Using the ψ weights 

 

An ARMA model can be rewritten as an infinite-order MA process and the resulting ψ 

weights could also be used to compute forecasts, but are primarily helpful for calculating forecast 

error variances. Since; 

 

Xn+h = Zn+h + ψ Zn+h-1 + … 

  

and  future Zs are unknown at time N, it is clear that X*N (h) is equal to Σ∞ 
j=0 ψh+j zn-j (since 

future Zs cannot be included). Thus the h-steps ahead forecast error is                               

 (Zn+h +ψ1Zn+h-1+…+ ψh-1 Zn+1 ). Hence the variance of the h-steps ahead forecast error is  

(1+ ψ1
2+…+ ψh-1

2) ξz
2. 

 



 

 16

(3) Using the П weights 

 

An ARMA model can also be rewritten as an infinite order AR process and the resulting П 

weights can also be used for compute point forecasts. Since 

 

Xn+h = П1Xn+h-1+…+ П h Xn + …+ Zn+h  

it is clear that X*N (h) is given by 

X*N (h) = П1 X*N (h-1) + П2 X*N (h-2) +…+ Пh+1 Xn-1  

 

These forecasts can be computed recursively, replacing future values of X with predicted 

values as necessary. 
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Chapter 3 

Research Design and Sample 
 

Financial ratios series which are composed of quarterly data are used in this study. The 

quarterly data are interested in an effort to reduce the potential confounding that may result from 

structural changes that are likely to occur over long periods of time and to reduce the inefficiencies 

caused by the use of an inadeqaute number of observations for time series analysis. The time series 

analysis that are used for the financial ratios here, belong to the general class of linear stochastic 

autoregressive integrated moving average (ARIMA) models. This is because, some of the 

components of financial ratios (e.g., assets, equity and inventory) are expected to be generated by 

autoregressive processes and other by moving average. The assets and equity in period t+1 would 

be highly correlated with the assets and equity in period t. In its work Lee (1984) notes that most 

financial ratios use balance sheet stock variables, which are a historical summation of accounting 

entries, and measurement errors are simply the summation of the random shocks over this history. 

Consequently, the ratios can be modeled as if generated by moving average stochastic processes, 

wherein taking difference has been applied to smooth the shocks those entering the system.  

 

If some components of a process are autoregressive and others are moving average, the 

process will be an autoregressive moving average (ARMA). In the study such models are used in 

modeling the financial ratios, because there are good theoretical reasons for believing that mixed 

models (ARMA) are most likely to be found in the real world especially in business and 

economics. But through diagnostic checking, it is found that some financial ratio series are not 

stationary. So to achieve a stationary series, the differencing method is employed and so here 

Autoregressive Integrated Moving Average (ARIMA) models are taken interest,  instead of simple 

ARMA models10.  

 

The financial ratios those are engaged, with their categories are given below: 

 

Profitability: 

Net Profit Margin (PRF) 

Return On Assets (ROA) 

Return On Equity (ROE) 

Earning Per Share (EPS) 
                                                 
10 I; represent the degree of differencing in ARIMA models  to achieve a stationary one.  
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Cash Position: 

Cash / Sales (CS) 

Cash / Assets (CA) 

 

Liquidity: 

Current Ratio (CR) 

Liquidity Ratio (LR) 

 

Turnover: 

Sales / Assets (SA) 

COGS / Inventory (IT) 

 

Capital Structure: 

Liabilities / Equity (D/E) 

Assets / Common Equity (LR) 

 
         The following industries are analyzed seperately: 

 

         Chemistry, Finance, Food, Holding, Informatics, Investment, Metal, Metal Goods, Paper, 

Stone, Technology, Textile, Tourism, Trade, Transport. In choosing the sectors for the data set, the 

ones with the most number of firms are taken care. 

 

          The quarterly data are obtained from FINNET. The time period is between the first quarter 

of 1996 and with the fourth quarter of 2005. For a firm to be included in the sample, it had to have 

uninterrupted data for the entire period. A total of 156 firms are included to the sample. The most 

crowded sectors were stone with 24 firms, textile with 22 firms and chemistry and metal goods 

sector with 20 firms. The data of each firm in a sector is summed and an average value is taken to 

be used in time series analysis. This is the series that 24 ARIMA models are used to find a true 

forecasting model.  
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Chapter 4: 

ARIMA Model Application to The Ratio Series  
 

In the study of Aksu at all (1996); the Box-Jenkins (1976) method of identification, 

estimation and diagnostic checking is used for the purpose of building firm-specific and global 

ARIMA models. In this study the same method is also used to build true ARIMA models for 

financial ratios. An ARIMA model is in the form;  

 

Xt = α Xt-1 + α2 Xt-2 +…+βεt +  β2εt-2  + β3 εt-3+… 

 

The model is an order (p,d,q) where p denotes the order of the autoregressive polynomials, q 

denotes the order of the moving average polynomials and d is the degree of successive and 

seasonal differencing required to achieve stationarity. To ensure the properties of stationarity and 

invertibility all zeros of the seasonal and nonseasonal autoregressive and moving average 

polynomials are required to lie outside the unit circle. 

 

The way which is followed in this study can be summarized like this: simple average of 

financial ratios of firms in each sector is calculated and  data series for each ratio, with 40 values, 

are obtained. Then via using E-views program, 24 ARIMA models are tested to determine which 

one is the best to model the series, according to 8 criterias. Generally not a model gives best results 

for each of 8 criterias; some models were best in R-square but lower in AIC and SIC or F values 

and vice versa. So, the model which give better results for most criterias, is selected to forecast the 

future value of the ratio. For other cases, for example when there is equality of criterias  

correlegrams and t values for coefficients are checked. Then a last decision to obtain a possible 

parsimonuos model is given. Later, the forecasted values which are calculated using these models 

compared the real values of next term (here, first quarter of 2006) and checked if the residuals are 

normally distributed. Below; the selected models per ratio and sector are given. 



   Table 1: Current Ratio Models  
CURRENT RATIO Chemistry Food Holding informatics investment Metal  metal goods 

R-squared ARIMA(2,2,2)      ARIMA(2,1,2) ARIMA(2,2,1) ARIMA(1,2,2) ARIMA (0,2,2) ARIMA(2,2,2) ARIMA(2,2,2)
Adjusted R-squared ARIMA(2,2,2)       ARIMA(2,1,2) ARIMA(2,2,1) ARIMA(1,2,2) ARIMA (0,2,2) ARIMA(2,2,2) ARIMA(2,2,2)
S.E. of regression ARIMA(2,0,2)       ARIMA(2,0,2) ARIMA(2,1,1) ARIMA(1,1,2) ARIMA (1,0,2) ARIMA(2,0,2) ARIMA(2,0,1)
Sum squared resid ARIMA (1,0,0) ARIMA (0,1,2) ARIMA(2,0,1)      ARIMA(1,2,1) ARIMA (1,0,2) ARIMA(2,1,2) ARIMA(2,1,2) 
Durbin-Watson stat ARIMA(1,1,2)       ARIMA(1,0,1) ARIMA(2,0,2) ARIMA(2,2,2) ARIMA (2,0,0) ARIMA(2,1,2) ARIMA(1,2,2)
Akaike info criterion ARIMA(2,0,2) ARIMA(2,1,2) ARIMA (1,2,0) ARIMA(1,1,2) ARIMA (1,0,2) ARIMA(2,0,2) ARIMA(2,0,1) 
Schwarz criterion ARIMA(2,0,2) ARIMA(2,0,2) ARIMA (2,2,0)  ARIMA(2,0,1) ARIMA (1,0,2) ARIMA(2,0,2) ARIMA(2,0,1) 
F-statistic ARIMA (2,2,0)  ARIMA (1,1,0)*    ARIMA (1,0,0)*      ARIMA (1,2,0)* ARIMA (0,0,2)* ARIMA(2,0,1) ARIMA (1,1,0) 
Results ARIMA(2,0,2) ARIMA(2,1,2) ARIMA (2,2,1) ARIMA(1,1,2) ARIMA (1,0,2) ARIMA(2,0,2) ARIMA(2,0,1) 
CURRENT RATIO Paper stone technology textile tourism transport   
R-squared ARIMA(2,2,2)       ARIMA(2,2,2) ARIMA(2,2,1) ARIMA(2,1,2) ARIMA(1,1,2) ARIMA(2,1,1) 
Adjusted R-squared ARIMA(2,2,2)        ARIMA(2,2,2) ARIMA(2,2,1) ARIMA(2,1,2) ARIMA(1,1,2) ARIMA(2,1,1)
S.E. of regression ARIMA(2,0,2)        ARIMA(2,0,2) ARIMA(2,1,1) ARIMA(2,0,2) ARIMA(1,1,2) ARIMA(2,0,2)
Sum squared resid ARIMA (2,2,0)  ARIMA(2,1,2) ARIMA(2,0,1) ARIMA (1,2,0) ARIMA (0,2,2) ARIMA(2,2,1)   
Durbin-Watson stat ARIMA(1,1,2)        ARIMA(1,1,2) ARIMA(2,0,2) ARIMA(1,0,1) ARIMA(2,1,2) ARIMA(2,0,2)
Akaike info criterion ARIMA(2,0,2) ARIMA(2,0,2) ARIMA (1,2,0) ARIMA(2,0,2) ARIMA(1,1,2) ARIMA(2,0,2)   
Schwarz criterion ARIMA(2,0,2) ARIMA(2,0,2) ARIMA (2,2,0)  ARIMA(2,0,2) ARIMA(1,1,2) ARIMA(2,0,2)   
F-statistic ARIMA(2,0,1) ARIMA(2,0,2) ARIMA (1,0,0)* ARIMA (0,0,2) ARIMA (2,0,0) ARIMA (0,0,2)   
Results  ARIMA(2,0,2) ARIMA(2,0,2) ARIMA (1,2,0) ARIMA(2,0,2) ARIMA(1,1,2) ARIMA(2,0,2)   

     
 
Table 2: Liquidity Ratio Models  
LIQUIDITY RATIO Chemistry finance Food holding informatics İnvestment metal  metal goods 
R-squared ARIMA(2,2,2)        ARIMA (0,2,2) ARIMA(2,1,2) ARIMA(2,2,1) ARIMA(2,2,2) ARIMA(2,2,2) ARIMA(2,2,2) ARIMA(2,2,2)
Adjusted R-squared ARIMA(2,2,2)        ARIMA (0,2,2) ARIMA(2,1,2) ARIMA(2,2,1) ARIMA(2,2,2) ARIMA(2,2,2) ARIMA(2,2,2) ARIMA(2,2,2)
S.E. of regression ARIMA(2,0,2)        ARIMA(2,0,2) ARIMA(2,1,2) ARIMA(2,1,1) ARIMA (1,2,0) ARIMA(1,0,1) ARIMA(2,0,2) ARIMA(2,0,2)
Sum squared resid ARIMA(2,2,1)        ARIMA (0,1,1) ARIMA(2,1,2) ARIMA(2,0,1) ARIMA(2,0,1) ARIMA(1,0,1) ARIMA (0,2,1) ARIMA(1,2,2)
Durbin-Watson stat ARIMA(1,1,2) ARIMA (1,0,0) ARIMA (1,0,2) ARIMA (1,0,2) ARIMA (2,0,0) ARIMA (2,0,0) ARIMA(1,2,2) ARIMA(1,2,2) 
Akaike info criterion ARIMA(2,0,2)        ARIMA(2,0,2) ARIMA(2,0,2) ARIMA (1,2,0) ARIMA(1,1,2) ARIMA(1,0,1) ARIMA(2,0,2) ARIMA(2,0,2)
Schwarz criterion ARIMA(2,0,2)         ARIMA(2,0,2) ARIMA(2,0,2) ARIMA (2,2,0) ARIMA(1,1,2) ARIMA(1,0,1) ARIMA(2,0,2) ARIMA(2,0,2)
F-statistic ARIMA (1,1,0)* ARIMA(2,0,2) ARIMA(1,0,1)      ARIMA (1,0,0)* ARIMA (1,0,0) ARIMA (2,0,0)* ARIMA (1,1,0)* ARIMA (1,1,0) 
Results ARIMA(2,0,2)      ARIMA(2,0,2) ARIMA(2,1,2) ARIMA (1,2,0) ARIMA(1,1,2) ARIMA(1,0,1) ARIMA(2,0,2) ARIMA(2,0,2)
LIQUIDITY RATIO Paper stone technology textile tourism Trade transport   
R-squared ARIMA (0,2,2) ARIMA(2,2,2) ARIMA(2,1,1) ARIMA(2,2,2)   ARIMA(1,2,1) ARIMA(2,1,2) ARIMA(2,2,1) 
Adjusted R-squared ARIMA (0,2,2) ARIMA(2,2,2) ARIMA(2,1,1) ARIMA(2,2,2)    ARIMA(1,2,1) ARIMA(2,1,2) ARIMA(2,2,1) 
S.E. of regression ARIMA(2,0,2)       ARIMA(2,0,2) ARIMA(2,0,2) ARIMA(2,0,2) ARIMA(2,0,2) ARIMA(2,0,1) ARIMA(2,0,2) 
Sum squared resid ARIMA (1,0,0) ARIMA(1,2,1) ARIMA(1,2,1) ARIMA(2,2,1) ARIMA (2,2,0)  ARIMA (0,2,2) ARIMA (2,1,0)   
Durbin-Watson stat ARIMA(1,1,2) ARIMA(1,1,2) ARIMA (1,0,2) ARIMA(1,0,1) ARIMA (0,0,2) ARIMA (1,0,0) ARIMA(2,1,2)   
Akaike info criterion ARIMA(2,0,2)       ARIMA(2,0,2) ARIMA(2,0,2) ARIMA(2,0,2) ARIMA(2,0,2) ARIMA(2,0,1) ARIMA(2,0,2) 
Schwarz criterion ARIMA(2,0,2)       ARIMA(2,0,2) ARIMA(2,0,2) ARIMA(2,0,2) ARIMA(2,0,2) ARIMA(2,0,1) ARIMA(2,0,2) 
F-statistic ARIMA (0,0,2) ARIMA(2,0,2) ARIMA (2,2,0)  ARIMA(1,0,1) ARIMA (0,0,2)* ARIMA(1,1,2) ARIMA (0,0,1)*   
Results ARIMA(2,0,2)     ARIMA(2,0,2) ARIMA(2,0,2) ARIMA(2,0,2) ARIMA(2,0,2) ARIMA(2,0,1) ARIMA(2,0,2)   
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Table 3: Sales / Assets Ratio Models  

SALES / ASSETS chemistry Finance Food holding informatics İnvestment metal  metal goods 
R-squared ARIMA(2,2,2)     ARIMA(1,2,2) ARIMA(2,2,2) ARIMA (0,2,1) ARIMA(1,2,1) ARIMA(2,2,2) ARIMA(2,2,1) ARIMA(2,2,1)
Adjusted R-squared ARIMA(2,2,2)        ARIMA(1,2,2) ARIMA(2,2,2) ARIMA (0,2,1) ARIMA(1,2,1) ARIMA(2,2,2) ARIMA(2,2,1) ARIMA(2,2,1)
S.E. of regression ARIMA(2,1,2)        ARIMA(2,1,1) ARIMA(2,0,2) ARIMA (0,2,1) ARIMA(1,2,1) ARIMA(2,1,2) ARIMA(2,2,1) ARIMA(2,1,1)
Sum squared resid ARIMA(2,1,2) ARIMA (1,2,0) ARIMA(2,0,2) ARIMA (0,2,1) ARIMA(1,2,1)    ARIMA (1,0,0) ARIMA(2,2,1) ARIMA(2,1,1)
Durbin-Watson stat ARIMA (1,1,0) ARIMA(1,1,2) ARIMA(1,1,1) ARIMA (0,1,1) ARIMA (2,2,0)  ARIMA(2,0,1) ARIMA (0,1,2) ARIMA(2,1,2) 
Akaike info criterion ARIMA(2,1,1) ARIMA (0,1,2) ARIMA(2,0,2) ARIMA (0,2,1) ARIMA (0,2,1) ARIMA(2,1,2) ARIMA (0,1,2) ARIMA(2,1,1) 
Schwarz criterion ARIMA(2,1,1) ARIMA (0,1,2) ARIMA(1,0,1) ARIMA (0,2,1) ARIMA (0,2,1) ARIMA(2,1,2) ARIMA (0,1,2) ARIMA(2,1,1) 
F-statistic ARIMA(1,1,2) ARIMA (1,1,0)* ARIMA (1,1,0) ARIMA (0,2,1) ARIMA(1,1,2)* ARIMA (1,0,0)* ARIMA (0,1,2) ARIMA(1,1,2) 
Results ARIMA(2,1,1) ARIMA (0,1,2) ARIMA(2,0,2) ARIMA (0,2,1) ARIMA(1,2,1) ARIMA(2,1,2) ARIMA(2,2,1) ARIMA(2,1,1) 
SALES / ASSETS paper Stone Technology textile tourism Trade transport   
R-squared ARIMA (0,2,2) ARIMA(2,2,1) ARIMA(1,2,2) ARIMA(2,2,1)    ARIMA(2,2,2) ARIMA(2,2,1) ARIMA(2,2,1) 
Adjusted R-squared ARIMA (0,2,2) ARIMA(2,2,1) ARIMA(1,2,2) ARIMA(2,2,1)      ARIMA(2,2,2) ARIMA(2,2,1) ARIMA(2,2,1)
S.E. of regression ARIMA(2,0,2)   ARIMA(2,1,2) ARIMA(2,1,2) ARIMA(2,0,2) ARIMA(2,1,2) ARIMA(2,1,1) ARIMA (0,1,1)   
Sum squared resid ARIMA(2,0,2)   ARIMA(2,1,2) ARIMA(2,1,2) ARIMA(2,0,2) ARIMA(2,1,2) ARIMA(2,1,2) ARIMA (0,1,1)   
Durbin-Watson stat ARIMA (1,1,0) ARIMA(1,0,1) ARIMA(2,1,1) ARIMA(2,0,1) ARIMA (0,0,1) ARIMA (1,0,0) ARIMA(1,0,1)   
Akaike info criterion ARIMA(2,0,2)   ARIMA(2,1,2) ARIMA(2,1,2) ARIMA(1,0,1) ARIMA(2,1,2) ARIMA(2,1,1) ARIMA (0,1,1)   
Schwarz criterion ARIMA(2,0,2) ARIMA(2,1,2) ARIMA(2,1,2) ARIMA (0,1,1) ARIMA(2,1,2) ARIMA(2,1,1) ARIMA (0,1,1)   
F-statistic ARIMA(1,1,2) ARIMA (1,1,0) ARIMA (0,2,2) ARIMA (1,0,2) ARIMA (1,1,0) ARIMA(1,0,1) ARIMA(2,1,1)   
Results ARIMA(2,0,2) ARIMA(2,1,2) ARIMA(2,1,2) ARIMA (0,1,1) ARIMA(2,1,2) ARIMA(2,1,1) ARIMA (0,1,1)  

 
Table 4: Debt / Equity Ratio Models  

DEBT / EQUITY chemistry finance Food holding informatics İnvestment metal metal goods 
R-squared ARIMA(2,2,1)        ARIMA(1,2,1) ARIMA(2,2,1) ARIMA(2,2,2) ARIMA(2,1,2) ARIMA(2,2,1) ARIMA(2,2,1) ARIMA(2,2,2)

Adjusted R-squared ARIMA(2,2,1)        ARIMA(1,2,1) ARIMA(2,2,1) ARIMA(2,2,2) ARIMA(2,1,2) ARIMA(2,2,1) ARIMA(2,2,1) ARIMA(2,2,2)
S.E. of regression ARIMA(2,0,1)    ARIMA(2,0,1) ARIMA(2,1,1) ARIMA(2,0,2) ARIMA(2,1,2) ARIMA(2,0,2) ARIMA (1,0,2) ARIMA (1,0,2) 
Sum squared resid ARIMA (2,2,0) ARIMA(2,2,1) ARIMA (0,2,2) ARIMA (2,1,0) ARIMA (1,2,0) ARIMA(2,0,2) ARIMA(2,1,2) ARIMA (0,2,1) 
Durbin-Watson stat ARIMA (0,1,2) ARIMA(1,0,1) ARIMA(2,0,1) ARIMA (0,0,2) ARIMA(2,0,1)    ARIMA(1,0,1) ARIMA (0,0,2) ARIMA(2,1,2)
Akaike info criterion ARIMA(2,0,1)    ARIMA(2,0,1) ARIMA (1,0,2) ARIMA(2,0,2) ARIMA(2,1,2) ARIMA(2,0,2) ARIMA (1,0,2) ARIMA (1,0,2) 

Schwarz criterion ARIMA(2,0,1)    ARIMA(2,0,1) ARIMA (0,0,1) ARIMA(2,0,2) ARIMA(2,1,2) ARIMA(2,0,2) ARIMA (1,0,2) ARIMA (0,0,1) 
F-statistic ARIMA(1,2,1) ARIMA(1,2,1) ARIMA(1,1,1) ARIMA (0,0,2) ARIMA (0,2,1) ARIMA(1,2,1) ARIMA (0,0,1) ARIMA (1,0,2) 

Results ARIMA(2,0,1) ARIMA(2,0,1) ARIMA (1,0,2) ARIMA(2,0,2) ARIMA(2,1,2) ARIMA(2,0,2) ARIMA (1,0,2) ARIMA (1,0,2) 
DEBT / EQUITY paper stone Technology textile tourism Trade transport  

R-squared ARIMA(2,2,2)        ARIMA(2,2,1) ARIMA (0,2,2) ARIMA(2,2,1) ARIMA(2,2,1) ARIMA(2,2,1) ARIMA(2,2,1)
Adjusted R-squared ARIMA(2,2,2)        ARIMA(2,2,1) ARIMA (0,2,2) ARIMA(2,2,1) ARIMA(2,2,1) ARIMA(2,2,1) ARIMA(2,2,1)
S.E. of regression ARIMA(1,1,2) ARIMA(2,2,2) ARIMA(2,1,1) ARIMA (0,2,2) ARIMA(1,1,1) ARIMA (1,0,0) ARIMA (1,0,2)  
Sum squared resid ARIMA (2,2,0) ARIMA (2,2,0) ARIMA (0,2,1) ARIMA (1,2,0) ARIMA (2,1,0) ARIMA(2,1,1) ARIMA(2,2,2)  
Durbin-Watson stat ARIMA (1,0,0) ARIMA(1,0,1) ARIMA (0,0,2) ARIMA(1,0,1) ARIMA (1,0,2) ARIMA(1,0,1) ARIMA(1,0,1)  
Akaike info criterion ARIMA(1,1,2) ARIMA (0,0,1) ARIMA(2,1,1) ARIMA (0,0,2) ARIMA(1,1,1) ARIMA (0,0,1) ARIMA (1,0,2)  

Schwarz criterion ARIMA(1,1,2) ARIMA (0,0,1) ARIMA(2,1,1) ARIMA (0,0,2) ARIMA(1,1,1) ARIMA (0,0,1) ARIMA (0,0,1)  
F-statistic ARIMA (0,2,2) ARIMA(2,2,1) ARIMA(1,0,1) ARIMA (0,1,1)     ARIMA(2,0,1)* ARIMA(2,0,1) ARIMA(1,2,1)

Results ARIMA(1,1,2) ARIMA(2,2,1) ARIMA(2,1,1) ARIMA (0,0,2) ARIMA(1,1,1) ARIMA (0,0,1) ARIMA (1,0,2)  
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Table 5: Leverage Ratio Models  
LEVERAGE RATIO chemistry finance Food holding informatics İnvestment metal metal goods 

R-squared ARIMA(2,2,1)        ARIMA(2,2,2) ARIMA(2,2,1) ARIMA(2,2,2) ARIMA(2,2,2) ARIMA(2,2,2) ARIMA(2,2,1) ARIMA(2,2,2)
Adjusted R-squared ARIMA(2,2,1)        ARIMA(2,2,2) ARIMA(2,2,1) ARIMA(2,2,2) ARIMA(2,2,2) ARIMA(2,2,2) ARIMA(2,2,1) ARIMA(2,2,2)
S.E. of regression ARIMA (0,1,1) ARIMA(2,0,2) ARIMA (0,1,1) ARIMA(2,0,2) ARIMA(2,0,2) ARIMA(2,0,2) ARIMA (0,0,1) ARIMA (0,0,1) 
Sum squared resid ARIMA (2,2,0) ARIMA(2,2,2) ARIMA (2,2,0) ARIMA(2,0,2) ARIMA (0,1,2) ARIMA(1,2,1) ARIMA(2,2,2) ARIMA(1,2,2) 
Durbin-Watson stat ARIMA(2,0,1) ARIMA(1,0,1) ARIMA (0,0,1) ARIMA (1,0,0) ARIMA (1,0,2) ARIMA(2,1,2) ARIMA (1,0,2) ARIMA (1,0,2) 
Akaike info criterion ARIMA (1,0,2) ARIMA(2,0,2) ARIMA (1,0,2) ARIMA(2,1,1) ARIMA(2,0,2) ARIMA (0,0,2) ARIMA (1,2,0) ARIMA (0,0,1) 

Schwarz criterion ARIMA (1,0,2) ARIMA(2,0,2) ARIMA(1,0,1) ARIMA(2,1,1) ARIMA(2,0,2) ARIMA (0,0,2) ARIMA (1,2,0) ARIMA (0,0,1) 
F-statistic ARIMA(1,1,2)    ARIMA (1,1,0) ARIMA(2,2,1) ARIMA(1,0,1)* ARIMA(1,0,1) ARIMA (1,1,0) ARIMA(1,2,1) ARIMA (1,0,2) 

Results ARIMA (1,0,2) ARIMA(2,2,2) ARIMA(2,2,1) ARIMA(2,1,1) ARIMA(2,0,2) ARIMA (0,0,2) ARIMA (1,2,0) ARIMA (0,0,1) 
LEVERAGE RATIO paper stone Technology textile tourism Trade transport  

R-squared ARIMA(2,2,1)        ARIMA(2,2,1) ARIMA(2,2,2) ARIMA(2,2,1) ARIMA(2,2,2) ARIMA(2,2,2) ARIMA(2,2,1)
Adjusted R-squared ARIMA(2,2,1)        ARIMA(2,2,1) ARIMA(2,2,2) ARIMA(2,2,1) ARIMA(2,2,2) ARIMA(2,2,2) ARIMA(2,2,1)
S.E. of regression ARIMA (1,0,2) ARIMA(2,0,1) ARIMA(1,1,2) ARIMA (1,2,0) ARIMA(2,1,1) ARIMA(2,1,2) ARIMA(2,0,2)  
Sum squared resid ARIMA(2,0,2) ARIMA(1,2,2) ARIMA(2,1,2) ARIMA (2,1,0) ARIMA (2,1,0) ARIMA(2,1,2) ARIMA (2,1,0)  
Durbin-Watson stat ARIMA(2,1,2) ARIMA(1,1,2) ARIMA (2,0,0) ARIMA(1,0,1) ARIMA (1,0,2) ARIMA(2,0,1) ARIMA(1,0,1)  
Akaike info criterion ARIMA(2,2,2) ARIMA(2,0,1) ARIMA(1,1,2) ARIMA (1,0,2) ARIMA(2,1,1) ARIMA (0,2,1) ARIMA (1,0,2)  

Schwarz criterion ARIMA(2,1,2)        ARIMA(2,0,1) ARIMA(1,1,2) ARIMA (1,0,2) ARIMA(2,1,1) ARIMA(2,2,1) ARIMA(1,0,1)
F-statistic ARIMA(2,2,2) ARIMA(2,0,1) ARIMA (2,0,0) ARIMA(2,0,1) ARIMA (2,1,0) ARIMA (1,1,0)* ARIMA(2,0,2)  

Results ARIMA(2,2,2) ARIMA(2,0,1) ARIMA(1,1,2) ARIMA (1,0,2) ARIMA(2,1,1) ARIMA (0,2,1) ARIMA(1,0,1)  

 
Table 6: Return On Assets Ratio Models  
RETURN ON ASSETS chemistry finance Food holding informatics investment metal  
R-squared ARIMA(2,2,1)      ARIMA(2,2,1) ARIMA(2,2,2) ARIMA(1,2,2) ARIMA(2,2,2) ARIMA(2,2,1) ARIMA (1,0,2)
Adjusted R-squared ARIMA(2,2,1)       ARIMA(2,2,1) ARIMA(2,2,2) ARIMA(1,2,2) ARIMA(2,2,1) ARIMA(2,2,1) ARIMA (1,0,2)
S.E. of regression ARIMA(1,0,1)       ARIMA(2,0,2) ARIMA(1,1,2) ARIMA(2,1,1) ARIMA(2,1,1) ARIMA(1,0,1) ARIMA (1,0,2)
Sum squared resid ARIMA (1,0,2) ARIMA(2,0,2) ARIMA(1,1,2) ARIMA(2,1,1) ARIMA(2,1,1) ARIMA (1,0,2) ARIMA (1,0,2) 
Durbin-Watson stat ARIMA (2,0,0) ARIMA (1,0,2) ARIMA (1,0,2) ARIMA(1,0,1) ARIMA(1,0,1) ARIMA(2,0,1) ARIMA(2,1,1) 
Akaike info criterion ARIMA(1,0,1)       ARIMA(2,0,2) ARIMA(1,1,2) ARIMA(2,1,1) ARIMA(2,1,1) ARIMA(1,0,1) ARIMA (1,0,2)
Schwarz criterion ARIMA(1,0,1)       ARIMA(2,0,2) ARIMA(1,1,2) ARIMA(2,1,1) ARIMA(2,1,1) ARIMA(1,0,1) ARIMA (1,0,2)
F-statistic ARIMA (2,0,0) ARIMA (1,0,2) ARIMA (0,2,1) ARIMA(1,1,2) ARIMA (2,2,0)  ARIMA (0,0,1)* ARIMA (2,0,0) 
Results   ARIMA(1,0,1) ARIMA(2,0,2) ARIMA(1,1,2) ARIMA(2,1,1) ARIMA(2,1,1) ARIMA(1,0,1) ARIMA (1,0,2)
RETURN ON ASSETS metal goods Paper Technology textile tourism Trade Transport 
R-squared ARIMA(2,2,1)      ARIMA(2,2,1) ARIMA(2,2,2) ARIMA(1,2,2) ARIMA(2,2,2) ARIMA(1,2,2) ARIMA(2,2,2)
Adjusted R-squared ARIMA (0,2,1) ARIMA(2,2,1) ARIMA(2,2,2) ARIMA(1,2,2)    ARIMA(2,2,2) ARIMA(1,2,2) ARIMA(2,2,2)
S.E. of regression ARIMA (1,0,2) ARIMA(1,0,1) ARIMA (1,0,2) ARIMA(2,0,2) ARIMA(2,1,2) ARIMA(2,0,2) ARIMA(2,0,2) 
Sum squared resid ARIMA (1,0,2) ARIMA(2,2,1) ARIMA(2,1,2) ARIMA(2,0,2)    ARIMA(2,1,2) ARIMA(2,0,2) ARIMA(2,0,2)
Durbin-Watson stat ARIMA(2,1,1) ARIMA(2,1,2) ARIMA(2,1,1) ARIMA(2,1,2) ARIMA(1,2,1) ARIMA (1,2,0) ARIMA (0,0,1) 
Akaike info criterion ARIMA (1,0,2) ARIMA(1,0,1) ARIMA (1,0,2) ARIMA(2,0,1) ARIMA(2,1,2) ARIMA(2,0,2) ARIMA(2,0,2) 
Schwarz criterion ARIMA (1,0,2) ARIMA(1,0,1) ARIMA (1,0,2) ARIMA(2,0,1) ARIMA(2,1,2) ARIMA(2,0,2) ARIMA(2,0,2) 
F-statistic ARIMA (2,2,0)  ARIMA (1,1,0) ARIMA (1,2,0) ARIMA (0,0,2) ARIMA (1,1,0) ARIMA(2,0,1) ARIMA(2,1,1) 
Results ARIMA (1,0,2) ARIMA(1,0,1) ARIMA (1,0,2) ARIMA(2,0,1) ARIMA(2,1,2) ARIMA(2,0,2) ARIMA(2,0,2) 
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Table 7: Return On Equity Ratio Models  
RETURN ON EQUITY chemistry Finance Food holding informatics İnvestment metal  metal goods 
R-squared ARIMA(2,2,1) ARIMA (0,2,2) ARIMA(2,2,1) ARIMA (0,2,2) ARIMA(2,2,1)    ARIMA(2,2,1) ARIMA(2,2,1) ARIMA (0,2,2)
Adjusted R-squared ARIMA(2,2,1) ARIMA (0,2,2) ARIMA(2,2,1) ARIMA (0,2,2) ARIMA(2,2,1)    ARIMA(2,2,1) ARIMA(2,2,1) ARIMA (0,2,2)
S.E. of regression ARIMA(2,1,1)    ARIMA(1,1,2) ARIMA (1,2,0) ARIMA(2,1,2) ARIMA(2,1,1) ARIMA (1,0,2) ARIMA (1,2,0) ARIMA(2,1,1) 
Sum squared resid ARIMA (2,2,0)  ARIMA(1,1,2) ARIMA (2,1,0) ARIMA(2,1,2) ARIMA(2,1,1) ARIMA (1,0,2) ARIMA (2,1,0) ARIMA(2,1,1) 
Durbin-Watson stat ARIMA(2,0,1) ARIMA (2,0,0) ARIMA(2,0,1) ARIMA (1,0,2) ARIMA(1,0,1)    ARIMA(2,1,1) ARIMA (0,0,1) ARIMA(1,1,1)
Akaike info criterion ARIMA(2,1,1)        ARIMA(1,1,2) ARIMA(1,0,1) ARIMA(2,1,2) ARIMA(2,1,1) ARIMA (1,0,2) ARIMA(1,0,1) ARIMA(2,1,1)
Schwarz criterion ARIMA (0,0,1) ARIMA(1,1,2) ARIMA(1,0,1) ARIMA(1,1,2) ARIMA(2,1,1)    ARIMA (1,0,2) ARIMA(1,0,1) ARIMA(2,1,1)
F-statistic ARIMA (1,0,2) ARIMA (1,0,0) ARIMA(2,0,1) ARIMA(1,0,1)* ARIMA (2,2,0)  ARIMA (1,0,0)* ARIMA (1,0,0)* ARIMA (0,2,1) 
Results  ARIMA(2,1,1) ARIMA(1,1,2) ARIMA(1,0,1) ARIMA(2,1,2) ARIMA(2,1,1) ARIMA (1,0,2)  ARIMA(1,0,1) ARIMA(2,1,1)
RETURN ON EQUITY paper Stone Technology textile tourism Trade transport   
R-squared ARIMA(2,2,1)         ARIMA(1,2,2) ARIMA(2,2,1) ARIMA(2,2,1) ARIMA(2,2,2) ARIMA(2,2,1) ARIMA(2,2,1)
Adjusted R-squared ARIMA(2,2,1)         ARIMA(1,2,2) ARIMA(2,2,1) ARIMA(2,2,1) ARIMA(2,2,2) ARIMA(2,2,1) ARIMA(2,2,1)
S.E. of regression ARIMA (1,0,2) ARIMA(2,0,2) ARIMA(2,0,2) ARIMA(2,0,1)      ARIMA(2,0,2) ARIMA(2,1,1) ARIMA(1,1,2)
Sum squared resid ARIMA (1,2,0) ARIMA(2,0,2) ARIMA (1,2,0) ARIMA (1,2,0) ARIMA(2,0,2) ARIMA (2,2,0)  ARIMA (0,1,2)   
Durbin-Watson stat ARIMA (0,0,2) ARIMA (1,0,2) ARIMA (0,0,1) ARIMA (2,0,0) ARIMA(2,1,1) ARIMA(2,0,2) ARIMA (0,0,2)   
Akaike info criterion ARIMA (2,1,0) ARIMA(2,0,2) ARIMA (0,1,1) ARIMA(2,0,1) ARIMA(2,0,2) ARIMA(2,1,1) ARIMA(1,1,2)   
Schwarz criterion ARIMA (0,1,1) ARIMA (0,1,1) ARIMA (0,1,1) ARIMA(2,0,1) ARIMA(2,0,2) ARIMA(2,1,1) ARIMA(1,1,2)   
F-statistic ARIMA (2,1,0)* ARIMA (0,0,2) ARIMA (0,0,1)* ARIMA(1,2,2) ARIMA (1,0,0) ARIMA (1,0,0) ARIMA (0,1,1)   
Results ARIMA (2,1,0) ARIMA(2,0,2) ARIMA (0,1,1) ARIMA(2,0,1) ARIMA(2,0,2) ARIMA(2,1,1) ARIMA(1,1,2)  

 
Table 8: Inventory Turnover Ratio Models  
INVENTORY TURNOVER Chemistry Finance Food  Holding Informatics Metal Mgoods 
R-squared ARIMA(1,2,2)  ARIMA(2,2,1) ARIMA(1,2,1)  ARIMA (0,2,2) ARIMA (0,2,2) ARIMA(1,2,2) 
Adjusted R-squared ARIMA(1,2,2)  ARIMA(2,2,1) ARIMA(1,2,1) ARIMA (0,2,2) ARIMA (0,2,2) ARIMA(1,2,2) 
S.E. of regression ARIMA (0,1,1)  ARIMA(2,1,1) ARIMA(1,0,1) ARIMA(1,2,1) ARIMA(2,0,2) ARIMA (0,1,2) 
Sum squared resid ARIMA (1,2,0)  ARIMA(2,2,2) ARIMA(1,0,1) ARIMA(2,0,2) ARIMA(2,1,1) ARIMA (0,1,2) 
Durbin-Watson stat ARIMA (1,0,2)  ARIMA(2,1,2) ARIMA (2,0,0) ARIMA (1,0,0) ARIMA (1,0,2) ARIMA (1,0,2) 
Akaike info criterion ARIMA (0,1,1)  ARIMA (0,1,2) ARIMA(1,0,1) ARIMA(2,0,2) ARIMA(2,0,2) ARIMA (0,1,1) 
Schwarz criterion ARIMA (0,1,1)  ARIMA (0,1,2) ARIMA(1,0,1) ARIMA (0,1,1) ARIMA (0,0,1) ARIMA (0,1,1) 
F-statistic    ARIMA (1,0,2)*  ARIMA (2,0,0)*      ARIMA (0,1,1)*   ARIMA (2,0,0)* ARIMA (1,0,0)* ARIMA (0,0,1)* 
Results    ARIMA (0,1,1)     ARIMA (0,1,2)      ARIMA(1,0,1) ARIMA(2,0,2)    ARIMA(2,0,2) ARIMA (0,1,1) 
INVENTORY TURNOVER Paper Stone Technology Textile Tourism Trade Transport 
R-squared ARIMA(1,2,1) ARIMA(2,2,2) ARIMA(1,2,2)    ARIMA(2,2,2) ARIMA(2,2,2)  ARIMA(2,2,2) ARIMA(2,2,1)
Adjusted R-squared ARIMA(1,2,1) ARIMA(2,2,2) ARIMA(1,2,2)    ARIMA(2,2,2)    ARIMA(2,2,2) ARIMA(2,2,2) ARIMA(2,2,1)
S.E. of regression ARIMA(1,0,1) ARIMA(2,0,2) ARIMA (2,0,1)    ARIMA(2,2,2)    ARIMA(1,2,0) ARIMA(2,1,2) ARIMA(2,0,0)
Sum squared resid ARIMA (0,2,1) ARIMA(1,0,1) ARIMA(1,2,2)    ARIMA(2,2,2) ARIMA (0,0,2) ARIMA(2,2,0) ARIMA(2,0,2) 
Durbin-Watson stat ARIMA (2,0,0) ARIMA(1,1,1) ARIMA (0,0,2) ARIMA (2,0,1) ARIMA (0,2,1) ARIMA(2,0,0) ARIMA(2,0,0) 
Akaike info criterion ARIMA (0,1,1) ARIMA(2,0,2) ARIMA (2,0,1) ARIMA(2,2,2) ARIMA(2,0,2) ARIMA(2,0,2) ARIMA (0,0,2) 
Schwarz criterion ARIMA (0,1,1) ARIMA(2,0,2) ARIMA (2,0,1) ARIMA(2,2,2) ARIMA(2,0,2) ARIMA(2,0,2) ARIMA (0,0,2) 
F-statistic ARIMA (0,0,1)* ARIMA (1,0,0)*  ARIMA (0,0,2)*       ARIMA (0,0,2)* ARIMA (1,1,0)* ARIMA (1,0,2)* ARIMA(1,0,2) 
Results ARIMA (0,1,1) ARIMA(2,0,2)  ARIMA (2,0,1)    ARIMA(2,2,2) ARIMA(2,0,2) ARIMA(2,0,2) ARIMA (0,0,2) 
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Table 9: Net Profit Margin Ratio Models 
NET PROFIT MARGIN Chemistry Finance Food  Holding Informatics Investment Metal Mgoods 
R-squared ARIMA(2,2,1)        ARIMA(2,1,1) ARIMA(2,2,1) ARIMA(1,2,2) ARIMA(2,2,1) ARIMA(2,2,1) ARIMA(2,2,1) ARIMA(2,2,1)
Adjusted R-squared ARIMA(2,2,1)        ARIMA(2,1,1) ARIMA(2,2,1) ARIMA(1,2,2) ARIMA(2,2,1) ARIMA(2,2,1) ARIMA(2,2,1) ARIMA(2,2,1)
S.E. of regression ARIMA (2,1,0) ARIMA(2,1,1) ARIMA(1,0,1) ARIMA (2,1,0) ARIMA (2,2,0)  ARIMA(2,1,1) ARIMA(2,0,1) ARIMA (0,0,1) 
Sum squared resid ARIMA (1,2,0) ARIMA (0,1,1) ARIMA(1,0,1) ARIMA(2,1,1) ARIMA(2,1,2)    ARIMA (1,0,0) ARIMA(1,1,1) ARIMA(2,1,2)
Durbin-Watson stat ARIMA(1,0,1) ARIMA (1,0,2) ARIMA(2,0,1) ARIMA (1,0,2) ARIMA(1,0,1)    ARIMA(1,0,1) ARIMA(1,0,1) ARIMA (1,0,2)
Akaike info criterion ARIMA(1,0,1) ARIMA (1,2,0) ARIMA (2,2,0)  ARIMA(1,1,1) ARIMA(2,1,1) ARIMA (2,2,0)  ARIMA(1,2,2) ARIMA(2,2,1) 
Schwarz criterion ARIMA(1,0,1) ARIMA (2,2,0)  ARIMA(2,2,2) ARIMA(1,1,1) ARIMA(2,1,1) ARIMA (2,2,0)  ARIMA(1,2,2) ARIMA (0,1,2) 
F-statistic ARIMA (1,0,2) ARIMA (1,0,0)* ARIMA (2,0,0)* ARIMA (1,1,0)* ARIMA(2,0,1) ARIMA (1,0,0)* ARIMA(1,0,1) ARIMA (0,1,1) 
Results ARIMA(1,0,1) ARIMA(2,1,1) ARIMA (2,2,0) ARIMA(1,1,1) ARIMA(2,1,1) ARIMA (2,2,0) ARIMA(1,2,2) ARIMA(2,2,1) 
NET PROFIT MARGIN Paper Stone Technology Textile Tourism Trade Transport   
R-squared ARIMA(2,2,2)         ARIMA(2,2,2) ARIMA(2,2,1) ARIMA(2,2,1) ARIMA(2,2,1) ARIMA(2,2,1) ARIMA(2,2,1)
Adjusted R-squared ARIMA(2,2,2)         ARIMA(2,2,2) ARIMA(2,2,1) ARIMA(2,2,1) ARIMA(2,2,1) ARIMA(2,2,1) ARIMA(2,2,1)
S.E. of regression ARIMA(1,2,2)         ARIMA(2,0,2) ARIMA(1,1,1) ARIMA(2,1,1) ARIMA(1,0,1) ARIMA(2,0,2) ARIMA(1,0,1)
Sum squared resid ARIMA (1,2,0) ARIMA (0,2,1) ARIMA(1,1,1) ARIMA (2,0,0) ARIMA(2,0,1) ARIMA(2,0,2) ARIMA(2,0,1)   
Durbin-Watson stat ARIMA (1,0,2) ARIMA (0,2,2) ARIMA(1,0,1) ARIMA (0,1,2) ARIMA (0,0,1) ARIMA(2,0,2) ARIMA (0,0,1)   
Akaike info criterion ARIMA(1,1,2)   ARIMA(2,0,2) ARIMA(1,1,1) ARIMA (2,2,0)  ARIMA(1,0,1) ARIMA(2,2,1) ARIMA(1,0,1)   
Schwarz criterion ARIMA(1,1,2)         ARIMA(2,0,2) ARIMA(1,1,1) ARIMA (0,2,1) ARIMA(1,0,1) ARIMA(1,0,1) ARIMA(1,0,1)
F-statistic ARIMA (1,0,2)* ARIMA (1,0,0)* ARIMA(1,2,1) ARIMA (0,0,2) ARIMA (1,0,0)* ARIMA (1,0,2) ARIMA (1,0,0)*   
Results   ARIMA(1,1,2) ARIMA(2,0,2) ARIMA(1,1,1) ARIMA (2,2,0)  ARIMA(1,0,1) ARIMA(2,2,1) ARIMA(1,0,1)

 
Table 10: Earning Per Share Models 
EARNING PER SHARE Chemistry Finance Food  Holding Informatics Investment Metal Mgoods 
R-squared ARIMA(2,2,1)        ARIMA (0,2,2) ARIMA(1,2,1) ARIMA(2,2,1) ARIMA(1,2,2) ARIMA(1,2,1) ARIMA(1,2,1) ARIMA (0,1,2)
Adjusted R-squared ARIMA(2,2,1)        ARIMA (0,2,2) ARIMA(1,2,1) ARIMA(2,2,1) ARIMA(1,2,2) ARIMA(1,2,1) ARIMA(1,2,1) ARIMA (0,1,2)
S.E. of regression ARIMA(1,1,2)    ARIMA(2,0,2) ARIMA(1,1,1) ARIMA(1,0,1) ARIMA(1,2,2) ARIMA (1,0,2) ARIMA (1,0,2) ARIMA (0,1,2) 
Sum squared resid ARIMA (0,2,2) ARIMA(2,1,1) ARIMA (1,2,0) ARIMA (0,0,2) ARIMA(1,2,2) ARIMA(2,0,1) ARIMA(1,0,1) ARIMA (1,0,0) 
Durbin-Watson stat ARIMA(2,0,1) ARIMA (1,0,0) ARIMA(2,0,1) ARIMA (2,0,0) ARIMA (2,0,0) ARIMA(2,1,2) ARIMA(2,1,1) ARIMA (1,2,0) 
Akaike info criterion ARIMA(1,1,2)    ARIMA(2,0,2) ARIMA (0,1,2) ARIMA(1,0,1) ARIMA(1,2,2) ARIMA (1,0,2) ARIMA (1,0,2) ARIMA(2,1,1) 
Schwarz criterion ARIMA(1,1,2) ARIMA(2,0,2) ARIMA (0,1,2) ARIMA (0,1,1) ARIMA(1,2,2) ARIMA (0,1,1) ARIMA (1,0,2) ARIMA(2,1,1) 
F-statistic ARIMA (0,0,1) ARIMA (1,0,2) ARIMA (0,2,1) ARIMA (1,0,0) ARIMA (2,2,0)  ARIMA(2,1,1) ARIMA (1,0,2) ARIMA(1,2,1) 
Results ARIMA(1,1,2) ARIMA(2,0,2) ARIMA (0,1,2) ARIMA(1,0,1) ARIMA(1,2,2) ARIMA (1,0,2) ARIMA (1,0,2) ARIMA(2,1,1) 
EARNING PER SHARE Paper Stone Technology Textile Tourism Trade Transport   
R-squared ARIMA(2,2,1)         ARIMA(2,2,1) ARIMA(2,2,2) ARIMA(2,2,1) ARIMA(2,2,1) ARIMA(1,2,1) ARIMA(2,2,1)
Adjusted R-squared ARIMA(2,2,1)         ARIMA(2,2,1) ARIMA(2,2,2) ARIMA(2,2,1) ARIMA(2,2,1) ARIMA(1,2,1) ARIMA(2,2,1)
S.E. of regression ARIMA(2,2,1)         ARIMA(2,2,1) ARIMA(2,1,2) ARIMA(1,0,1) ARIMA(2,0,2) ARIMA(2,0,2) ARIMA(2,0,2)
Sum squared resid ARIMA(2,2,1) ARIMA (2,2,0)  ARIMA (2,2,0) ARIMA(1,0,1) ARIMA (0,2,2) ARIMA(1,1,2) ARIMA (0,2,1)   
Durbin-Watson stat ARIMA(1,1,2) ARIMA (0,0,2) ARIMA(2,1,1) ARIMA (0,0,2) ARIMA (0,0,2) ARIMA(1,1,1) ARIMA (1,0,2)   
Akaike info criterion ARIMA(2,2,1)         ARIMA(2,2,1) ARIMA(1,1,1) ARIMA(1,0,1) ARIMA(2,0,2) ARIMA(2,0,2) ARIMA(2,0,2)
Schwarz criterion ARIMA(2,2,1)   ARIMA(2,2,1) ARIMA(1,1,1) ARIMA(1,0,1) ARIMA(2,0,2) ARIMA (0,1,1) ARIMA(2,0,2)   
F-statistic ARIMA (1,1,0) ARIMA (1,2,0) ARIMA (0,1,2) ARIMA(2,2,1) ARIMA (2,2,0)  ARIMA (0,0,1) ARIMA(2,0,2)   
Results ARIMA(2,2,1)        ARIMA(2,2,1) ARIMA(1,1,1) ARIMA(1,0,1) ARIMA(2,0,2) ARIMA(2,0,2) ARIMA(2,0,2)
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Table 11: Cash / Sales Ratio Models  
CASH / SALES  Chemistry Finance Food  Holding Informatics Investment Metal Mgoods 
R-squared ARIMA(1,2,2)        ARIMA (0,2,2) ARIMA(2,2,2) ARIMA(2,2,2) ARIMA(2,2,1) ARIMA(2,2,1) ARIMA(2,2,1) ARIMA(2,2,1)
Adjusted R-squared ARIMA(1,2,2)        ARIMA (0,2,2) ARIMA(2,2,2) ARIMA(2,2,2) ARIMA(2,2,1) ARIMA(2,2,1) ARIMA(2,2,1) ARIMA(2,2,1)
S.E. of regression ARIMA(2,0,2) ARIMA(2,1,2) ARIMA (1,0,2) ARIMA (2,1,0) ARIMA (0,2,1) ARIMA (0,0,1) ARIMA(2,0,2) ARIMA (1,0,2) 
Sum squared resid ARIMA(2,0,2) ARIMA (0,2,1) ARIMA (1,0,2) ARIMA (0,0,2) ARIMA (1,0,2) ARIMA(1,1,1) ARIMA(2,0,2) ARIMA (2,0,0) 
Durbin-Watson stat ARIMA(1,1,2)    ARIMA (1,0,2) ARIMA(1,0,1) ARIMA(1,0,1) ARIMA(1,0,1) ARIMA (1,0,2) ARIMA (0,0,1) ARIMA(1,0,1) 
Akaike info criterion ARIMA(2,0,2) ARIMA(2,1,2) ARIMA(1,0,1) ARIMA (0,0,2) ARIMA (1,0,2) ARIMA (0,0,1) ARIMA(2,0,2) ARIMA (1,0,2) 
Schwarz criterion ARIMA(2,0,2) ARIMA (0,0,1) ARIMA(1,0,1) ARIMA(2,0,2) ARIMA (1,0,2) ARIMA (0,0,1) ARIMA(2,0,2) ARIMA (1,0,2) 
F-statistic ARIMA(2,0,1) ARIMA(1,0,1) ARIMA (1,1,0) ARIMA (2,1,0) ARIMA(2,2,1) ARIMA (0,1,1) ARIMA (2,1,0) ARIMA (0,1,2) 
Results ARIMA(2,0,2) ARIMA (0,2,2) ARIMA(1,0,1) ARIMA (0,0,2) ARIMA (1,0,2) ARIMA (0,0,1) ARIMA(2,0,2) ARIMA (1,0,2) 
CASH / SALES  Paper Stone Technology Textile Tourism Trade Transport   
R-squared ARIMA(1,2,2)         ARIMA(2,2,1) ARIMA(2,2,1) ARIMA(2,2,1) ARIMA(2,2,1) ARIMA(2,1,2) ARIMA(2,2,1)
Adjusted R-squared ARIMA(1,2,2)         ARIMA(2,2,1) ARIMA(2,2,1) ARIMA(2,2,1) ARIMA(2,2,1) ARIMA(2,1,2) ARIMA(2,2,1)
S.E. of regression ARIMA(2,0,1) ARIMA (1,0,2) ARIMA (1,0,2) ARIMA (1,0,2) ARIMA (1,0,2) ARIMA(2,0,1) ARIMA(2,0,2)   
Sum squared resid ARIMA(2,0,1) ARIMA (2,1,0) ARIMA (2,2,0)  ARIMA (1,0,2) ARIMA (1,1,0) ARIMA(1,1,1) ARIMA (0,1,2)   
Durbin-Watson stat ARIMA (0,0,1) ARIMA(2,1,2) ARIMA(1,0,1) ARIMA(2,0,2) ARIMA (1,0,2) ARIMA (0,1,2) ARIMA(1,0,1)   
Akaike info criterion ARIMA(2,0,1) ARIMA (1,0,2) ARIMA (1,0,2) ARIMA (1,0,2) ARIMA (0,0,1) ARIMA(2,0,1) ARIMA(2,0,2)   
Schwarz criterion ARIMA (2,1,0) ARIMA (1,0,2) ARIMA (1,0,2) ARIMA (1,0,2) ARIMA (0,0,1) ARIMA(2,0,1) ARIMA(2,0,2)   
F-statistic ARIMA (1,0,0) ARIMA (1,0,0) ARIMA (0,2,1) ARIMA (0,2,2) ARIMA (0,2,1) ARIMA (0,1,1) ARIMA (0,2,2)   
Results ARIMA(2,0,1) ARIMA (1,0,2) ARIMA (1,0,2) ARIMA (1,0,2) ARIMA (0,0,1) ARIMA(2,0,1) ARIMA(2,0,2)  

 
Table 12: Cash / Assets Ratio Models  
CASH / ASSETS Chemistry Finance Food  Holding Informatics Investment Metal Mgoods 
R-squared ARIMA(2,2,2)      ARIMA(2,2,2) ARIMA(2,0,2) ARIMA(2,2,2) ARIMA(2,2,1) ARIMA(2,1,2) ARIMA(2,2,2) ARIMA(2,2,2)
Adjusted R-squared ARIMA(2,2,2)        ARIMA(2,2,2) ARIMA(2,0,2) ARIMA(2,2,2) ARIMA(2,2,1) ARIMA(2,1,2) ARIMA(2,2,2) ARIMA(2,2,2)
S.E. of regression ARIMA(2,0,2)        ARIMA(2,0,2) ARIMA(2,0,2) ARIMA(2,0,2) ARIMA(2,0,2) ARIMA(2,0,2) ARIMA(2,0,2) ARIMA(2,0,2)
Sum squared resid ARIMA(2,0,2)        ARIMA(2,0,2) ARIMA(2,0,2) ARIMA (2,2,0) ARIMA(2,1,1) ARIMA(2,2,1) ARIMA(2,0,2) ARIMA(2,1,1)
Durbin-Watson stat ARIMA (1,0,2) ARIMA (1,0,2) ARIMA (0,0,2) ARIMA(2,1,2) ARIMA (1,0,2) ARIMA (1,0,2) ARIMA (1,0,2) ARIMA (1,0,2) 
Akaike info criterion ARIMA(2,0,2)        ARIMA(2,0,2) ARIMA(2,0,2) ARIMA(2,0,2) ARIMA(2,0,2) ARIMA(2,0,2) ARIMA(2,0,2) ARIMA(2,1,1)
Schwarz criterion ARIMA(2,0,2)        ARIMA (0,1,2) ARIMA(2,0,2) ARIMA(2,0,2) ARIMA(2,0,2) ARIMA(2,0,2) ARIMA(2,0,2) ARIMA(2,1,1)
F-statistic ARIMA (0,0,1) ARIMA (0,0,1) ARIMA (1,0,0)   ARIMA (1,1,0) ARIMA (1,1,0) ARIMA (2,2,0)  ARIMA (2,1,0) ARIMA (0,0,1) 
Results ARIMA(2,0,2)       ARIMA(2,0,2) ARIMA(2,0,2) ARIMA(2,0,2) ARIMA(2,0,2) ARIMA(2,0,2) ARIMA(2,0,2) ARIMA(2,1,1)
CASH / ASSETS Paper Stone Technology Textile Tourism Trade Transport   
R-squared ARIMA(2,2,2)        ARIMA(2,2,1) ARIMA(1,1,2) ARIMA(2,2,2) ARIMA(2,2,2) ARIMA(2,2,2) ARIMA(2,2,2)
Adjusted R-squared ARIMA(2,2,2)         ARIMA(2,2,1) ARIMA(1,1,2) ARIMA(2,2,2) ARIMA(2,2,2) ARIMA(2,2,2) ARIMA(2,2,2)
S.E. of regression ARIMA(2,0,2)         ARIMA(2,0,1) ARIMA(1,1,2) ARIMA(1,1,2) ARIMA(2,0,1) ARIMA(2,0,2) ARIMA(2,0,2)
Sum squared resid ARIMA(2,0,2)         ARIMA (1,0,2) ARIMA(1,1,2) ARIMA(1,1,2) ARIMA(2,0,1) ARIMA(2,0,2) ARIMA(2,0,2)
Durbin-Watson stat ARIMA (1,0,2) ARIMA(2,1,2) ARIMA(2,0,1) ARIMA(2,0,1) ARIMA (0,0,2) ARIMA (1,0,2) ARIMA(2,1,2)   
Akaike info criterion ARIMA(2,0,2)         ARIMA(2,0,1) ARIMA(1,1,2) ARIMA(1,1,2) ARIMA(2,0,1) ARIMA(2,0,2) ARIMA(2,0,2)
Schwarz criterion ARIMA(2,0,2)         ARIMA(2,0,1) ARIMA(1,1,2) ARIMA(1,1,2) ARIMA(2,0,1) ARIMA(2,0,2) ARIMA(2,0,2)
F-statistic ARIMA (2,1,0) ARIMA(1,2,1) ARIMA(1,2,1) ARIMA (0,0,1) ARIMA (0,2,2) ARIMA (1,1,0) ARIMA(1,2,1)   
Results ARIMA(2,0,2)        ARIMA(2,0,1) ARIMA(1,1,2) ARIMA(1,1,2) ARIMA(2,0,1) ARIMA(2,0,2) ARIMA(2,0,2)
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Table 13: Total Results Table 
RESULTS chemistry finance Food holding informatics İnvestment metal  metal goods 

CURRENT RATIO ARIMA(2,0,2)        ARIMA(1,1,2) ARIMA(2,1,2) ARIMA (1,2,0) ARIMA(1,1,2) ARIMA (1,0,2) ARIMA(2,0,2) ARIMA(2,0,1)

LIQUIDITY RATIO ARIMA(2,0,2)        ARIMA(2,0,2) ARIMA(2,1,2) ARIMA (1,2,0) ARIMA(1,1,2) ARIMA(1,0,1) ARIMA(2,0,2) ARIMA(2,0,2)

SALES / ASSETS ARIMA(2,1,1) ARIMA (0,1,2) ARIMA(2,0,2) ARIMA (0,2,1) ARIMA(1,2,1)    ARIMA(2,1,2) ARIMA(2,2,1) ARIMA(2,1,1)

DEBT / EQUITY ARIMA(2,0,1)    ARIMA(2,0,1) ARIMA (1,0,2) ARIMA(2,0,2) ARIMA(2,1,2) ARIMA(2,0,2) ARIMA (1,0,2) ARIMA (1,0,2) 

LEVERAGE RATIO ARIMA (1,0,2) ARIMA(2,2,2) ARIMA(2,2,1) ARIMA(2,1,1) ARIMA(2,0,2) ARIMA (0,0,2) ARIMA (1,2,0) ARIMA (0,0,1) 

RETURN ON ASSETS ARIMA(1,0,1)      ARIMA(2,0,2) ARIMA(1,1,2) ARIMA(2,1,1) ARIMA(2,1,1) ARIMA(1,0,1) ARIMA (1,0,2)   

RETURN ON EQUITY ARIMA(2,1,1)        ARIMA(1,1,2) ARIMA(1,0,1) ARIMA(2,1,2) ARIMA(2,1,1) ARIMA (1,0,2) ARIMA(1,0,1) ARIMA(2,1,1)
INVENTORY 
TURNOVER ARIMA (0,1,1)   ARIMA (0,1,2) ARIMA(1,0,1) ARIMA(2,0,2)   ARIMA (0,1,1)   

NET PROFIT MARGIN ARIMA(1,0,1)        ARIMA(2,1,1) ARIMA (2,2,0) ARIMA(1,1,1) ARIMA(2,1,1) ARIMA (2,2,0) ARIMA(1,2,2) ARIMA(2,2,1)
EARNING PER 
SHARE ARIMA(1,1,2)    ARIMA(2,0,2) ARIMA (0,1,2) ARIMA(1,0,1) ARIMA(1,2,2) ARIMA (1,0,2) ARIMA (1,0,2) ARIMA(2,1,1) 

CASH / SALES  ARIMA(2,0,2) ARIMA (0,2,2) ARIMA(1,0,1) ARIMA (0,0,2) ARIMA (1,0,2) ARIMA (0,0,1) ARIMA(2,0,2) ARIMA (1,0,2) 

CASH / ASSETS         ARIMA(2,0,2) ARIMA(2,0,2) ARIMA(2,0,2) ARIMA(2,0,2) ARIMA(2,0,2) ARIMA(2,0,2) ARIMA(2,0,2) ARIMA(2,1,1)

RESULTS Paper Stone Technology textile tourism Trade transport  

CURRENT RATIO ARIMA(2,0,2)       ARIMA(2,0,2) ARIMA (1,2,0) ARIMA(2,0,2) ARIMA(1,1,2) ARIMA(1,1,2) ARIMA(2,0,2) 

LIQUIDITY RATIO ARIMA(2,0,2)       ARIMA(2,0,2) ARIMA(2,0,2) ARIMA(2,0,2) ARIMA(2,0,2) ARIMA(2,0,1) ARIMA(2,0,2) 

SALES / ASSETS ARIMA(2,0,2) ARIMA(2,1,2) ARIMA(2,1,2) ARIMA (0,1,1) ARIMA(2,1,2) ARIMA(2,1,1) ARIMA (0,1,1)  

DEBT / EQUITY ARIMA(1,1,2) ARIMA(2,2,1) ARIMA(2,1,1) ARIMA (0,0,2) ARIMA(1,1,1) ARIMA (0,0,1) ARIMA (1,0,2)  

LEVERAGE RATIO ARIMA(2,2,2)       ARIMA(2,0,1) ARIMA(1,1,2) ARIMA (1,0,2) ARIMA(2,1,1) ARIMA (0,2,1) ARIMA(1,0,1) 

RETURN ON ASSETS ARIMA (1,0,2) ARIMA(1,0,1) ARIMA (1,0,2) ARIMA(2,0,1) ARIMA(2,1,2) ARIMA(2,0,2) ARIMA(2,0,2)  

RETURN ON EQUITY ARIMA (2,1,0) ARIMA(2,0,2) ARIMA (0,1,1) ARIMA(2,0,1) ARIMA(2,0,2) ARIMA(2,1,1) ARIMA(1,1,2)  
INVENTORY 
TURNOVER ARIMA (0,1,1) ARIMA(2,0,2) ARIMA (2,0,1) ARIMA(2,2,2) ARIMA(2,0,2) ARIMA(2,0,2) ARIMA (0,0,2)  

NET PROFIT MARGIN ARIMA(1,1,2)       ARIMA(2,0,2) ARIMA(1,1,1) ARIMA (2,2,0) ARIMA(1,0,1) ARIMA(2,2,1) ARIMA(1,0,1) 
EARNING PER 
SHARE ARIMA(2,2,1)       ARIMA(2,2,1) ARIMA(1,1,1) ARIMA(1,0,1) ARIMA(2,0,2) ARIMA(2,0,2) ARIMA(2,0,2) 

CASH / SALES  ARIMA(2,0,1) ARIMA (1,0,2) ARIMA (1,0,2) ARIMA (1,0,2) ARIMA (0,0,1) ARIMA(2,0,1) ARIMA(2,0,2)  

CASH / ASSETS       ARIMA(2,0,2) ARIMA(2,0,1) ARIMA(1,1,2) ARIMA(1,1,2) ARIMA(2,0,1) ARIMA(2,0,2) ARIMA(2,0,2)  
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The values for each criterian and the best model for each crieteria as a result, are given 

in the previous tables. The last table give the best models for each sector and criteria  as a 

total. 

 

In this stage the values which are calculated with these models, are compared with the 

real values of first quarter of 2006, to check whether they are capable of  forecasting the 

future financial ratios adequately or not. The models those are formed according to the above 

criterias and the calculated values according to these models are given below. For the current 

ratio, the models are written in an open form and the calculated values are given; for other 

ratios only the calculated results are given.  

 

         Current Ratio Models 

Chemistry: CRt+1 = 0.799486 - 0.029510 CRt -  0.932304 CRt-1 - 0.712032 εt + 0.903063 ε t-1
 
 → CRChemistry,2006,1 = 0,756877 
Food: CRt+1 = -0.004749 - 0.099251CRt - 0.484729 CRt-1 - 1.988191εt + 0.994997ε t-1 
→ CRFood,2006,1 = -0,3576
Holding: CRt+1 = 0.234661 - 0.325527CRt - 0.486663 CRt-1 - 1.4325701εt  
→ CRHolding,2006,1 = -0,402  
Informatics: CRt+1 = 1.784622 - 0.921965CRt - 0.114176 CRt-1 - 1.808157εt 
→ CRInformatics,2006,1 = 1,82
Investment: CRt+1 = -0.551094 – 1.988412εt + 0.994993ε t-1 
→ CRInvestment,2006,1 = -0,91414
Metal: CRt+1 = -0.017507 - 0,976130CRt – 0.021780CRt-1 – 0.038962εt – 0.955697ε t-1 
→ CRMetal,2006,1 = -0,23 
Metal Goods: CRt+1 = 0.056028 – 0.840989CRt + 0.166044CRt-1 – 0.458157εt – 1.221621ε t-1
→ CRMetal Goods,2006,1 = -0,445 
Paper: CRt+1 = 0.056250 – 0.849826CRt + 0.104559CRt-1 – 0.623735εt – 1.046715ε t-1
→ CRPaper,2006,1 = -0,57 
Stone: CRt+1 = 0.053879 – 0.919714CRt + 0.096268CRt-1 – 0.424010εt – 1.2992091ε t-1
→ CRStone,2006,1 = -0,814 
Technology: CRt+1 = 0.234661 – 0.325527CRt - 0.486663CRt-1 – 1.432570εt
→ CRTechnology,2006,1 = -0,378 
Textile: CRt+1 = 0.024609 – 0.783069CRt - 0.261662CRt-1 – 0.932213εt – 0.594816ε t-1
→ CRTextile,2006,1 = -0,965 
Tourism: CRt+1 = 0.000666 – 0.875057CRt - 0.002474εt – 1.801621ε t-1
→ CRTourism,2006,1 = -0,548 
Transport: CRt+1 = 0.654322 – 0.142521CRt - 0.819765CRt-1 – 0.899645εt + 0.9789731ε t-1
→ CRTransport,2006,1 = 0,4914. 

 
The calculated values for all ratios and sectors are given below. 



Table 14: Calculated Ratios Table 
RESULTS chemistry finance Food holding informatics investment metal  metal goods

CURRENT RATIO 0,76 NC -0,36      -0,4 1,82 -0,91 -0,23 -0,45
LIQUIDITY RATIO 0,62        0,3 0,34 -0,003 4,88 -80,22 0,63 0,58
SALES / ASSETS -0,01        -5,19 0,26 0,02 0,04 5,64 -0,14 -0,09
DEBT / EQUITY -1,74        0,35 -4,64 NC -0,01 0,03 1,25 1,79
LEVERAGE RATIO 2,1        1,64 2,44 0,84 0,9 0,7 0,05 -0,87
RETURN ON ASSETS 0,02        -0,0005 0,008 -0,03 -0,05 0,03 0,007 NC
RETURN ON EQUITY 0,08        0,01 0,23 -0,06 -0,03 0,04 0,12 -0,05
INVENTORY TURNOVER -0,21        NC -0,44 245,75 27,2 NC -0,04 NC
NET PROFIT MARGIN -0,56        13,1 2,77 -18,3 -190 -2,07 0,77 18,65
EARNING PER SHARE -0,18        -0,03 0,05 0,1 0,02 0,25 0,07 -0,08
CASH / SALES  0,21        -1,24 0,05 26,95 -2,9 0,11 0,07 0,1
CASH / ASSETS 0,04        0,02 0,02 0,56 0,17 0,77 0,03 0,02

RESULTS paper stone technology textile tourism trade transport   
CURRENT RATIO -0,57         -0,81 -0,38 -0,97 -0,55 NC 0,49
LIQUIDITY RATIO 0,89         0,91 0,6 0,57 0,48 0,43 0,6
SALES / ASSETS 0,28         -0,22 -0,11 0,001 -0,12 -0,14 -0,01
DEBT / EQUITY 0,00002         0,6 2,77 0,95 0,45 0,28 1,9
LEVERAGE RATIO 10,17         0,46 1,26 1,62 0,91 0,1 -0,4
RETURN ON ASSETS 0,001         NC -0,04 -0,01 -0,05 -0,03 0,02
RETURN ON EQUITY -0,01         0,05 -0,05 0,03 0,01 -0,3 -0,23
INVENTORY TURNOVER 0,02         1,55 2,09 -2,13 4,56 4,83 -1,55
NET PROFIT MARGIN 0,36         3,62 17,02 -5,3 -2,11 -4,6 -2,11
EARNING PER SHARE -0,16         -1,25 0,1 -0,07 -0,55 -0,10 6,02
CASH / SALES  0,14         0,08 1,08 0,13 0,69 0,46 -0,2
CASH / ASSETS 0,05         0,05 0,02 0,01 0,02 0,04 0,04
 

 

 And the average values for sectors for the first quarter of 2006 are given below. Later, the difference between the forecasted and real values 

are calculated. 
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Table 15: Sectors Realized Ratio Averages in First Quarter of 2006 

Sector chemistry Finance Food Holding Investment Informatics Metal 
Metal 

Goods 
Current Ratio Averages 1,33     12,77 1,64 6,62 158,27 55,51 1,89 1,69
EPS Averages 0,07       0,09 -0,02 -0,03 0,13 0,02 0,05 0,08
NPM Averages -8,06        204,66 -8,56 -1270,98 9,80 -423,24 2,25 -303,89
Liquidity Ratio Averages 0,77       11,41 0,60 5,51 157,42 54,51 0,87 0,94
Inventory Turnover Averages 2,25       NC 1,38 2,27 0,00 1,22 1,88 1,94
Cash / Sales Averages  0,32       99,17 0,27 2,23 1,68 1,39 0,25 0,32
Cash / Assets Averages 0,07       0,18 0,04 0,11 0,92 0,36 0,07 0,08
Debt / Equity Averages -0,47       3,08 0,71 0,96 0,04 0,57 1,02 1,10
Leverage Ratio Averages 4,90       3,66 1,85 1,49 1,04 1,46 2,03 2,19
Sales / Assets Averages 0,30       0,02 0,21 0,13 9,59 3,31 0,32 0,30
ROA Averages 0,00       0,02 -0,01 0,00 0,06 0,02 0,01 0,02
ROE Averages -0,19       0,04 -0,04 0,04 0,06 0,02 0,01 0,03

Sector   paper Stone Technology Textile Tourism Trade Transport   
Current Ratio Averages 2,80        3,07 4,14 2,46 0,84 1,177 1,45
EPS Averages 0,11       0,49 -0,03 -0,17 -0,22 -0,185 -0,28 
NPM Averages -3,14        16,34 -647,65 -3,73 -1977,94 -14,953 -5,81
Liquidity Ratio Averages 1,87        1,85 2,61 1,19 0,33 0,611 1,12
Inventory Turnover Averages 3,38        2,73 0,94 1,55 0,94 3,179 9,85
Cash / Sales Averages  0,50        1,51 4,69 0,55 5,22 0,488 2,75
Cash / Assets Averages 0,08        0,12 0,17 0,05 0,02 0,043 0,34
Debt / Equity Averages -5,04        0,60 1,61 0,95 0,57 -2,134 1,34
Leverage Ratio Averages -1,80        1,57 2,97 3,54 1,83 -4,396 2,32
Sales / Assets Averages 0,21        0,18 0,08 0,20 0,01 0,456 0,17
ROA Averages 0,00       0,03 -0,01 -0,01 0,02 -0,010 -0,01 
ROE Averages 0,05       0,03 -0,01 -0,10 0,05 0,252 -0,04 
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Table 16: Calculated Values – Realized Values Differences of Ratios  
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Differences chemistry finance Food Holding informatics investment metal  
Metal 
goods 

CURRENT RATIO -0,57 NC -2,00   -7,02 -53,69 -159,18 -2,12 -2,14
LIQUIDITY RATIO -0,15        -11,11 -0,26 -5,52 -49,64 -237,64 -0,24 -0,36
SALES / ASSETS -0,32        -5,21 0,06 -0,11 -3,27 -3,95 -0,46 -0,39
DEBT / EQUITY -1,27        -2,73 -5,35 NC -0,58 -0,01 0,23 0,69
LEVERAGE RATIO -2,80        -2,02 0,59 -0,65 -0,57 -0,35 -1,98 -3,06
RETURN ON ASSETS 0,03        -0,02 0,02 -0,03 -0,06 -0,03 0,00 NC
RETURN ON EQUITY 0,27        -0,03 0,27 -0,10 -0,05 -0,02 0,11 -0,08
INVENTORY TURNOVER -2,46      NC -1,82 243,48 25,98 NC -1,89 NC
NET PROFIT MARGIN 7,50      -191,56 11,33 1252,68 233,24 -11,87 -1,48 322,54
EARNING PER SHARE -0,25       -0,11 0,07 0,13 0,00 0,12 0,02 -0,16
CASH / SALES  -0,11       -100,41 -0,23 24,72 -4,29 -1,57 -0,18 -0,22
CASH / ASSETS -0,03        -0,16 -0,02 0,45 -0,18 -0,15 -0,03 -0,06
         
Differences paper stone technology textile tourism trade transport  
CURRENT RATIO -3,37 -3,88 -4,52 -3,43 -1,39 NC  -0,96 
LIQUIDITY RATIO -0,98       -0,94 -2,01 -0,62 0,14 -0,18 -0,52
SALES / ASSETS 0,07        -0,40 -0,20 -0,20 -0,13 -0,60 -0,18
DEBT / EQUITY 5,04        0,00 1,16 0,00 -0,12 2,41 0,56
LEVERAGE RATIO 11,96        -1,11 -1,71 -1,92 -0,92 4,50 -2,73
RETURN ON ASSETS 0,01       NC 0,00 0,01 -0,07 -0,02 0,03
RETURN ON EQUITY -0,06        0,02 -0,04 0,13 -0,04 -0,55 -0,19
INVENTORY TURNOVER -3,36        -1,18 1,15 -3,68 3,62 1,65 -11,40
NET PROFIT MARGIN 3,50       -12,72 664,67 -1,57 1975,83 10,35 3,70
EARNING PER SHARE -0,27       -1,74 0,12 0,10 -0,33 0,08 6,30
CASH / SALES  -0,36        -1,43 -3,61 -0,43 -4,53 -0,03 -2,95
CASH / ASSETS -0,03        -0,07 -0,15 -0,04 0,00 0,00 -0,30

 



 

Although a total of 24 ARIMA models are tried and the best models according to 8 

criterieas are selected to have true forecasting models, the differences above states that the 

models are not good enough to make healthy forecasts. Although some differences are quite 

small this is not valid for a ratio in each sector or for all the ratios of a sector. And for some 

ratios there are huge differences. 

 

There should be some explanations to get such a result. In his study11, Paul A.Griffin 

(1977) states that there are 2 components of quarterly earnings process: a 4 period seasonal 

component and an adjacent quarter component which describes the seasonality adjusted 

series. He adds that it is evident that the quarterly earnings process is not a Martingale and 

apart from the effects of seasonality changes in quarterly earnings are not independent. 

 

According to Griffin (1977) the quarterly earnings process is posited to be a 

multiplicative combination of two process: one reflects the “quarter by quarter” movement 

which is defined as the sequence of quarterly earnings for the same quarter in successive 

years. In terms of the general ARIMA model, such movement is described by the number and 

order of the seasonal difference, the seasonal autoregressive and the seasonal moving average 

parameters. The other process reflects the movement between adjacent quarters and is 

described by the number of regular differences and the regular AR and MA parameters of the 

general model.  

 

The results with the models in this study also state that the seasonality effect should be 

removed to get better results. Because as stated in Griffin’s (1977) study, the qaurterly 

earnings process cannot be adequately described as a random walk or a Martingale. So to 

obtain true ARIMA models to forecast future values of ARIMA models it is not enough 

simply to use differencing method and the seasonality can be removed from the series in a 

more efficient way by using a seasonal ARIMA model; ARMA (p,q)(P,Q) as applied in the 

study of Aksu at all (1996).  

 

There may be other factors to explain such huge differences. Beyond seasonality effect, 

getting simple average of firms in each sector to achieve a sector average, may prevent to 

achieve true forecasts. Because, although all of the firms in the data set are listed in İstanbul 

                                                 
      31 11 The summary of this study is given in literature review section, page 9. 

 



 

Stock Exchange and so are big firms in respect to many aspects, some firms are bigger than 

others so a weighted average of these firms may help to get better forecasts. Also the limited 

number of firms might be avoidable to select most suitable models of financial ratios. For 

further studies increasing number of firms will help to fix this deficiency.   
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Chapter 5 

Conclusion 
 

The objective of this study is to investigate  true ARIMA models based on 

Aksu, Eckstein, Greene and Ronen (Aksu at. al, 1996) to forecast future values of the 

financial ratios of the firms which are listed in Istanbul Stock Exchange.  Box-Jenkins (1976) 

Process of identification, estimation and diagnostic checking is used as the method for the 

purpose of building ARIMA models for a set of selected financial ratios.  

 

The data, derived from a total of 12 ratios and of 15 sectors, are used in the analysis.      

A total of 24 ARIMA models are tested with the series, beginning with ARIMA (1,0,0) to 

ARIMA (2,2,2) and are compared according to 8 crieterias; R – squared, adjusted R-squared,  

Squared Error Of Regression (SER), Sum Squared Residual (SSR), Durbin-Watson Stat 

(DW), Akaike Info Criterian (AIC), Schwarz Criterian (SIC) and F statistic. The models, 

which give the best results for most of the criterias, are selected. When there is equality for 

criterias; the t values, and ACF and PACF of models are evaluated. After selecting the 

models, in the second stage, the forecasted values of these ratios are compared with the 

realized values.  
 

 
As a conclusion for the study it can be said that;  although a total of 24 ARIMA models 

are tested and the best models were chosen, the comparison of the forecasted values with the 

real ones shows these models are not good enough to make robust forecasts. There may be 

some explanations for such a result.  

 

Paul A.Griffin (1977) mentions in his study; it is evident that the quarterly earnings 

process is not a Martingale and apart from the effects of seasonality changes in quarterly 

earnings they are not independent. In terms of the general ARIMA model, such movement is 

described by the number and order of the seasonal difference, the seasonal autoregressive and 

the seasonal moving average parameters.   

 

Because the quarterly earnings are not independent from each other, the financial ratios 

derived from these quarterly values are not independent from each other. So, in line with the 

findings of Aksu et.al (1996) and Paul Griffin (1977) in their studies, here it can be said that 

the seasonality effect should be removed from the series to get better results and simply 
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getting differencing of the series is not enough to remove it. For this purpose, a seasonal 

ARIMA model, as in Aksu et.al (1996), is applicable. 

 

There may be other factors to explain such huge differences. Beyond seasonality effect, 

getting simple average of firms in each sector to achieve a sector average, may avoid us to 

achieve true forecasts. Therefore a weighted average of these firms may be more helpful to 

get better forecasts. Also the limited number of firms might prevent to select most suitable 

models. For further studies increasing number of firms will help to fix this deficiency.   
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APPENDIX 
 

Net Profit Margin (NPM) = Income before extraordinary items / sales 

Return On Assets (ROA) = Income before extraordinary items / average assets 

Return On Owners’ Equity (ROE) = Net Income Available to common / Average 

common equity 

 Current Ratio (CR) = Current Assets / Current Liabilities 

 Cash / Sales (CS) = Cash and Short Term Investments / Sales 

 Cash / Assets (CA) = Cash and Short Term Investments / Assets 

 Debt / Equity (DE) = Total Liabilities / Total Stockholders’ Equity 

 Sales Assets Turnover (SA) = Sales / Average Assets 

 Inventory Turnover (IT) = COGS / Average Inventory 

 Leverage Ratio (LVR) = Average Assets / Average Common Equity 

           Earnings Per Share (EPS) = Net Income / Total # of shares Outstanding 

           Liquidity Ratio (LR) = Cash & Equivalants / Short Term Debts 
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