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ABSTRACT

Model reference adaptive control is one of the various techniques of solving the control
problem when the parameters of the controlled process are poorly known or vary during normal
operation. To understand the dynamic behavior of a dc motor it is required to know its parameters.
Armature inductance, armature resistance, inertia of the rotor, motor constants and friction
coefficient are the main parameters of a dc motor. To identify all these parameters, some
experiments should be performed. However, motor parameters change during the operation
according to several conditions. Therefore, the performance of the controller, which has been
designed considering constant motor parameters, becomes poorer due to parameter variations. For
this reason, a model reference adaptive control method is proposed to control the position of a dc
motor without requiring any fixed motor parameter. Experimental results show how well this
method controls the position of the motor.

Keywords: Model Reference Adaptive Control, Lyapunov’s Direct Method, Dc Motor.



iv

MODEL REFERANS UYARLAMALI KONTROL iLE KUTUPLARI SABIT
MIKNATISLI BIR DC MOTORUN KONUM KONTROLU

Fedai YENICI

Yiiksek Lisans Tezi — Elektronik Miihendisligi

Temmuz 2006

Tez Yoneticisi: Prof. Dr. Muhammet KOKSAL

0z

Prosesin parametrelerinin tam olarak bilinmemesi veya parametrelerin ¢aligma esnasinda
degismesi durumunda kontrol probleminin ¢oziimiinde kullanilabilecek c¢esitli tekniklerden biri
de model referans uyarlamali denetimdir. Dogru akim motorunun dinamiginin anlagilmasi i¢in
motor parametrelerinin bilinmesi gerekmektedir. Bu parametrelerden baslicalar1 armatiir
endiiktansi, armatiir direnci, rotorun donel eylemsizligi, motor sabitleri ve rotor yatagindaki
stirtiinmedir. Tiim bu parametrelerin belirlenmesi i¢in bazi deneylerin yapilmasi gerekir. Ancak
motor parametreleri, motorun ¢aligmasi sirasindaki kosullara bagli olarak degismektedir.
Dolayisiyla, parametrelerin degismedigi varsayilarak tasarlanmis olan denetleyicinin performansi,
calisma sirasindaki degisimlerden dolay:1 diiser. Bu nedenden dolay1 bu ¢alismada, sabit motor
parametrelerine gerek kalmadan, bir dc motorun konumunun kontrol edildigi bir uyarlamali
denetim yoOntemi sunulmaktadir. Deney sonuglart motor konumunun Onerilen yontem ile
denetlenebildigini gdstermistir.

Anahtar Kelimeler: Model Referans Uyarlamali Kontrol, Lyapunov’un direkt metodu, Dc
Motor.
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CHAPTER I

INTRODUCTION

In spoken language, “to adapt” shows to change a behavior to become similar to new
circumstances. Instinctively, an adaptive controller is so a controller that can modify its
behavior in response to changes in the dynamics of the process and character of the
disturbances. Since ordinary feedback also tries to reduce the effects of disturbances and plant
uncertainty, the question of the distinction between feedback control and adaptive control
without delay arises. Through the years there have been many efforts to explain adaptive
control formally. At an early symposium in 1961 a long discussion ended with the following
suggestion: “An adaptive system is any physical system that has been designed with an adaptive viewpoint.”
A renewed try was made by an IEEE committee in 1973. It submitted a new vocabulary based
on concepts like self-organizing control (SOC), and learning control system. However, these
tries were not widely accepted. A meaningful definition of adaptive control, which would
make it possible to look at a controller hardware and software and decide whether or not it is
adaptive, is still lacking. However, there seems to be a general agreement that a constant —

gain feedback system is not an adaptive system (Astrom, 1995).

Adaptive systems have two advantages according to non adaptive systems. First of all,
if plant parameters change during the operation according to the several conditions an
adaptive system adjusts itself, and the performance of the plant becomes as desired. In the
non adaptive systems, controller is designed using constant plant parameters. When the plant

parameters change, performance of the controller decreases.

Second advantage of adaptive systems is the information of plant’s parameters is not

required for a controller design. Control can be made partly or without any plant parameters.



Plant parameters must be known in the non adaptive systems. For this reason, research of the

plant parameters brings us extra difficulties.

Generally, the aim of adaptive systems is to control the plant with unknown parameters.
There are two techniques for this purpose direct and indirect adaptive control respectively.
The plant parameters are estimated on-line in indirect adaptive control. Direct adaptive
control doesn’t need on line parameter estimation. Direct adaptive control is considered in this

thesis.

This method requires knowing plant’s zeros. Therefore, we consider plants without
finite transmission zeros. For this reason, the method is proper for position control of dc
motor. In this thesis the position control of a dc motor is considered by using model reference
adaptive control (MRAC). Adaptation mechanism which adjusts recursively plant’s feed-
forward and feedback gains, tries that equalize the coefficients of closed loop plant to model’s
coefficients. Hence if we choose proper model, plant output converges to the model output

with time.

The parameters in a dc motor are armature inductance, armature resistance, rotor inertia,
friction coefficient, motor moment, load moment, armature voltage, motor speed, speed
coefficient and moment coefficient. These parameters change with external effects and
working conditions. These alterations effect motor dynamic. We will investigate the

performance of adaptive tracking in spite of parameters variation.

The solution of problem against to the parameters variations is investigated by many

scientists. These are summarized below.

(Zeng at all, 1999) controls of flexible spacecraft with using output feedback and
variable structure model reference adaptive control theory. For the derivation of control law, it
is assumed that the parameters and the structure of the nonlinear functions in the model are
unknown. It is shown that in the closed-loop system including the variable structure model
reference adaptive control system designed using bounds on uncertain functions, the pitch

angle tracks given reference trajectory and the vibration is suppressed.

The speed which is needed for motor driver of induction motor is estimated from motor
current without using sensor. The parallel MRAC is used for speed estimation. The error

signal between reference model output and adjustable system output is driven to zero through



an adaptive law. The speed of motor is estimated very fast with using large adaptive gains

(Kojabadi, 2005), (Park and Kwon, 2004).

(Zhou and Wang, 2005) control of a permanent magnet synchronous motor with using
techniques of MRAC and back stepping control. In the controller design, the input output
feedback linearization is first of all used to compensate the nonlinearities in the nominal
system. Then, adaptive back stepping control approach is adopted in order to derive the

control scheme, which is strong to the parameter uncertainties and load torque disturbance.

(Marino at all, 1998) present an adaptive nonlinear control algorithm for current fed
induction motors which is adaptive with regards to both load torque and rotor resistance. The
eighth order adaptive controller supplies reference signals for stator currents on the basis of:
measurements of rotor speed, stator currents and stator voltages; estimates of rotor fluxes,
which are the unmeasured state variables; estimates of torque load and rotor resistance which
may vary significantly during operations. The dynamic controller assures speed tracking and
bounded signals for every initial condition of the motor. When persistency of excitation
conditions are satisfied, the rotor flux tracking error goes asymptotically to zero so that motor
power efficiency may be enhanced. In addition, in this case, the estimates of rotor fluxes,
torque load and rotor resistance tend asymptotically to their true values. Results show that
persistency of excitation conditions are satisfied in physical operating conditions and that all
estimation errors go quickly to zero so that high tracking performances are obtained both for

speed and rotor flux.

(Lee at all, 2000) present and compare possible intelligent control designs for precision
motion control applications which are established upon the use of linear actuators. The control
of linear motor is realized three different ways which include adaptive control, composite
control using a radial-basis function for nonlinear compensation and an iterative learning

control. Experimental results show that first two are more successful than last technique.

(Eldeeb and Elmaraghy, 1998) present a new optimal controller designed for rigid-body
robots containing motor dynamics. The new optimal adaptive controller developed in this
work is established upon feedback linearization, it does not need acceleration feedback, and it
does not assume full state is available for measurement but it needs an observer. Of course, it

does not assume exact knowledge of either robot or actuator parameters. The optimality is on



the basis of the minimization of a performance index which turns out to be possible if we

could find a solution to the Hamilton Jacobi equation.

(Aiko and Kimura, 2002) aim to establish control theoretical validity of the feedback
error learning scheme suggested as an architecture of brain motor control with deep
physiological root in computational neuroscience. The feedback error learning method is
formulated as a two-degree of freedom adaptive control. The stability of the adaptive control
law is shown clearly based on the strict positive realness, under the supposition that the plant

is stable and stably invertible. Results prove the effectiveness of the method.

(McLain and Henson, 2000) present a nonlinear adaptive control strategy established upon
radial basis function networks and principal component analysis. The suggested method is well
suited for low dimensional nonlinear systems that are difficult to model and control via
conventional means. The effective system dimension is decreased by applying nonlinear principal
component analysis to state variable data obtained from open-loop tests. This permits the radial
basis functions to be placed in a lower dimensional space than the original state space. The total
number of basis functions is clearly described a priori, and an algorithm which adjusts the place of
the basis function centers to encompass the current operating point is presented. The basis
function weights are adapted on-line such that the plant output asymptotically follows a linear
reference model. A highly nonlinear polymerization reactor is used to compare the nonlinear
adaptive controller to a linear state feedback controller that takes advantage of the same amount

of plant information.

(Makoudi and Radouane 2000) present a distributed model reference adaptive control
for interconnected subsystems in the sense that no information exchange occurs between the
subsystems. The approach is established upon the interconnection output estimation using the
polynomial series which suggests a general solution for interconnected subsystems. The
parameter estimation scheme is an integrated adaptive data filtering with a recursive least-
squares algorithm with parameter projection and normalization. The problem of minimum
phased subsystems is handled by an adaptive input output data filtering. Hence the zeros of
each subsystem estimated model are replaced inside the unit circle. This estimated model
which is minimum phased is then used for the control synthesis. It is shown that the stability

conditions established upon weak interconnections are relaxed. Also the robustness of the



suggested adaptive control against unmodeled dynamics is expressed. At last, the results are

illustrated by numerical examples.

(Tsai and Lin, 1997) present a model reference adaptive control approximation, it is
formed in the modal space; it is applied for flutter control of a cantilever pipe conveying fluid.
The control input is supplied by a pair of surface mounted piezoelectric actuators which are
driven 180 ° out of phase to provide an equivalent bending moment acting on the controlled
system. Comparison of performance of the model reference adaptive control with that of the
optimal independent modal space control shows that the former is more robust than the latter
in terms of flow speed variations, which are unknown in the control system designed ; that is,
the adaptive approach can compensate a larger range of flow speed uncertainties without
resulting in an unstable control system, hence successful flutter suppression of the fluid

conveying cantilever pipe with high flow speed can be performed.

(Lee at all, 1998 ) present that an adaptive neural network full state feedback controller
has been designed and applied to the passive line of sight (LOS) stabilization system. Model
reference adaptive control (MRAC) is well founded for linear systems. However, this method
cannot be utilized directly because the LOS system is nonlinear in nature. Utilizing the
universal approximation property of neural networks, an adaptive neural network controller is
presented by generalizing the model reference adaptive control technique, in which the gains
of the controller are approached by neural networks. This ejects the requirement of linearizing
the dynamics of the system, and the stability properties of the closed loop system can be

satisfied.

(Taware at all, 2003) present that friction correction for a benchmark system with load
friction plus joint flexibility and damping is addressed. This is a difficulty of controlling a
sandwich dynamic system with a non-smooth nonlinearity. Few non-adaptive and adaptive
compensation designs are analyzed, established upon a state feedback output tracking model
reference adaptive control scheme. Adequate output matching conditions are derived for
friction compensation. Approximate linear parameterizations of nonlinear friction are built for
adaptive friction compensator designs. Simulation results confirm the desired system

performance.

(Zhong, 2005) presents that model reference adaptive control problem for single input

single output time invariant continuous time plants with input saturation is taking into account



with main attention focused on global properties. A sufficient condition is presented and a
new design method of adaptive control systems is suggested. If a priori knowledge about the
plant is available to choose the reference model and the reference input so that the sufficient
condition holds, the closed loop adaptive control system designed by the suggested method
can have global stability and globally output tracking property. It is shown that the sufficient

condition is necessary in some cases.

(Chien and Yao , 2004) present that a model reference adaptive control strategy is used
to design an iterative learning controller for a class of repeatable nonlinear systems with
uncertain parameters, high relative degree, initial output resetting error, input disturbance and
output noise. The class of nonlinear systems should gratify some differential geometric
conditions such that the plant can be transformed via a state transformation into an output
feedback canonical form. An appropriate error model is derived based on signals filtered from
plant input and output. The learning controller compensates for the unknown parameters,
uncertainties and nonlinearity by means of projection type adaptation laws which update
control parameters along the iteration domain. It is shown that the internal signals stay
bounded for all iterations. The output tracking error will converge to a profile which can be

adjusted by design parameters and the learning speed is increased if the learning gain is large.

(Costa at all, 2003) present that the design of Model Reference Adaptive Control for
Multi Input Multi Output (MIMO) linear systems has not yet achieved, despite significant
efforts, the completeness and simplicity of its Single Input Single Output (SISO) counterpart.
One of the main obstructions has been the generalization of the SISO assumption that the sign
of the high frequency gain (HFG) is known. Here they overcome this obstacle and present a
more complete MIMO analog to the renowned Lyapunov based SISO design which is
significantly less restrictive than the existing analogs. Their algorithm makes use of a new
control parameterization derived from a factorization of the HFG matrix K, = SDU, where S
is positive symmetric definite, D is diagonal, and U is unity upper triangular. Only the signs
of the entries of D or, equally, the signs of the leading principal minors of K,,, are assumed to

be known.

(Krstic and Banaszuk, 2005) consider a class of Multi Input Multi Output (MIMO) LTI
models with uncertain resonant modes and time delays, which are common in control of
instabilities arising in jet engines. With uncertain delays preventing the use of model

reference adaptive control, they develop an adaptive MIMO pole placement scheme for the



system. They use indirect adaptation, estimating a small number of physical parameters from
a nonlinearly parameterized plant. To address the highly noisy environment in jet engines
they introduce the dead zone in the adaptation law and present simulations that successfully

stabilize the system in the presence of noise and serious actuator saturation.

(WANG at all, 1997) present novel approach for the fault detection and diagnosis
(FDD) of faults in actuators and sensors by way of the use of adaptive updating rules. The
system considered is linear time invariant and is subjected to an unknown input that
represents either model uncertainty or immeasurable disturbances. Firstly, fault detection and
diagnosis for linear actuators and sensors are considered, where a fixed observer is used to
detect the fault while an adaptive diagnostic observer is built to diagnose the fault. Utilizing
the augmented error technique from model reference adaptive control, an observation error
model is formulated and used to establish an adaptive diagnostic algorithm that produces an
estimate of the gains of actuator and the sensor. An extension to the fault detection and
diagnosis to include nonlinear actuators is also made, where a similar augmented error model
to that used for linear actuators and sensors is acquired. As a result, a convergent adaptive
diagnostic algorithm for estimating the parameters in the nonlinear actuators is improved.

(Sinha and Pechev, 1999) present a model reference adaptive controller (MRAC) for
magnetically suspended vehicles (maglev) using the criterion of stable maximum descent. The
adaptation algorithm is forced to reduce the air gap error between the reference model and the
actual system. The explicit relationship between the parameters of the performance criterion
(function of the air gap error and its derivative) and the state feedback adaptation rule is
produced for a single degree of freedom suspension system. Experimental results from a small
representative test rig are presented to illustrate the efficiency of the suggested non linear
controller in the presence of variations in pay load (suspended mass), disturbance force and
air gap set point. Hardware aspects of the transporter and Digital Signal Processing (DSP)
based real time controller are briefly discussed to emphasize some of the practical issues
related to digital execution of the air gap adaptive control law.

(Makoudi and Radouane, 1999) present a decentralized model reference adaptive
control (DMRAC) for interconnected subsystems with unknown or time-varying time delay.
The decentralization approximation is established upon the interconnection output estimation
using the polynomial series which suggests a general solution for interconnected subsystems.
The parameter estimation scheme is a combined adaptive data filtering with a recursive least

squares algorithm with parameter projection and signal normalization. A “good data” model



is determined by an adaptive filtering of the input and output signals. The acquired model
allows dealing with non-minimum phased subsystems with unknown or time-varying dead
time and at the same time to relax the hypothesis of weak interconnections for decentralized
control.

(Tian and Hoo, 2003) present that transition control is determined as a type of control
method that is operated when the plant transitions from one steady state to another as a result
of a set point change. Recent approaches have depended on multiple models and centralized
or decentralized controller designs to address this issue. This work presents and improves a
transition control framework that consists of multiple fixed and adaptive models within a

state-shared non minimal realization and an H_ controller design. The effectiveness of this

transition control framework is presented on two nonlinear single-input single-output reactors
in the face of modeling errors, parameter uncertainties and disturbances.

(Chaoa and Neoub, 2000) present that model reference adaptive control of air-lubricated
capstan drive for precision positioning. Because friction-induced nonlinearities in positioning
systems are mostly range of motion-dependent, dual-model or dual-stage strategies are
frequently adopted to deal with the incompatibility encountered when a system moves from
submicrometer steps (micro mode) to larger scale strokes (macro mode). Despite the fact that
good performance is usually acquired when each stage functions in its designed range of
motion, a system often performs less sufficiently when operating near the switching point
between models or stages. An air-lubricated capstan drive was used in this work to minimize
the inconsistency between macro and micro modes, and a single mode MRAC was designed
to control the capstan drive system for precision positioning. Accuracy better than 615 nm
with no overshooting was obtained in all conditions tested (including 50 nm, 500 nm and 10
mm steps).

(Mirkin and Gutman, 2005) present that two new output feedback adaptive control
schemes established upon Model Reference Adaptive Control (MRAC) and adaptive laws for
updating the controller parameters are improved for a class of linear MIMO systems with
state delay. An effective controller structure established upon a new error equation
parameterization is suggested to achieve tracking with the error tending to zero
asymptotically. To accomplish exact asymptotical tracking, they introduce, in the standard
MRAC structure for plants without delay, a new supplemental adaptive feedforward control
component as an output of a dynamical system driven by the reference signal. Adaptive laws
are improved using the SPR-Lyapunov design approximation and two suppositions regarding

the previous knowledge of the high frequency matrix K,. This study is the first asymptotic



exact zero tracking results for this class of systems in the framework of the certainty

equivalence approximation.

In this thesis the standard model reference adaptive control is used to control the
position of a permanent magnet dc motor, some of its parameters can not be measured
directly. Further, some of the other parameters are not constant and vary as the motor

operates. A second order system is used as the reference model.

This thesis is organized as follows: Fundamentals of MRAC is summarized in Chapter
2. Model reference adaptive control for systems without finite transmission zeros is
introduced in Chapter 3. MRAC for dc motor is given in Chapter 4. Simulation results are

presented in Chapter 5. Finally conclusions are made in Chapter 6.



CHAPTER 11

MODEL REFERENCE ADAPTIVE CONTROL

2.1 GENERAL CONTROL SYSTEM DESIGN STEPS

The steps in a general control design problem are shown in Figure 2.1. Each step is

explained below (Ioannou, 1994).

B

l Step 1: Ilodeling

Plant IMaodel 2

7 — P —

l Step 2: Controller Design

Tncertamty
A
Tnput Cotmmand u 1 B
Coantroll Plant Mode N
:r:-r’ OHCO et ::> P >® :> b

™

l Step 3: Implementation

Input Command ¥

u Flant
Contgo]ler :r> 2 :>

Figure 2.1 General control system design steps.
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Step 1. Modeling

A plant model may be built by using physical laws or by processing the plant input
output (I/O) data obtained by performing various experiments. But, this model may be
complex for the controller design and additional simplifications may be necessary. Some of

the approaches in many cases used to obtain a simplified model are
(1) Linearization around functioning points,
(i) Model order decreasing techniques.

In approximation (i) the plant is approximated by a linear model that is acceptable
around a given operating point. Different functioning points may lead to some different linear
models that are used as plant models. Linearization is performed by using Taylor's series

expansion and approximation, fitting of empirical data to a linear model, etc.

In approach (i1) small impacts and phenomena outside the frequency range of interest

are disregarded leading to a lower order and uncomplicated plant model.

Step 2. Controller Design

The controller is planned to meet the performance necessities for the plant model. A
symbolizes most of the unmodeled plant phenomena. The control engineer may be able to
modify or redesign the controller to be more robust with respect to A. This robustness

analysis and redesign increases the ability for a successful execution in Step 3.
Step 3. Implementation

The implementation can be done using a digital computer. The type of computer, the
type of interface devices between the computer and the plant, software tools are considered
priority matters. Computer speed and preciseness limitations may constrain on the complexity
of the controller. It may force the control engineer to go back to Step 2 or even Step 1. Other
important aspect of implementation is the final adjustment, or as often called the tuning which
is often done by trial and error and depends very much on the experience and intuition of the

control engineer.
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2.2 ADAPTIVE CONTROL

The words “adaptive systems" and “adaptive control" have been employed as early as
1950 (Ioannou, 1994). The design of autopilots for high-performance airplane was one of the
first incentives for active investigation on adaptive control in the early 1950s. Airplane
function over a broad range of speeds and heights, and its dynamics are nonlinear and
conceptually time varying. For a given functioning point, described by the airplane speed and
height, the complex airplane dynamics can be approached by a linear model of the similar

shape as (2.1).

X=Ax+Bu;, x(0)=x,,y=C'x+Du . (2.1)
For instance, for a functioning point 7, the linear airplane model has the following shape:
X=Ax+Bu; x(0)=x,,y=Cx+Du (2.2)

where x,u,y are the state, input, output vectors, respectively; and 4, ,B,,C, and D, are

coefficient matrix functions of the functioning point i. As the airplane moves through
different flight situations, the functioning point changes goes to different values

for4,,B,,C, and D,. Since the output response y (t) transports information about the state x

as well as the parameters, one may dispute that in principle, a complicated feedback controller
should be able to learn about parameter alterations by processing y (t) and utilize the suitable
gains to adapt them. This quarrel goes to a feedback control structure on which adaptive
control is established. The controller building comprise of a feedback loop and a controller

with adjustable gains as shown in Figure 2.2.
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Figure 2.2 Controller building with adjustable controller gains.

2.2.1 Direct and Indirect Adaptive Control

An adaptive controller is shaped by combining an on-line parameter estimator, which
gives estimates of unknown parameters at each moment, with a control law that is prompted
from the known parameter case. The method of the parameter estimator, also referred to as
adaptive law, is joined with the control law lead to two different approximations. In the first
approximation, mentioned as indirect adaptive control, the plant parameters are estimated on-
line and used to compute the controller parameters. This approximation has also been
mentioned as explicit adaptive control, due to the fact that the design is on the foundation of
an explicit plant model.

In the second approximation, mentioned as direct adaptive control, the plant model is
parameterized regarding the controller parameters that are estimated directly without
intermediate computations involving plant parameter estimates. This approximation has also
been mentioned as implicit adaptive control due to the fact that the design is established upon

the estimation of an implicit plant model.
In indirect adaptive control, the plant model P(&") is parameterized with regards to
some unknown parameter vector@ . For instance, for a linear time invariant (LTI) SISO

plant model, " may symbolize the unknown coefficients of the numerator and denominator

of the plant model transfer function. An on-line parameter estimator generates an estimate

O(t) of & at each time t by working the plant input u and output y. The parameter estimate

A(t) clearly describes an estimated plant model characterized by 13(9(t)) that for control
design aims is treated as the “true" plant model and is used to calculate the controller

parameter @.(t) by solving a specific algebraic equation 8.(t) =F (H(t)) at every time t. The
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shape of the control law C(6,.) and algebraic equation 8, = F (@) is selected to be identical to
that of the control law C(@C*) and equation 6’0* =F (6’) that could be used to encounter the
performance necessities for the plant model P(ﬁ*) if @ was known. It is, hence, clear that
with this approximation, C(@C (t)) is designed at every time t to gratify the performance
necessities for the estimated plant model 15(9(‘[)) , which may not be the same from the
unknown plant model P (9* ) And so, the head problem in indirect adaptive control is to select
the class of control laws C(6,.) and the class of parameter estimators that produce 4(t) and
likewise the algebraic equation 6. (t) = F(H(t)) so that C(@C (t)) encounters the

performance necessities for the plant model P(G*) with unknown @°. The block diagram of

an indirect adaptive control scheme is seen in Figure 2.3.

.’!
r o Controller N
I . B
o 1 Cle,) Ple’) .-y

Oip-line
parammeter
egtitnation of &

194z)
Caleulatinns

, 6 6) = F(e)

Figure 2.3 Indirect adaptive control.

In direct adaptive control, the plant model P (49*) is parameterized in the sense of the
unknown controller parameter vector &, , for which C(&C*) encounters the performance
necessities, to acquire the plant model P.(#.) with precisely the similar input output
characteristics as P(#"). The on-line parameter estimator is designed based on P.(6,.) in
place of P (6") to supply direct estimates 6,.(t) of GC* at every time t by working the plant
input u and output y. The estimate 6.(t) 1s then used to update the controller parameter
vector 6. without intermediate computations. The selection of the class of control laws

C(HC) and parameter estimators producing 6.(t) for which C(@C (t)) encounters the
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performance necessities for the plant model P(&") is the basic problem in direct adaptive

control. The characteristics of the plant model P(H*) are very important in acquiring the
parameterized plant model P.(6,.) that is useful for on-line estimation. Due to that, direct

adaptive control is constrained to a specific class of plant models. A class of plant models that
is appropriate for direct adaptive control comprise of all SISO plant models that are
minimum-phase, i.e., their zeros are placed in Re [s] < 0. The block diagram of direct

adaptive control is seen in Figure 2.4.

Inpat el
Corrnand o Comtrollsr i .y Dlant .
e —- Pl s, 7
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o estirnation of 5.;« -—

‘ |

Figure 2.4 Direct adaptive control.

The foundation behind the design of direct and indirect adaptive control seen in
Figures 2.3 and 2.4 is conceptually simple. The design of C(@C) acts the estimates 6, (t)
(regarding direct adaptive control) or the estimates 6’(2‘) (regarding adaptive control) as if they

were the true parameters. This design approximation is named certainty equivalence and can
be used to produce a broad class of adaptive control schemes by joining different on-line
parameter estimators with different control laws.

The idea in back of the certainty equivalence approximation is that as the parameter
estimates, 6,.(¢) and 6() converge to the true ones 6, and 8", respectively, the performance
of the adaptive controller C(6,.) be inclined to that accomplished by C (02) concerning

known parameters.
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2.2.2 Model Reference Adaptive Control

Model reference adaptive control (MRAC) comes from the model following problem or
model reference control (MRC) problem. In MRC, a good comprehension of the plant and the
performance necessities it has to encounter permit the designer to invent a model, mentioned
as the reference model, that depicts the desired I/O characteristics of the closed-loop plant.
The purpose of MRC is to discover the feedback control law that alters the structure and
dynamics of the plant so that its I/O characteristics are precisely the same as those of the
reference model. The building of an MRC diagram for a LTI, SISO plant is shown in Figure

2.5. The transfer function 7, (s) of the reference model is designed so that for a given
reference input signal () the output y, (¢) of the reference model depicts the wanted

response the plant output y(t) must follow.

Reference Ivlodel
Wals) n

Controller L Plant
¢ ['5':; ) =) ¥

L 3

by |

Figure 2.5 Model reference control.

The feedback controller symbolized by C(Hé) 1s designed so that all signals are delimited and
the closed-loop plant transfer function from r to y is equal toW,, (s) This transfer function
matching assures that for any given reference input r(t), the tracking errore, = y — y, , which
symbolizes the divergence of the plant output from the desired trajectory y, , approaches to

zero with time. The transfer function matching is accomplished by canceling the poles of the

plant transfer function G(s) and substituting them with those of W, (s) through the use of the

feedback controller C (492) The cancellation of the plant poles brings a limitation on the

plant to be minimum phase, in other words, have stable poles. When the plant poles are not

stable, its cancellation may easily go to uncontrolled signals.
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The design of C (6?2) necessitates the learning of the coefficients of the plant transfer
function G(s). If @" is a vector including all the coefficients of G(s) = G(s;8") , then the
parameter vector QC* may be calculated by solving an algebraic equation of the shape

0. =F () . (2.3)
Finally for the realization of MRC, the plant model has to be minimum phase and its
parameter vector 8 has to be known precisely.

When 6" is not known the MRC scheme of Figure 2.5 can not be executed because
6.. can not be computed applying Eq. 2.3. One method of referring to the unknown parameter
matter is to utilize the certainty equivalence approximation to substitute the unknown . in
the control law with its estimate 6, (t) acquired using the direct or the indirect approach. The

deriving control schemes are accepted as MRAC and can be classified as indirect MRAC seen

in Figure 2.6 and direct MRAC seen in Figure 2.7.
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Figure 2.6 Indirect MRAC.
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Figure 2.7 Direct MRAC.

18

In this thesis, direct MRAC approach is used for the control of a permanent magnet dc

motor which does not have finite transmission zeros and the method for this is discussed in

the following chapter.



CHAPTER III

MRAC FOR SYSTEMS WITHOUT
FINITE TRANSMISSION ZEROS

The aim of this method realizes model reference adaptive control for the plant that has
single input single output and without finite transmission zeros. Adaptation mechanism
adjusts feedback gains of states  and the feed-forward gain of reference signal. The

coefficients which are in the transfer function of closed loop plant are equalized to model’s.

3.1 THE STRUCTURE OF THE ADAPTIVE CONTROL SYSTEM

The structure of the adaptive control system is given Figure 3.1 (Karadeniz et al, 2004).
In this figure r is reference signal , u is plant’s input , g is feed forward gain , F=[F,
Fs.....F4] "is feedback gains of plant’s states, x and z are controllable canonical form of
plant and model’s states respectively, e is error signal between model and plant states. Plant

follow model via F (t) and g(t) which are updated every time step.

| MODEL Z{t)
REFERENCE TJF et
_|_
& —
®| —< u(p) x®
i W PLANT .
/ul'
F(t:l o
ADAPTIVE
MECHANISM [} r(£)

Figure 3.1 The structure of the adaptive control system.
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The transfer function of one input one output continuous time plant without finite

transmission zeros is

K

s"+a,s" +...+a,s+a,

The controllable canonical form of (3.1) is

[0 1o 0 1% 7 1o

e |00 0w | |4

E = + u(t) ,
..... 0 0 0 1 .
X0 ) | -a, —a, —a, —a, |

y=[1 0 ... 0]x,
which is in the form

x=Ax+bu,
y=x .

As shown in this figure, the following feedback control law used is
u=gr—-F" x .
We can show the controlled plant’s state space equation is

x:Ax—i-b(gr—FTx):(A—bFT)x+bgr,

Or most explicitly,
(x, | [ o 0 1= ]
d X2 0 0 x2
..... 0 0 0 1
_xn_ __al_KF'l _az_KF'l —a}—KF'l —an—KE | _xn_

The reference model transfer function and state space equation are

*

K

n B3 n—1 B3 *
s"+a, s" +...+a,s+a,

(3.1)

(3.2 -a)

(3.2 -b)

(3.3-a)
(3.3-b)

(3.4)

(3.5-a)

(3.6-a)
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